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Abstract

Similarity measurement of two probability distributions is important in many appli-
cations of statistics. Embedding such distributions into a reproducing kernel Hilbert
space (RKHS) has many favorable properties. The choice of the reproducing kernel is
crucial in the approach. We study this question by considering the similarity of two dis-
tributions of the same class. In particular, we investigate when the RKHS embedding
is “admissible” in the sense that the distance between the embeddings should become
smaller when the expectations are getting closer or when the variance is increasing
to infinity. We give conditions on the widely-used translation-invariant reproducing
kernels to be admissible. We also extend the study to multivariate non-symmetric
Gaussian distributions.
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1 Introduction

Distance between probability measures has many applications, including distribution
testing, density estimation, signal detection, etc (Rachev 1991; Vajda 1989). In recent
years, many kinds of distance between probability measures have been proposed (see,
for example, Sriperumbudur et al. 2009, 2010). Many of them are built on the general
approach of integral probability metric (IPM) (Miiller 1997).

To introduce the approach, denote by P the set of all Borel probability measures
on a probability space (M, A). The IPM between IP;, P, € P is defined as

. ey

yr(P1, Py) = sup ‘/ fle’l—/ £ dP,
feFIIM M

where F is a class of real-valued bounded measurable functions on M. Different
choices of the class F yield different metrics y = on the given probability space. The
followings are among the well-known examples in the literature:

1. Total variation distance: F = Cp, (M), the space of all uniformly bounded con-
tinuous functions on M or F = {f : || flleoc < 1}, where || flloc = sup,cp | f(X)]
(see, for example, Shorack 2000, Chapter 19);

2. The Kolmogorov distance: F = {1(—oo s : t € R4 }, where 14 denotes the char-
acteristic function of a subset A of R¢ (see, for example, Shorack 2000, Chapter
19);

3. The Kantorovich metric or Wasserstein distance: F := {f : || fllz < 1} where
I fllL :==sup{|f(x) — fD)|/p(x,y), x #y € M} with M being a metric space
with metric p (see, Dudley 2002, Theorem 11.8.2);

4. Reproducing kernel Hilbert space embedding of measures: F = {f € Hg :
Il fllx < 1}, where H is the reproducing kernel Hilbert space of a reproducing
kernel K on M (Gretton et al. 2007; Smola et al. 2007).

5. Reproducing kernel Banach space embedding of measures (Sriperumbudur et al.
2011): F ={f € B: | flln < 1}, where B is a reproducing kernel Banach space
on M (Song et al. 2013; Zhang et al. 2009).

This paper attempts to contribute to the approach 4 above. We introduce the concept
of reproducing kernel Hilbert spaces and reproducing kernels (Aronszajn 1950).

Definition 1.1 Let M be a prescribed set. A reproducing kernel on M is a real-valued
function K : M x M — R such that for all finite points x1, x2,...,x, € M, the
matrix

[K(Xj’ xk)]?’k:l

is symmetric and positive semi-definite.

For a reproducing kernel K on M, there exists a unique associated Hilbert space
denoted by Hg consisting of certain functions on M such that K (x, -) € Hg for all
x € M and

f) =({f,K(x, ), forall f € Hg, x € M,
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Admissible kernels for RKHS embedding of probability distributions 1501

where (-, -)7, denotes the inner product on Hg. The space H is called the repro-
ducing kernel Hilbert space (RKHS) of the reproducing kernel K. We introduce the

notation
/fd]P’—/fd@‘. 2)
M M

When only finite i.i.d. random samples {X; : 1 <i <m}and{Y; : 1 < j < n}
drawn from unknown measures P, P, are available, one approximates P; and P,
respectively by

vk (P, Pr) = sup
FeHk N fllry <1

1 & 1 o
P]m = Z 21:3)([, and ]P’zn = ; X;SYI.
i= j=

and thereby approximating y (P, P2) by y£ (P, P2,). By choosing F to be the unit
ball of the reproducing kernel Hilbert space of a reproducing kernel K, the approach
of reproducing kernel Hilbert space embedding of measures enjoys many advantages
over other approaches (Gretton et al. 2007; Sriperumbudur et al. 2009; Weaver 1999).
Firstly, yx (P1,,, P2y,) is simply a sum of expectations of the kernel K and hence
is much easier to compute compared to other choices. Secondly, yx (P1,,, P2,) is a
/mn/(m + n)-consistent estimate of yx (P, P2) for all P{, P, under the mild con-
ditions that K is measurable and bounded (Gretton et al. 2007). Thirdly, when K is
translation-invariant, the rate of approximating yx (P, P2) by yx (P, P2,,) is inde-
pendent of the dimension (Sriperumbudur et al. 2009).

Despite many favorable properties, there is one critical question not well-addressed
in the RKHS embedding of measures, which is the choice of reproducing kernels. An
RKHS Hk is completely determined by its reproducing kernel K (Aronszajn 1950;
Zhang and Zhao 2013). In fact, H g is the completion of the linear space

span{K (x,-) : x € M}

under the inner product

P q q
<Z cjK(xj,-), deK()’k: ')> = ZZdekK(Xj, o) o cjdi €R.
=1 k=1 '

HK _]Zl k=1

Therefore, the choice of the reproducing kernel K much affects the embedding of
probability measures in Hg . So far, studies in the literature have focused on charac-
teristic kernels which ensure yx (P, ;) to be a metric on (M, A) (see, for example,
Berlinet and Thomas-Agnan 2004; Chen et al. 2016; Fukumizu et al. 2009, 2008;
Gretton et al. 2007; Sriperumbudur et al. 2011, 2009, 2010; Steinwart 2001). Being
characteristic can be viewed as a preliminary requirement on the reproducing kernel.
Our attempt in this paper is to impose another admissibility criterion on the repro-
ducing kernel in measuring the similarity of a class of probability distributions. Let us
make our objective clear.
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1502 L.Chenetal.

as 1 — v

Fig.1 Let u < v and o be fixed. Then the regions under the curves of the density functions of P, » and
Py, have a larger overlapping area when 1, v become closer

as o increases

Fig.2 Let u < v be fixed. Then the regions under the curves of the density functions of P 5 and P &
have a larger overlapping area as o increases

Assume that K is a characteristic kernel. Thus yg (P1, P») is a metric and can be
used to measure the similarity between two probability measures Py, P>. Consider the
most important class of Gaussian distributions measures

1 _ 2
dP, o (x) = Nir? exp (—%) dx, x eR.

with mean p and standard deviation o. Naturally, two Gaussian measures P, », and
P,.,.0, should be closer in the following two cases (see Figs. 1 and 2 for illustration
and explanation):

(i) when the means are getting closer, that is, /] tends to u;
(i) when o1 = o5 are increasing while the means are different but fixed.

To summarize, we shall study conditions on the reproducing kernel K that is admis-
sible for the Gaussian distributions in the following sense. Denote by || - || the standard
Euclidean norm on R4,

Definition 1.2 Let Q be a Borel probability measure on R¥. A reproducing kernel K
on R is said to be admissible for the class of distributions
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Admissible kernels for RKHS embedding of probability distributions 1503

X — [
o

1
dIP//.,o(x)=—ddQ< ), xeR peRl 6 >0
o

(or simply, Q-admissible), if the following two conditions are satisfied:

(A1) yk (P, .0, Pu,.0) is strictly decreasing as ||41 — (2]l decreases;
(A2) yk (P, .0, Pu,,0) is strictly decreasing as o increases.

We present sufficient conditions for a translation-invariant kernel K to be Q-
admissible in Sect. 3. The concrete examples of Gaussian distributions is then
investigated. To this end, we present necessary preliminaries on reproducing kernels
and RKHS embeddings of probability measures in Sect. 2. Section 3 is devoted to
non-symmetric multivariate Gaussian distributions. We remark that by the illustration
of our motivation in Figs. 1 and 2, the notion of admissible kernels introduced in the
paper seems useful only for probability distributions of a single mode such as the
Gaussian distributions. Kernel methods to evaluate the distance between probability
distributions of multiple modes would be an interesting question for us in the future.

2 Admissible kernels

Let K be a reproducing kernel on R? that is translation-invariant in the sense
K(x,y)=K&x—z,y—12)
forall x, y,z € RY Tt is easy to see

Kx,y))=¢(x—y), x,yeR? A3)

for some function ¥(x) = K(x,0) on R4, By the celebrated Bochner theorem
(Bochner 1959), if i is continuous on R? then K(x,y) = ¥(x — y) makes a repro-
ducing kernel on R if and only if there exists a finite positive Borel measure p on R?
such that

¥ (x) =/ e *dp(r), x e RY. )
R4

It was shown in Sriperumbudur et al. (2010) that K is a characteristic kernel, that is,
vk is a metric, if and only if p is supported on the whole R?. For simplicity, we also
assume that p is symmetric about the origin so that ¢ and K are real-valued.

Denote by P(R?) the set of all Borel probability measures on R?. Let R, :=
[0, +00) and let N be the set of positive integers. We shall need the convolution of a
bounded continuous function f on R? and a measure p € P(R?) given as

(f %)) = /R F—dp(y), xR
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1504 L.Chenetal.

and the convolution of two probability measures o, A € P(R?)

(e *M)(E) ::f / lg(x — y)do(x) dA(y).
R JRA

For a probability distribution QQ, denote

Q:=0QxQ, (5)
where d@(x) = dQ(—x).

Let K be given by (3) and (4), where p is a finite positive Borel measure on R4,
Then K is bounded on R? x R?. Consequently, the function

fox) :=/ K(x,t)do(r), x e R?
Rd

is well-defined for each o € P(R). Animportant observation made in Sriperumbudur
et al. (2010) is that f, € Hg forall ¢ € ’P(Rd) and that

vk@ M) = | fo = fily, 0 e PR, (6)

Moreover,
(for 8)Hyx = /Rd g do(x), 0 e PRY), ge M. (7N

Returning to our main theme, we let Q € P(RY) and define the associated class of
probability measures

X —p
o

1
d]P)u,a(x) = _ddQ( ) X € Rd, ne Rd,o > 0. (8)
o

We first give an initial result for the reproducing kernel K given by (3), (4) to satisfy the
two admissible requirements (A1) and (A2). To this end, we introduce the following
definitions.

Definition 2.1 Let f be a function on R¥. Then it is said to be

radial provided that f(x) = f(y) whenever ||x|| = ||y|;

radially decreasing if f is radial and f(x) < f(y) whenever x| > ||y
strictly radially decreasing if f isradial and f(x) < f(y) whenever ||x|| > ||y|;
radially increasing (strictly radially increasing) if —f is radially decreasing
(strictly radially decreasing).

It can be verified that the convolution of two radial functions remains radial. Inter-
ested readers are referred to Lieb and Loss (2001) for more properties about radial
functions.
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Admissible kernels for RKHS embedding of probability distributions 1505

Lemma 2.2 Let K be the translation-invariant kernel given by (3) and (4), where p is
supported on the whole R?. Define the function

Gyp0() = (Yo * Q(x), x € RY, ©)
where
Ve (x) := Y(ox), x €RY.

Then K is admissible for the class of distributions (8) if and only if Gy, q is strictly
decreasing as ||x|| increases for any o > 0 and as o increases for fixed ||x]||.

Proof By (6) and (7), we have for two measures o, A € P(R?)

(& (@ )" = | fo = £l
= (fQ? fQ>H1{ + (f)u f)u)HK - z(fgv f)»)HK

- / fo(x) do(r) + / £ dAGx) — 2 / £ dA ()
Rd Rd Rd

=/ / K(x,y)dQ(X)dQ(y)+/ / K (x,y)dr(x)da(y)
Re JRd Re JRA

—2/ / K (x. y) do(x) dA(y).
R4 JRd

Specifying the distributions P, », P, -, we compute

(10)

y[%(]P);Ll,OWP/JQ,U) = / / Y(x _y)dPul,c(y)de,a(x)
Rd ]R‘l
+ f f ¢(X - y) d]puz,o (y) dPMz,O’ (x)
R4 JRd
2 f / P& = 3) APy o (3) APy (1)
Rd ]R‘I
=a‘2"[f Yox+pu — oy — ) dQ(y) dQw)
]Rd ]Rd
+/ Y(ox + puy — oy — p2) dQ(y) dQ(x)
Rd Rd
- / Y(ox + puy — oy — pu2)dQ(y) d@(x)]
Rd Rd
=0 /Rd fRd [V (@ =) =¥ (06 = y) + i = 12)] dQ() dQ)

=0 [(% Q) 0 - o xQ (%)] :

Since p is supported on the whole real line, yx is a metric on P(R¢). Then by the
above calculation, we have that
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1506 L.Chenetal.

W * Q1) < (Yo *Q)(0) fort # 0.

As a result, the requirements (A1) and (A2) are satisfied if and only if (V¥ * Q) (1)
is monotonically decreasing as ||#]| increases for fixed o > 0 and as o increases for
fixed ||¢]]. O

Specifying a certain class of probability distributions, we are able to show that not
all translation-invariant characteristic kernels are admissible for the RKHS embedding
of probability distributions.

Example 2.3 Consider dimension d = 1. Let Q be the Bernoulli distribution with
success probability %, ie.Q0) =Q() = % Then we have Q(—1) = Q(1) = % and
Q(0) = % With ¢ being given by (4), we have

- 1 1 1
Gyo.0(0) = Vo x Q) = SY (@) + ¥ (01 —0) + 1Y (0t +0)

Now let ¢ be an even function on R which is strictly decreasing on R and con-

t

verging to 0 (examples including e~ /"I, e~ 2, etc.). Choose o large enough such that

1
w(%) < V.

Then

1
6100 (3) = 1o (=3 + v () + 1o ()

Vo (3)
< 30,0 + Ivo () + 1y (2) = Gy, (D).

IA

Therefore, the function Gy, is not monotonically decreasing for this example. By
Lemma 2.2, the kernel K is not admissible.

Next we shall present a sufficient condition and a necessary condition guarantee-
ing admissibility, which covers a large class of reproducing kernels and probability
distributions.

Theorem 2.4 Let V and Q be defined by (4) and (5), respectively, with p supported
on RY. Suppose that Q has a Lebesgue integrable density function f. If both ¥ and
f are radially decreasing with at least one of them being strictly radially decreasing
then the kernel K given by (3) is admissible for the class of distributions (§).

Conversely, suppose that f and  are radial and that f is radially decreasing. If
the kernel K is admissible, then  is radially decreasing.

Proof For the first part, by Lemma 2.2, we need to show that the function Gy, q(f)
defined by (9) is monotonically decreasing as ||¢|| and o increase.

We only consider the case when o is fixed, the case when ¢ varies can be handled
similarly. Let 8, A be two points in R? with ||§]| < ||A]l. As ¥, f are both radial, so
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Admissible kernels for RKHS embedding of probability distributions 1507

is Gy, .@ = Vo * f. We may hence assume § = (61,0,...,0), A = (A1,0,...,0),
where 0 < §; < Aj. Also, we may assume further that v is the one which is strictly
radially decreasing.

Set H; ;.= {x € R :x < t}, t € R. We first write

G0 0(8) = Gy, (D) = (Yo % )(8) — (Yo * [)(A)
= / [¥o (8 —x) — Yo (A — x)] f(x) dx

R4

=/ [Vo (8 —x) — Yo (A — )] f(x) dx
Hyjng

—/ [Vo (A —x) — Yo (8 —x)] f(x)dx.
RIH 4,

We then apply the substitution x = § + A — ¢ to the second integral above and use
the radiality of ¥ and f to get

Gy,.0) — Gy, .(A)
=/ (Vo (8 —x) = Yo (A —0)][f(x) = f(x =6 = A)]dx. (1]
Hs vy

Note that for x € Hs;+4a,,
2
6 —xll < IA—x| and [lx]| < [lx =8 — Al
Since ¥ is strictly radially decreasing and f is radially decreasing,

Yo (6 —x) =Y (A—x)>0and f(x) — f(x =8 —A) >0, x € Hsj+a,.
2

As a consequence, we get by (11) that Gy o(8) — Gy, o(A) > 0.
To obtain Gy, (8) — Gy, 0(A) > 0, we have to show that the set E = {x €
Hs +a @ f(x) # f(x —& — A)} has a positive Lebesgue measure on R?. Assume on

2
the contrary that the Lebesgue measure of E equals 0. Then f is a periodic function
on Hs+a; \E. Since f is radially decreasing, it must be constant on Hs,+a; \ E. This

together with the assumption that f is radial implies that it equals a constant almost
everywhere on R, It is hence impossible to be the density function of a probability
distribution, which is a contradiction.

For the second part, we only have to prove that if f is radially decreasing, then the
kernel K being admissible implies ¥ being radially decreasing. Since f is radially
decreasing and is the density function of Q, we have fRd f(x)dx = 1. Define
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1508 L.Chenetal.

Gy () = /R Vol =) dy
_ a_dedW” —nr(2) an

where v is a bounded and continuous function on R¥. The density function ﬁ f (%)
clearly converges in distribution to the Dirac mass 8g in y when ¢ — 0. Hence
Gy,.0(x) = ¥ (x) when o — 0. Now assume on the contrary that v is not radially
decreasing. Then there exist two points xg, yp such that ||xg|| < |yoll and ¥ (x9) <
¥ (yo). Let € be a real number such that 0 < ¢ < ¥ (yg) — ¥ (xp). Then by the
continuity of ¥ and the fact that Gy, o(x) — ¥ (x) (as o — 0), there exists o small
enough such that

Gy,.@x0/0) = ¥ (x0) +£/2 < ¥(yo) — &/2 < Gy,.0(0/0).

Therefore, by Lemma 2.2 we know that K is not admissible. So if K is admissible,
then 1 must be radially decreasing. O

Note that the kernel which satisfies the assumptions in Theorem 2.4 is of the form

K(x,y) =¢x—y) =¢(lx—yl), x,yeR? (12)

where ¢ is decreasing on R ;. Kernels of the above form are called radial basis functions
(Wendland 2005; Wu 1995). Let ¢ be a function on R, such that ¢(|]x — y||) is a
reproducing kernel on RY. It is quite natural to ask when ¢ is strictly decreasing.
A fundamental result on radial basis functions due to Schoenberg (1938) states that
¢ (|lx — y|l) makes a reproducing kernel on R? for all dimensions d € N if and only
if there is a finite positive Borel measure © on R4 such that

+00
¢(t)=/ exp(—st?)du(s), te€Ry.
0

In this case, ¢ is automatically decreasing on R and is strictly decreasing as long
as supp 4 # {0}, which is equivalent to say that the radial kernel K in (12) is char-
acteristic (Sriperumbudur et al. 2011, Proposition 5). In conclusion, if for all d € N,
K is a nontrivial reproducing kernel on R and a characteristic kernel, then we have
by Theorem 2.4 that K is Q-admissible provided that the density function f of Q is
radially decreasing.

Things are differentif ¢ (]|x — y||) is only a kernel on certain dimensions. We present
an explicit example to illustrate this. It was proved in Schoenberg (1938) that for a
fixed dimension d, ¢ (||x — y|) is a kernel on R if and only if

+o00
¢(1) =/ Qq(rs)du(s), =0,
0
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Admissible kernels for RKHS embedding of probability distributions 1509

where (. is a finite positive Borel measure on R and

foﬂ eir cos 6 Sindfz 0 do

) = g a0

, d>2,r>0.

Setting d = 3 leads to

sinr

Q3(r) =

We then choose the measure p such that suppu = [0, 27] and du(s) = sds for
s € [0, 2z ]. The resulting function ¢ is

27 §in st 1 —cos2mt
$(1) = dp(s) = ————, 120,
0 st t

which is not decreasing since ¢ (1) = 0 while qb(%) = %. Therefore by Theorem
24 K(x,y) = ¢(|lx — y||) is not admissible for any class of radially decreasing
distributions. In particular, it is not admissible for the Gaussian distributions.

Nevertheless, there exists a large class of compactly supported decreasing ¢ so
that (12) defines a kernel that satisfies the conditions in Theorem 2.4. These are the
compactly supported radial basis functions of minimal degree constructed in Wendland
(2005) and Wu (1995). Examples for dimension d = 3 include

o) =1 —randg@r) =1 —r)i(1+4r), reRy,

where (1 — r)4 := max{0, 1 — r}. More examples are available in (Wendland 2005,
Chapter 9).

Going back to our main objective, we shall use Theorem 2.4 to establish admissi-
bility for the RKHS embedding of Gaussian distributions.

Theorem 2.5 Let K be a reproducing kernel on R? of the form K (x, y) = Y (x —y) =

¢ (|lx — y||) where ¢ is deceasing on R and such that p in (4) is supported on all of
RY. Then K is admissible for the class of Gaussian distributions

R e = p? J J
dP, - (x) = m exp g7 dx, xe R, pnelR o >0 (13)

and for the class of generalized Gaussian distributions

1\ Ix — wll?
dE = - ) d dx,
oo (X) ( 27‘[0) Cw/O exp( 2702 ) w(t)dx

xeRY peRio>0 (14)
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1510 L.Chenetal.

where w is a nontrivial finite positive Borel measure on Ry with supp w # {0}, and
cy IS a positive constant such that

o0 d
cw/ t2dw(r) = 1.
0

Proof 1t suffices to verify that the conditions in Theorem 2.4 is satisfied. Firstly,
K(x,y) =¥ (x —y) where ¥ (x) = ¢(]|x||) is radial and radially decreasing. For the
Gaussian distributions, we see that

dP, o (x) = dQ (" = )

where QQ has the density function

d 2
gx) = (%) exp <—@> , x eRY,

Thus, the density function for Q=0Q=x @ is

1\ Ix2 J
fx) = (g*g)(x) = (ﬁ> exp(— Z ) x eRY,

which is radial and strictly radially decreasing. Therefore K is admissible for the
Gaussian distributions (13). B
For the generalized Gaussian distributions (14), the density function of Q is

(VN (o s [lx 112 doo(s) deo (s R
g(x) == (ﬁ) cw/O /O t+seXp(—2(t+s)) w(s)do(t), x € RY,

which is also radial and strictly radially decreasing. O

Generalized Gaussian distributions have found many applications in image pro-
cessing (Mallat 1989; Moulin and Liu 1999) and the field of engineering (Miller and
Thomas 1972; Beaulieu and Young 2009). Classical probability density functions for
generalized Gaussian distributions are of the following form

c llx — pll?
fp(x) = g—Zexp <_2o—1’ , xeRY,

where p > 0 and ¢, is the constant that makes f), (x) a density function. The existence

of the measure w (7) can be guaranteed by theoretic results in Bochner (1937).
Specifying the measure w, we have the following examples.
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Admissible kernels for RKHS embedding of probability distributions 1511

Example 2.6 Let the Borel measure dw(t) = dt/t%, 7 € [1,2] in (14). Then the
corresponding generalized Gaussian distribution is

2, Ilx — pl?
dE = 402
e P ey P <exp ( do?

2
— exp (—%)) dx, xe€ RY.

Let the Borel measure w = Z:”: 1 %8, where a; > 0 and d, is the dirac measure at
point 7; > 0. Then the corresponding generalized Gaussian distribution is simply the
linear combination of Gaussian distributions with the same expectation. That is,

e
) cha,exp< |x2T:|| )dx, x e RY.

In particular, the Wendland functions (Wendland 2005) and the Gaussian kernels
are admissible for the Gaussian distributions. We remark that the latter observation can
also be made from direct computation as done in Sriperumbudur et al. (2009), where it
was shown that for two Gaussian distributions P, , P, ¢ and for the Gaussian kernel

dE, o (x) = <

_ 2
K(x,y):exp(—nxz—zyn), x,yeRd,r > 0,
T

it holds

d
2 T
i@ = (i)
Koy 202 412

d L (mi—w)?
N ( T >d B T eXp( 2(02+92+12))

—_— 2
V2602 + 12 E Vo?+62 412

Thus, when o =0,

d 2
2 —o(— Cexp [~ I
VK(]P)[,L,Us Pv,a) —2< 20‘2—|—‘L’2> (1 CXP( 2(20_2_'_.[2))) . (15)

Clearly, the two admissibility requirements are satisfied.

3 Non-radial Gaussian distributions
In this section, we study similarity of two multivariate non-radial Gaussian distribu-

tions under RKHS embedding. Such distributions appear widely in probability and
statistics. They are of the general form
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1512 L.Chenetal.

1 \¢ | 1
dP, 5 (x) = (—) (det )~ 2 exp (——(x —wlstx - u)) dx, x e R?
V2 2
" (16)

where 1 € R? and ¥ is a radial and positive-definite d x d matrix. To fulfill our
purpose, we need to introduce the definition of multivariate monotonic functions from
(Engelking 19809).

Definition 3.1 Let & be a function from R” to R¥. We say that / is monotonic provided
that for any y € R*, h~1(y) is connected in R”.

Recall that a set C in R” is connected if there do not exist two disjoint open subsets
U,V e R"suchthat C C U UV and both C N U and C N V are nonempty.

Obviously, a constant function f on R” is monotonic as for every ¢ € R, f~!(c) is
either empty or the entire R”. We give some other nontrivial examples of multivariate
monotonic functions to help comprehend this definition.

We first point out that the above seemingly abstract definition coincides with the
ordinary one for continuous univariate monotonic functions.

Example 3.2 Let f be a continuous function on R. If f is monotonic in the ordinary
sense then it is easy to see that it satisfies Definition 3.1. On the other hand, assume that
it is monotonic according to Definition 3.1. In other words, for each ¢ € R, f~(c) is
connected in R. One shows by the intermediate value theorem for continuous functions
that f must be monotonic in the ordinary sense.

Example 3.3 A linear function f : R” — R defined by f(x) := ajx; + axxo +
.-+ + apx,, where a; € R is a monotonic function. This is because for all y € R,
fly) ={x eR": > ' jaix; = y} is a hyperplane in R”, which is connected in
R”.

The following example will appear in our discussion.

Lemma3.4 Let f : R" — Rdefinedby f (x) = exp(a1x; +axx3+- - -+a,x2), where
a; are simultaneously all negative or all positive. Then f is a monotonic function.

Proof Without loss of generality, we assume oy, a2, ..., o, > 0. Then f(x) > 1
and f_l(l) = {0}, which is a connected set. For ¢ > 1, the set f_l(c) =
{(x1,x2, ..., x,) a1x12 + agxg + a,,x,% = Inc} is an n-dimensional ellipsoid,
which is connected in R". Therefore we have by Definition 3.1 that f is a monotonic

function. &

Before proceeding to the next lemma, two classical results are needed, see van Mill
(1989).

1. A continuous injective function f from a compact subset of R” to R” is a home-
omorphism (van Mill 1989, Excise 1.1.4).

2. The Brouwer Invariance of Domain Theorem: If two sets X, Y € R” are home-
omorphic then so are their interiors (van Mill 1989, Theorem 4.6.7, Corollary
4.6.6).
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Lemma3.5 Let F : R" — R be a continuous monotonic function and G : R" — R"
be a continuous injective mapping. Then their composition F o G : R" — R is
monotonic.

Proof 1Itiseasy to see that F oG is acontinuous function. By definition, we have to show
that for every ¢ € R, the set (F o G)~(c) is connected in R”. Since F is monotonic,
we know that F~1(¢) is a connected set in R”. By the fact that the continuous image of
a connected set is still connected, the set (F o G)~!(¢) = G~ (F~!(c)) is connected
provided that G~ is continuous.

We then prove that if G is continuous and injective, then its inverse G~! is a
continuous function from G(R") to R". For any sequence {yx : k = 1,2,...} C
G (R") that converges to yg € G(R"), denote their preimages by {x; : k = 1,2,...}
and x¢, respectively. Let B, be a closed ball with radius r centered at x(, which is clearly
compact. Using the result 1 above we have the fact that B, must be homeomorphic to
G (By). Then we have by the Brouwer Invariance of Domain Theorem that int B, and
int G(B,) are homeomorphic. Therefore for sufficiently large k, y; must be located
in int G(B,). Again by the fact that G is injective, x; must be contained in B, for
all sufficient large k. Since the radius r is arbitrary, we have that x; converges to xo,
namely, G~! is continuous. O

We are ready to present the main result of this section about the similarity of two
general d-dimensional Gaussian distributions.
o2
Theorem 3.6 The Gaussian reproducing kernel K (x, y) = exp(— ||x2T¥II2)’ T>0is
admissible for the class of d-dimensional Gaussian distributions given by (16) in the
sense that

(AY’) Asa function of ., v, yg (P s, Py 5) decreases monotonically to 0 as  tends
tov,

(A2’) As a function of the eigenvalues of > vk (Pu.=, Py x) decreases monoton-
ically to 0 as det X tends to infinity.

Proof Let P;, IP; be two d-dimensional Gaussian distributions given by

1 1
dPy(x) = ————exp <—§(x —w'e - m) dx,
(27)2(det £1)2
dP,(x) = % exp <—l(x — v)TZZ_I(x — v)) dx,
(27)7 (det )2 2

where X1, X, are two positive-definite matrices.
If ¥1%y = ¥, X then there exists an orthogonal d x d matrix B such that

a| B

o P2
A =BTy 'B = _ , AM=BTx'B= , ,

ag Bua
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where «;, B;,i = 1,2, ...,d are all positive. Then

/ / K (x, y) dP; (x) dPy (y)
R4 xR

1
. K (x.
2n)d det 3, //WXW . 7)

1
exp{—z [(x —/L)Tzl_l(x — )+ (y —M)Tzfl(y —IL)]} dxdy

™ 1 / /
(27T)d det 21 RA xRd

lx — yli3 1 _ _
p(—T2 exp _E(XTEI lx—i-yTEl ly) dx dy

© 1 f f Ix — I3
Q2m)d det 21 J Jpd xrd 272

1
exp {—z(xTAlx + yTAly)} dx dy
1 T

 (detx))? V2

the equality (#) holds since the kernel K (x, y) is translation invariance, and ()
follows if we replace x and y with Bx and By, respectively.
Similarly, we have

[ f

d
K(x,y)dP dP
f/RR (x, ) dP (x) dPs(y) = (detzmg Tﬁ,rz

and

o B (i —vp)?

te_ 200 +Bj+0; BiT%)

1
K (x, y)dPi(x)dP2(y) = ; .
f/R“W 1 ’ (det(21%2))? E ai + Bi + i piT?

As a result,

d d
1 T 1 T
2
VK(IPlv IPZ) +
(det 31)? 1:[ V2+ a2 (et 5y)? l] V2 + Bit?

o By (v

Te 20ei+Bitaipit?)

d
 (det(T o) 11 Vi + B+ aifit?
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In particular, we have

_ o vp)?

L . 1—1;1_1 e 20+atd)

@dets)r 14, V2 +air?

where the «;’s are the eigenvalues of £ ~!. Based on this formula, we shall verify that
the properties (A1’) and (A2’) hold true.

It is easy to see that yx (P, 5, Py x) — O as [|u — v|| — 0. To show the mono-
tonicity of yx with respect to ;© — v, we just have to verify that

ViP5, Py x) = (17)

. d oz,-xl.z d
D(x) := l_[exp —m , x eR
i=1

is monotonic on RY according to Definition 3.1. This falls into Lemma 3.4. Thus,
(AY’) is verified.

Next, let i, v be fixed. By Formula (17), yx (P, =, Py x) — Oasdet ¥ — oo. It
remains to show that yx is monotonic with respect to (o, a2, ..., @g). Set

g(s) == /ﬁ, s> 0and G(1) = (g(t1). g(t2). ... g(ta)). 1 € R

Then g is continuous and strictly increasing on R . Therefore G is continuous and
injective on R". Denote

Foti, ta, ... tq) = tita -~ tq(1 —exp[—(c11] + caty + -+ + cat)]).
where ¢ = (¢1,¢2,...,¢cq) and t = (1, 1o, ..., tg) are both in ]Ri. Then by Formula
(17) we have

VEPux.Pos) =2t9F,(Glay, @, ..., a0))

w—v)? _ (ua—m)?
2 ’ 2 L

Y
where w = (— . —M). For every s € R, the set

F () = (x e RL: Fo(x) =5}

={(x1, ..., xq) 1 (x1---xq)

(A (=52)]) -

is connected in R‘i (Please see the proof in the Appendix). By Lemma 3.5, 2t F,, o
G(aq, ..., ag) is monotonic on «, which confirms (A2’). O
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4 Conclusion

Measuring the similarity and distance between two probability distributions is impor-
tant in many applications of statistics. The approach of RKHS embedding has many
advantages over other integral probability metrics. Due to the one-to-one correspon-
dence between reproducing kernels and reproducing kernel Hilbert spaces, the choice
of the reproducing kernel is critical in the approach. Past studies have been focusing
on when the kernel is characteristic. We investigate an admissibility criterion on the
kernel to ensure that the similarity among the RKHS embeddings of the same class of
distributions would satisfy two natural requirements. Sufficient and necessary condi-
tions are provided. In particular, we find that radially decreasing radial basis functions
are admissible for Gaussian distributions. We remark that the study can be extended
to other classes of probability distributions and to other norms on the Euclidean space.

Appendix

We now prove the connectivity of the set F I(s) in Theorem 3.6.

For if w = 0, then Fy(x1, x2,...,x4) = 0 for any x € Rﬁ. Therefore, FO_I(O) =
R‘i and for any s # 0, FJl(s) is an empty set. In both cases, the set F‘;l(s) is
connected.

If @ # 0, then there exists at least one coordinate w; # 0. For the case s = 0, it is
easy to see that the set

Fw_l ©0) ={(x1,x2,...,x49) € R‘jlr : at least one coordinate x; equals to zero}
is clearly a connected subset in Ri.

Now assume s > 0, by scaling and permuting the coordinates we can assume
further that w; = -+ = w, = l and w41 = -+ = wg = 0, where n < d. We then

use the polar coordinates to simplify the problem. That is, let

X1 = rcosd

X2 = rsin 6y cos 6r

Xp—1 =rsind;sinb, - --sinb,_» cosb,_

X, =rsinf;sinf; ---sinb,,_, sinb,_

where r > 0 and 0y, ...,6,—1 € (0, r/2). Then we have
Fol(s) = {x = (e x) €REGMOOL, .0y )
Xn+1 - Xd) (1 - e_’z) = S} ,

where @0y, ...,0,_1) = sin"~1 6, sin" 26, .- sinf,,_1 -cosf ---cosb,_j.
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For every fixed point (01,...,6,-1) € (O, 71/2)”’1 and fixed product p =
Xn41 - - - X4, there exists aunique solutionry = r (61, ..., 6,—1, p) > 0tothe equation

©@1,....00-1) - pyr" (1 _ e*’f) =s.

The inverse mapping theorem shows that r (61, ..., 6,_1, p) is a continuous function
with respect to the variables 0y, ..., 6,,—1, p. We now show that this implies that the
following set

F' ) =[x, 60,0 00m) €RE 161 € 0.7/2), %1+ xa = p)

is path connected, and therefore connected. Indeed, for any two distinct points a, b €
F, I(s), s > 0, assume their corresponding polar coordinates (without the r coordi-
nate) are @ = (0],...,0, |, adnt1,...,aq) and B = (0], ...,6, |, bpy1,...,ba),
respectively. Let y; = (1 — t)a + ¢ 8. Then by the definition of rg, we have for every
t € [0, 1], (rs(y1), ¥1) € Fajl(s), and therefore (rg(y;), v¢), t € [0, 1] is a path from
atob.
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