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Abstract The maximum likelihood estimator (MLE) and the likelihood ratio test
(LRT) will be considered for making inference about the scale parameter of the
exponential distribution in case of moving extreme ranked set sampling (MERSS).
The MLE and LRT can not be written in closed form. Therefore, a modification
of the MLE using the technique suggested by Maharota and Nanda (Biometrika
61:601–606, 1974) will be considered and this modified estimator will be used to
modify the LRT to get a test in closed form for testing a simple hypothesis against one
sided alternatives. The same idea will be used to modify the most powerful test (MPT)
for testing a simple hypothesis versus a simple hypothesis to get a test in closed form
for testing a simple hypothesis against one sided alternatives. Then it appears that the
modified estimator is a good competitor of the MLE and the modified tests are good
competitors of the LRT using MERSS and simple random sampling (SRS).
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250 W. Abu-Dayyeh, E. Al Sawi

1 Introduction

Ranked set sampling (RSS) as was introduced by McIntyre (1952) is useful for cases
when the variable of interest can be more easily ranked than quantified. The aim of
RSS is to increase the efficiency of the sample mean as an estimator for the population
mean µ. Takahasi and Wakimoto (1968) established the theory of RSS. They showed
that the mean of the RSS is an unbiased estimator for the population mean and is more
efficient than the mean of SRS. Dell and Clutter (1972) studied the effect of error in
ranking on the efficiency of RSS. The RSS has many statistical applications in biology
and environmental studies (see Barabesi and El-Sharaawi 2001).

RSS has been under great investigation (see Stokes 1977; Stokes and Sager 1988;
Lam et al. 1994; Mode et al. 1999; Al-Saleh and Al-Sharfat 2001; Al-Saleh and Zheng
2002; Al-Saleh and Al-Omari 2002). Samawi et al. (1996) used extreme ranked set
sample (ERSS) which is easier to use than the usual RSS procedure to estimate the
population mean in case of symmetric distributions. Al-Odat and Al-Saleh (2000)
introduced the concept of varied set size RSS, which is coined here as Moving Extreme
Ranked Set Sampling (MERSS) and they found that this modification can be more
efficient and applicable than the simple random sampling technique (SRS).

To obtain a MERSS of size 2m: first, select m simple random samples of sizes
1, 2, 3, . . . , m, respectively and then identify the maximum of each sample by eye
or by some other cheap method, without actual measurement of the characteristic of
interest. Then repeat this for another m simple random samples but for the minima.
Repeat the above steps r times until the desired sample size, n = 2rm is obtained.

In order to get a closed form approximate of the MLE of θ , some terms of the
likelihood equation will be replaced by their expectations. This technique was used
for studying the MLE by Maharota and Nanda (1974) for censored data, Zheng and
Al-Saleh (2002) for RSS and Al-Saleh and Al-Hadrami (2003a,b) for MERSS.

In Sect. 2 of this paper, we will study the MLE and a modification of it which will be
denoted by MMLE for estimating the scale parameter of the exponential distribution
based on MERSS, assuming perfect ranking. Then the MMLE will be compared
with other estimators including that of Al-Saleh and Al-Hadrami (2003b) through
their variances. In Sect. 3, the MMLE will be used to construct a new test, which is a
modification of the likelihood ratio test (MLRT), for testing a simple hypothesis against
one-sided simple alternative about the scale parameter of the exponential distribution
using MERSS. In Sect. 4, the most powerful test (MPT) for testing a simple hypothesis
against a simple hypothesis will be modified to construct a new test in closed form
for the same testing problem using MERSS. The new test will be called a modified
uniformly most powerful test (MUMPT). Then the new tests will be compared with
the LRT based on SRS and MERSS through their power functions in Sect. 5.

2 Modified MLE

For a set size m, let {Xm:m, Xm−1:m−1, . . . , X1:1, Y1:m, Y1:m−1, Y1:m−2, . . . , Y1:1} be
a MERSS from an exponential distribution with scale parameter θ which has the
following pdf and df:
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f (x, θ) = 1

θ
e− x

θ , x > 0, θ > 0

F(x, θ) = 1 − e− x
θ , x > 0, θ > 0

respectively. Note, that Xi : i is the i th order statistic of a simple random sample of
size i from the exponential distribution with scale parameter θ and similarly Y1:i is
the 1st order statistic of a simple random sample of size i from the same distribution,
i = 1, 2, . . . , m.and all random samples are independent Then the likelihood and the
log likelihood functions are:

L(θ) =
m∏

i=1

i f (xi :i ; θ)[F(xi :i ; θ)]i−1i f (y1:i ; θ)[1 − F(y1:i ; θ)]i−1

L∗(θ) = C +
m∑

i=1

log f (xi :i , θ)+
m∑

i=1

log f (y1:i , θ)

+
m∑

i=1

(i − 1) log F(xi :i , θ) +
m∑

i=1

(i − 1) log(1 − F(y1:i , θ))

where C is a constant respectively. This implies that the likelihood equation is given by:

m∑

i=1

∂
∂θ

[
1
θ

e− xi :i
θ

]

1
θ

e− xi :i
θ

+
m∑

i=1

∂
∂θ

[
1
θ

e− y1:i
θ

]

[
1
θ

e− y1:i
θ

]

+
m∑

i=1

(i − 1)

∂
∂θ

[
1 − e− xi :i

θ

]

[
1 − e− xi :i

θ

] −
m∑

i=1

(i − 1)

∂
∂θ

[
1 − e− y1:i

θ

]

[
e− y1:i

θ

] = 0

which can rearranged as:

θ − x̄ + ȳ

2
− 1

2m

m∑

i=1

(i − 1)

[
y1:i − xi :i e− xi :i

θ

1 − e− xi :i
θ

]
= 0 (2.1)

(2.1) has been obtained by Al-Saleh and Al-Hadrami (2003b). Then it was proved by
them that the MLE exists and is unique but we can not find it in closed form. Then they
replaced the last term of the left-hand side (2.1) by its expectation and then solved for
θ to get the following estimator:

θ̂∗ = d(X̄ + Ȳ ) (2.2)
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where

d = 1

2

⎡

⎢⎢⎣
1

1 − 1
2m

∑m
i=1 i(i − 1)

[
1
i2 −∑i−2

j=0
1

(2+ j)2

(
i−2

j

)
(−1) j

]

⎤

⎥⎥⎦ (2.3)

which is called a modified MLE of θ . Then they proved that it is unbiased for θ .
We will suggest another modification of the MLE by replacing

∑m
i=1 (i − 1)

[
Xi :i e− Xi :i

θ

1−e− Xi :i
θ

]
instead of the last term of (2.1) by its expectation. Then

we solve it for θ to get the following estimator of θ :

∧
θ∗

1 =
∑m

i=1 Xi :i +∑m
i=1 iY1:i

2m + c1
(2.4)

where

c1 = 1

θ

m∑

i=1

E

⎛

⎝(i − 1)Xi :i
e− Xi :i

θ

1 − e− Xi :i
θ

⎞

⎠

=
m∑

i=2

i−2∑

j=0

i(i − 1)

(
i − 2

j

)
(−1) j 1

(2 + j)2 (2.5)

Al-Saleh and Al-Hadrami (2003b) did not give the variance of
∧
θ∗. In the next result,

we will show that
∧
θ∗

1 is an unbiased estimator of θ and give the variances of
∧
θ∗ and

∧
θ∗

1 .

Theorem

(a)
∧
θ∗

1 is an unbiased estimator of θ .
(b)

Var(
∧
θ∗) = d2θ2

m2

⎡

⎢⎢⎢⎢⎣
2

m∑

i = 1

i−1∑

j=0

i(−1) j

(
i − 1

j

)

( j + 1)3

−
m∑

i=1

⎛

⎜⎜⎜⎜⎝

i−1∑

j=0

i(−1) j

(
i − 1

j

)

( j + 1)2

⎞

⎟⎟⎟⎟⎠

2

+
m∑

i=1

1

i2

⎤

⎥⎥⎥⎥⎥⎦
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(c)

Var

(∧
θ∗

1

)
= θ2

(m+c1)2

⎡

⎢⎢⎢⎢⎢⎣
2

m∑

i=1

i−1∑

j=0

i(−1) j

(
i −1

j

)

( j + 1)3 −
m∑

i=1

⎛

⎜⎜⎜⎜⎝

i−1∑

j=0

i(−1) j

(
i −1

j

)

( j +1)2

⎞

⎟⎟⎟⎟⎠

2

+m

⎤

⎥⎥⎥⎥⎥⎦

where d and c1 as in (2.3) and (2.5) respectively.

Proof The proof of part (a) is easy and therefore it will not be given. The proofs of
parts (b) and (c) are similar and therefore the proof of (c) will be given.

Since Y1i is the 1st order statistics of a simple random sample of size i from an
exponential distribution with parameter θ , the pdf of Y1i is given by:

g1i (y; θ) = i[1 − F(y; θ)]i−1 f (y, θ) = i
(

e− y
θ

)(i−1) e− y
θ

θ
= i

θ
e− y(i)

θ , y > 0

which implies that the distribution of Y1i is an exponential distribution with parameter
θ
i which in turn implies that Var(Y1i ) = θ2

i2 . Similarly since Xii is the maximum of a

simple random sample of size i from an exponential distribution with parameter θ , the
pdf of Xii is given by:

gii (x; θ) = i[F(x; θ)]i−1 f (x, θ) = i
(

1 − e− x
θ

)(i−1) e− x
θ

θ

= i

θ

i−1∑

j=0

(−1) j
(

i − 1
j

)
e− x( j+1)

θ , x > 0

which implies that:

Var(Xii ) = i

θ

i−1∑

j=0

(−1) j

(
i − 1

j

) ∞∫

0

x2e− x( j+1)
θ dx

−
⎡

⎣ i

θ

i−1∑

j=0

(−1) j

(
i − 1

j

) ∞∫

0

xe− x( j+1)
θ dx

⎤

⎦
2

= θ2

⎡

⎢⎢⎢⎢⎣
2i

i−1∑

j=0

(−1) j

(
i − 1

j

)

( j + 1)3

⎤

⎥⎥⎥⎥⎦
−

⎛

⎜⎜⎜⎜⎝
i

i−1∑

j=0

(−1) j

(
i − 1

j

)

( j + 1)2

⎞

⎟⎟⎟⎟⎠

2

123



254 W. Abu-Dayyeh, E. Al Sawi

Then:

Var(
∧
θ∗

1 ) = 1

(m + c1)2

[
m∑

i=1

Var(Xii )+
m∑

i=1

i2Var(Y1i )

]

= θ2

(m + c1)2

⎡

⎢⎢⎢⎢⎢⎣

m∑

i=1

⎡

⎢⎢⎢⎢⎣
2i

i−1∑

j=0

(−1) j

(
i − 1

j

)

( j + 1)3

⎤

⎥⎥⎥⎥⎦
−

⎛

⎜⎜⎜⎜⎝
i

i−1∑

j=0

(−1) j

(
i − 1

j

)

( j + 1)2

⎞

⎟⎟⎟⎟⎠

2

+ m

⎤

⎥⎥⎥⎥⎥⎦

The variances of
∧
θ∗

1 and
∧
θ∗ given by (2.6) and (2.7) respectively and the efficiency

of
∧
θ∗

1 with respect to each of the estimators
∧
θ∗, θ̂SRS and θ̂MERSS where the efficiency

of
∧
θ∗ wrt an estimator

�

θ is given by E f f (
�

θ
∗
1,

�

θ) = var(
�
θ )

var(
�
θ

∗
1)

are reported in Table 1 for

m = 1, . . . , 10. Note that the efficiency between any two of these estimators does not
depend on θ and therefore it was calculated only for θ = 1. The last 2 columns of
Table 3 are taken from Al-Saleh and Al-Omari (2002).

From Table 1, we may conclude:

(a) The efficiency of
∧
θ∗

1 wrt θ̂SRS is more than 1 for m = 2, . . . , 10, which means

that,
∧
θ∗

1 is more efficient than θ̂SRS.

(b) The efficiency of
∧
θ∗

1 with respect to
∧
θ∗ is more than 1 for m = 2, . . . , 10, which

means that,
∧
θ∗

1 is more efficient than
∧
θ∗. This coincides with what Zheng and

Al-Saleh (2002) claims without proof that the larger the number of terms that you
replace with their expectations the less efficient the modified estimator becomes.

(c) The efficiency of
∧
θ∗

1 with respect to θ̂MERSS is less than 1, but not far from 1.

Thus
∧
θ∗

1 is a good competitor of θ̂MERSS.

Table 1 Summary of study for
∧
θ∗

1 for Exp (1)

M var(
�
θ

∗
1) var(

�
θ

∗
) E f f (

�
θ

∗
1,

�
θ

∗
) E f f (θ̂MERSS, θ̂SRS) E f f (

�
θ

∗
1, θ̂SRS) E f f (

�
θ

∗
1, θ̂MERSS)

1 0.5 0.5 1 1 1 1

2 0.209877 0.21875 1.042277 1.1971 1.21601 1.01518

3 0.122934 0.130752 1.063595 1.3381 1.33558 0.99808

4 0.083264 0.089389 1.073558 1.4989 1.48172 0.98864

5 0.061262 0.066001 1.077349 1.6743 1.63225 0.97489

6 0.047564 0.05126 1.077705 1.8380 1.77372 0.96498

7 0.038352 0.041271 1.076106 1.9628 1.87533 0.95547

8 0.031804 0.034138 1.073385 2.1171 1.98150 0.93599

9 0.026951 0.028838 1.070024 2.1737 2.01968 0.92878

10 0.023235 0.024776 1.066328 2.3114 2.13585 0.92408
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3 The LRT and modified LRT

We will consider testing:

H0 : θ = θ0 vs. H1 : θ > θ0 (3.1)

We can assume without loss of generality that θ0 = 1. Then the LRT for testing (3.1)
of size α based on SRS is given by:

φs(x1, x2, . . . , xn) =
{

1, 2
∑n

i=1 xi > χ2
2n,α

0, otherwise
(3.2)

where X1, X2, . . . , Xn .is a SRS from an exponential distribution with mean θ . Note
that the LRT and the UMPT for testing (3.1) based on SRS are the same. Note, that
the power function of φs is given by:

Kϕ(θ) = Pθ

[
2m∑

i=1

Xi ≥ χ2
α,4m

2

]

= Pθ

[
2

∑2m
i=1 Xi

θ
≥ χ2

α,4m

θ

]
= 1 − G

(
χ2

α,4m

θ

)
(3.3)

where G is the df of χ2
4m distribution.

The LRT for testing (3.1) based on MERSS is given by:

φLRT(x1, x2, . . . , xm, y1, y2, . . . , ym) =
{

1, λLRT > k
0, otherwise

where λLRT =
f

(
x1,x2,...,xm ,y1,y2,...,ym ,

�
θ 2

)

f (x1,x2,...,xm ,y1,y2,...,ym ,1)
, where

�

θ2 is the MLE of θ where θ belongs
to 	 = [1,∞) and k is determined so that the size of the test is α. It is easy show that
�

θ2 = max(1, θ̂merss) where θ̂merss is the MLE of θ under MERSS.

Next, we will consider a modification of the LRT based on
∧
θ∗

1 and will be denoted
by φ1

LRT . The statistic of φ1
LRT is obtained from the statistic of φLRT(λ) by replacing

�

θ2 by
∧

θ∗
11 where

∧
θ∗

11 = max(
∧
θ∗

1 , 1) and
∧

θ∗
11 is given in (2.3), i.e., φ1

LRT is given by:

φ1
LRT(x1, x2, . . . , xm, y1, y2, . . . , ym) =

{
1, λ∗

1 > d1
0, otherwise

where λ∗
1 =

⎧
⎪⎨

⎪⎩

f

(
x1,x2,...,xm ,y1,y2,...,ym ,

∧
θ∗

11

)

f (x1,x2,...,xm ,y1,y2,...,ym ,1)
,

∧
θ∗

11 > 1

1,
∧

θ∗
11 ≤ 1
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and d1 is determined so that the test has size α. Then φ1
LRT can be written as:

φ1
LRT(x1, x2, . . . , xm, y1, y2, . . . , ym)

=

⎧
⎪⎪⎨

⎪⎪⎩
1, e

∑m
i=1 (xi :i +iy1:i )

(
∑m

i=1 (xi :i +iy1:i ))2m

m∏
i=1

⎡

⎣ 1−e
− (2m+c1)xi :i∑m

i=1 (xi :i +iy1:i )
1−e−xi :i

⎤

⎦
i−1

> k1 and
∧

θ∗
11 > 1

0, otherwise

and k1 is determined so that the test has size α.
The critical points of the tests φ1

LRT and φLRT are given in Table 1. Also, numerical
comparisons between the power functions of φ1

LRT, φLRT and φMU will be done in
Sect. 6 using Mathematica 4 using 10,000 iterations.

4 Modified uniformly most powerful tests (MUMPT)

First, consider testing:

H0 : θ = 1 vs. H′
1 : θ = θ1, θ1 > 1

By the Neyman–Pearson Lemma, the UMPT for testing H0 vs. H1 is given by:

φ(x1, x2, . . . , xm, y1, y2, . . . , ym) =
{

1, λ2 > k2
0, otherwise

(4.1)

where

λ2 = f (x1, x2, . . . , xm, y1, y2, . . . , ym, θ1)

f (x1, x2, . . . , xm, y1, y2, . . . , ym, 1)

= e
∑m

i=1 (xi :i +iy1:i )(1− 1
θ1

)

θ2m
1

m∏

i=1

⎡

⎣1 − e
− xi :i

θ1

1 − e−xi :i

⎤

⎦
i−1

(4.2)

and k2 is found so that the size of the test is α. It is clear that the equation λ2 > k2
can not be simplified further to get a statistic in closed form and φ depends on θ1

because of the term
∏m

i=1

[
1−e

− xi :i
θ1

1−e−xi :i

]i−1

. Thus, the UMPT for testing (3.1) does not

exist. Therefore, we will replace
∏m

i=1

[
1−e

− xi :i
θ1

1−e−xi :i

]i−1

in (2.4) by its expectation to get

a test in closed form. The new test will not depend on θ1 and therefore, we will use it
to test H0 versus H1 in (3.1). We will call the new test a modified UMPT and will be
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denoted by φMU . Then the new test can be simplified to:

φMU (x1, x2, . . . , xm, y1, y2, . . . , ym) =
⎧
⎨

⎩
1,

�

θ
∗
1 > d2 and

∧
θ∗

11 > 1

0, otherwise

where d2 is found so that the size of the test is α and θ∗
1 is the MMLE of θ , which is

given in (2.3).

5 Comparisons and conclusions

We will compare the power of the tests φS, φLRTφ1
LRT and φMU via their power func-

tions. We simulate the power functions of the tests for θ = 1.25, 1.50, 1.75, 2, 2.25,

2.5, 2.75, 3.0, 3.25, 3.50 and for m = 3, 4, 5, . . . , 10 and α = 0.05. The critical
points of the tests φ1

LRT, φLRT and φMU respectively are reported in Table 2. We will
give only the power function of the φLRT and the efficiency of each of the other tests
with respect to φLRT, where the efficiency of a test φ∗ with respect to φLRT is defined

by eθ (φ
∗, φLRT) = Kφ∗ (θ)

KφLRT (θ)
. These efficiencies are summarized in Tables 3, 4, 5, 6.

The larger eθ (φ
∗, φLRT) the better the test φ∗.

6 Conclusions

Based on Tables 4, 5, 6, we may conclude the following:

(a) For fixed θ , the power of all the tests increases as m increases. The power has
been given only for φLRT.

(b) For fixed sample size, the power of all tests increases as θ increases. The power
has been given only for φLRT.

(c) φLRT and φ1
LRT are almost equivalent.

(d) φLRT and φ1
LRT are better than φS for all values of m and θ .

(e) φMU is better than φS in all cases except when θ = 1.25 and m is small.
(f) The efficiency of φS and φMU with respect to φLRT decreases as m increases for

small values of θ .

Table 2 The critical points of
φLRT, φ1

LRT and φMU
m φLRT φ1

LRT φMU

3 1.1370 1.1837 12.0307

4 1.1512 1.2044 15.7852

5 1.1240 1.1945 19.7216

6 1.1434 1.2128 23.7172
7 1.1359 1.2053 27.7508

8 1.1599 1.2371 32.0811

9 1.1724 1.2439 36.3651

10 1.1603 1.2288 40.6678
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Table 3 Power function of φLRT

m 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00 3.25 3.50

3 0.1781 0.3618 0.5321 0.6704 0.7752 0.8436 0.9004 0.9342 0.9565 0.9700

4 0.2141 0.4493 0.6560 0.8022 0.8913 0.9388 0.9677 0.9823 0.9911 0.9950

5 0.2564 0.5459 0.7684 0.8945 0.9570 0.9806 0.9926 0.9971 0.9986 0.9994

6 0.3034 0.6323 0.8529 0.9484 0.9847 0.9945 0.9985 0.9996 0.9997 0.9999

7 0.3440 0.7113 0.9108 0.9771 0.9956 0.9986 0.9998 0.9999 1.0000 1.0000

8 0.3799 0.7694 0.9445 0.9902 0.9989 0.9995 1.0000 1.0000 1.0000 1.0000

9 0.4264 0.8288 0.9702 0.9960 0.9996 0.9999 1.0000 1.0000 1.0000 1.0000

10 0.4704 0.8767 0.9846 0.9987 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000

Table 4 eθ (φ1
LRT

, φLRT)

m 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00 3.25 3.50

3 1.0037 1.0013 0.9997 1.0017 1.0005 1.0002 1.0001 0.9991 0.9993 0.9996

4 0.9916 0.9960 0.9964 0.9984 0.9999 1.0002 0.9997 0.9995 0.9998 0.9999

5 1.0010 0.9982 0.9982 1.0004 0.9992 0.9996 1.0001 0.9999 1.0000 1.0000

6 1.0047 1.0021 1.0003 1.0006 0.9998 1.0000 1.0000 1.0000 1.0000 1.0000

7 0.9976 0.9995 0.9995 1.0002 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000

8 1.0028 0.9997 1.0003 1.0000 1.0001 1.0000 1.0000 1.0000 1.0000 1.0000

9 0.9966 0.9974 0.9995 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

10 1.0050 0.9991 1.0000 1.0000 1.0001 1.0000 1.0000 1.0000 1.0000 1.0000

Table 5 eθ (φS , φLRT)

m 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00 3.25 3.50

3 0.8984 0.8292 0.8269 0.8502 0.8643 0.8890 0.8996 0.9206 0.9305 0.9485

4 0.8407 0.7790 0.7927 0.8227 0.8639 0.8948 0.9197 0.9366 0.9585 0.9648

5 0.7800 0.7327 0.7678 0.8161 0.8673 0.9178 0.9369 0.9628 0.9714 0.9806

6 0.7251 0.7117 0.7621 0.8330 0.8937 0.9351 0.9614 0.9804 0.9903 0.9901

7 0.6686 0.6889 0.7686 0.8597 0.9241 0.9613 0.9802 0.9901 0.9900 1.0000

8 0.6581 0.6888 0.7941 0.8887 0.9410 0.9705 0.9900 0.9900 1.0000 1.0000

9 0.6332 0.6757 0.8040 0.9036 0.9604 0.9801 0.9900 1.0000 1.0000 1.0000

10 0.5952 0.6844 0.8328 0.9312 0.9701 0.9900 1.0000 1.0000 1.0000 1.0000

Finally, the modified tests based on the MERSS studied in this chapter are nearly
as efficient as the exact LRT based on the MERSS and the UMPT based on SRS
(Tables 4, 5, 6). Therefore, we recommend the use of the MERSS than the SRS and
the modified tests of the exact tests.
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Table 6 eθ (φMU , φLRT)

m 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00 3.25 3.50

3 0.8168 1.0028 1.0033 1.0086 0.9976 1.0045 0.9957 0.9933 0.9944 0.9968

4 0.8080 1.0269 0.9988 1.0002 0.9964 0.9993 0.9978 0.9987 0.9977 0.9989

5 0.7678 0.9985 0.9851 0.9917 0.9930 0.9984 0.9981 0.9991 0.9996 1.0000

6 0.7521 0.9811 0.9769 0.9920 0.9954 0.9992 0.9992 0.9996 1.0001 1.0000

7 0.7643 0.9707 0.9763 0.9932 0.9969 1.0002 0.9998 1.0000 1.0000 1.0000

8 0.7433 0.9766 0.9862 0.9968 0.9987 1.0001 1.0000 1.0000 1.0000 1.0000

9 0.7312 0.9731 0.9892 0.9986 0.9998 1.0000 1.0000 1.0000 1.0000 1.0000

10 0.7309 0.9736 0.9916 0.9990 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000

Acknowledgments The authors wish to thank the two referees for their useful comments and fruitful
suggestions that improved the quality of the paper. Special thanks to the editor for her very careful reading
of the paper.

References

Al-Odat MT, Al-Saleh MF (2000) A variation of ranked set sampling. J Appl Stat Sci 10:137–146
Al-Saleh MF, Al-Hadrami S (2003a) Parametric estimation for the location parameter for symmetric dis-

tributions using moving extremes ranked set sampling with application to trees data. Environmetrics
14(3):651–664

Al-Saleh MF, Al-Hadrami S (2003b) Estimation of the mean of the exponential distribution using moving
extremes ranked set sampling. Stat Papers 44:367–382

Al-Saleh MF, Al-Omari A (2002) Multi-stage RSS. J Stat Planning Inference 102:273–286
Al-Saleh MF, Al-Sharfat K (2001) Estimation of average milk yield using ranked set sampling. Environ-

metrics 12:395–399
Al-Saleh MF, Zheng G (2002) Estimation of bivariate characteristics using ranked set sampling. Aust NZ

J Stat 44:221–232
Barabesi L, El-Sharaawi A (2001) The efficiency of ranked set sampling for parameter estimation. Stat

Prob Lett 53:189–199
Dell TR, Clutter JL (1972) Ranked set sampling theory with order statistics background. Biometrics 28:

545–555
Lam K, Sinha BK, Wu Z (1994) Estimation of parameters in two-parameter exponential distribution using

ranked set sampling. Ann Inst Stat Math 46(4):723–736
Lehmann EL (1983) Theory of point estimation. Willey, New York
Maharota KG, Nanda P (1974) Unbiased estimator of parameter by order statistics in the case of censored

samples. Biometrika 61:601–606
McIntyre GA (1952) A method for unbiased selective sampling using ranked sets. Aust J Agricul Res

3:385–390
Mode N, Conquest L, Marker D (1999) Ranked set sampling for ecological research: accounting for the

total cost of sampling. Environmetrics 10:179–194
Samawi H, Ahmed M, Abu-Dayyeh W (1996) Estimating the population mean using extreme ranked set

sampling. Biometrics 30:577–586
Stokes SL (1977) Ranked set sampling with concomitant variables. Commun Stat Theory Methods

A6:1207–1211
Stokes SL, Sager T (1988) Characterization of ranked set sample with application to estimating distribution

functions. J Am Stat Assoc 83:374–381
Takahasi K, Wakimoto K (1968) On unbiased estimates of the population mean based on the sample stratified

by means of ordering. Ann Inst Stat Math 20:1–31
Zheng G, Al-Saleh MF (2002) Modified maximum likelihood estimators based on RSS. Ann Inst Stat Math

54:641–658

123


	Modified inference about the mean of the exponential distribution using moving extreme ranked set sampling
	Abstract
	1 Introduction
	2 Modified MLE
	3 The LRT and modified LRT
	4 Modified uniformly most powerful tests (MUMPT)
	5 Comparisons and conclusions
	6 Conclusions
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


