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Abstract In this paper, a likelihood based analysis is developed and applied
to obtain confidence intervals and p values for the stress-strength reliability
R = P(X < Y) with right truncated exponentially distributed data. The pro-
posed method is based on theory given in Fraser et al. (Biometrika 86:249-264,
1999) which involves implicit but appropriate conditioning and marginalization.
Monte Carlo simulations are used to illustrate the accuracy of the proposed
method.

Keywords Ancillary - Canonical parameter - Conditioning - Modified signed
log-likelihood ratio statistic - Strength-stress model

1 Introduction

The problem of making inference about the stress-strength reliability R =
P(X < Y) is of particular interest in engineering statistics and in biostatistics.
For example, in a reliability study, let X be the strength of a system and Y be
the stress applied to the system. Then R measures the chance that the system
fails. Alternatively, in a clinical study, let X be the response of a control group
and Y be the response of a treatment group. Then R measures the effectiveness
of the treatment.

Inference about R under various assumptions on X and Y has been exam-
ined frequently in the statistical literature. For example, Helperin et al. (1987)
and Hamdy (1995) discussed this problem in a nonparametric setting. Many
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638 L. Jiang, A. C. M. Wong

others have also studied this problem in a parametric setting as well. Enis and
Geisser (1971), Tong (1974, 1975) and Awad et al. (1981) assumed that X and Y
have independent exponential distributions, Downton (1973) and Woodward
and Kelly (1977) assumed X and Y have independent normal distributions,
and Al-Hussanini et al. (1997) assumed them to have independent log normal
distributions.

In this paper, a likelihood based inference procedure for R is proposed.
This procedure is applicable to both complete data or right truncated data.
Moreover, this procedure is shown to be easy to apply but still gives extremely
accurate results. The methodology can be applied to any parametric distribu-
tions. However, for the simplicity of discussion in this paper, we restrict our
attention to the case that X and Y are independently exponentially distributed.

In Sect. 2, the proposed likelihood based method is developed. This method
is based on results in Fraser et al. (1999). In Sect. 3, we demonstrate how the
proposed method can be applied to obtain inference about R when X and Y are
independently exponentially distributed with right truncated data. Results of
simulation studies are recorded in Sect. 4 that indicate the simplicity and accu-
racy of the proposed method. Some concluding remarks are given in Sect. 5.

2 Main results

Lety = (y1,...,yn) be asample from a distribution with log-likelihood function
£(0) = £(0;y), where 0 is a vector parameter. Also let ¥ (6) be a scalar parame-
ter of interest. Let § be the overall maximum likelihood estimator of 6, which
is obtained by solving % = 0. Moreover let éw be the constrained maximum
likelihood estimator of 6 for a given v, which can be obtained by maximizing
£(0) subject to the constraint ¥ () = . By applying the Lagrange multiplier
technique, let

H@©,%) = £0) + ALy (©) — ¥,
then é¢ and X satisfied the first order conditions:

Hy By, %) =0
H; (6y,2) = 0.
We define the tilted log likelihood function as
€(0) =€) + Ay (0) — 1. (1)
Note that £(y) = €£(6y).
Two widely used methods for inference concerning  are based on the Wald
statistic and the signed log-likelihood ratio statistic. It is well known that 6 is

asymptotically distributed as a normal distribution with mean 6 and that its
asymptotic variance can be estimated by the inverse of either the expected
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Fisher information matrix or the observed information matrix evaluated at 6.
Hence a 100(1 — y)% confidence interval for v/ (0) based on the Wald statistic is

(1/3 — zyp/VAr(Y), ¥+ zy/zx/vér(v?)) )

where z, /5 is the 100(1 — y /2) percentile of N(0, 1), 1} = 1/;(5), and Vﬁr(lﬂ) is the
estimated asymptotic variance of ¥, which can be derived from the asymptotic

var(yr)
the probability left of the data relative to a given v, where ®(-) is the stan-
dard normal distribution function. In this article, p(y) is referred to as the left
tail probability. Alternatively, with the regularity conditions stated in Cox and
Hinkley (1974), the signed log-likelihood ratio statistic

variance of §. Moreover, p(/) = ® ( Vv ) can be viewed as approximating

A ~ ~ 1/2
r=rp) =sen) — ) {2060 - €)1
~ ~ ~ A 1/2
= sen(f — ¥) {2166) - 26y} (3)

is asymptotically distributed as a standard normal distribution. Therefore a
100(1 — y)% confidence interval for v (6) based on the signed log-likelihood
ratio statistic is

Y Ir()l = zy 2} (4)

In this case, the left tail probability can be approximated as p(y¥) = ®(r).
Note that both of these methods have order of accuracy O(n~12), and they
are known to be quite inaccurate when the sample size is small and also when
the underlying distribution is far from the normal distribution. In practice, the
Wald statistic based interval is often preferred because of the simplicity in cal-
culations. Doganaksoy and Schmee (1993), however, illustrated that the signed
log-likelihood ratio statistic has better coverage property than the Wald statistic
in cases that they examined.

In recent years, various adjustments to r(y) have been proposed to improve
the accuracy of the signed log-likelihood ratio method. Reid (1996) and Severeni
(2000) give detail overview of this development.

In this paper, we consider the modified signed log-likelihood ratio statistic,
also known as the r* formula, which was introduced by Barndorff-Nielsen (1986,
1991) and has the form

r(y) r()

where Q() is a statistic based on £(9). It is shown in Barndorff-Nielsen (1986,
1991) that r*(y) is approximately distributed as a standard normal distribution

1
=) =r(¢)+—log[%], 5)
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with order of accuracy O(n—3/%). Hence, a 100(1 — y)% confidence interval for
¥ (0) based on r*(y) is

W W) < zy ), (6)

and p(¢) = ®(r*). The statistic Q(v) is a standardized maximum likelihood
departure in an appropriate parameter scaling. In general, Q(v) is difficult to
obtain especially when the nuisance parameters are not explicitly available. The
rest of this section is used to derive a general formula for the statistic Q(v/).

To derive the general formula for Q(v), we need to first reduce the dimension
of the variable to the dimension of the parameter. This dimension reduction
can be achieved by conditioning on an implicit ancillary statistic. Fraser and
Reid (1995) showed that only tangent directions, V, to this ancillary statistic
are necessary. In fact, V can be obtained by using a pivotal quantity k(y,6) and
differentiating the data y with respect to the parameter 6 while holding the
pivotal quantity fixed. In other words,

ol
y=2
a6

()

0

 [ok(y,0)] " [ 9k(y,0)
é_[ dy ] [ 96 ]

Fraser and Reid (1995) also showed that the resulting model can then be
approximated by a tangent exponential model with the locally defined canonical
parameter

L
o) =3y, ®)
Y

This locally defined canonical parameter gives the relevant parameterization for
likelihood inference. Given this new parameterization, and without explicitly
specifying the nuisance parameter, Fraser et al. (1999) developed a marginali-
zation procedure that gives the recalibrated parameter of interest:

x©) = v 6y By)p(6) )

where x (0) = ¥ (0) in the ¢(0) scale and gy (0) = dp(0)/00. Furthermore, the
determinant of the observed information matrix obtained from ¢(0) evaluated
at § and the the determinant of the observed information matrix obtained from
£(0) evaluated at GAI/, in the ¢(#) scale are:

liwer )] = liger ()00 (0)] 7> (10)
liwery @) = ljoer (Oy) 09 By )| 2 (11)

respectively, where jgo () = 9%£(9)/3000'|; and jog (0y) = 322(9)/3939@%.

Hence an estimate of the asymptotic variance of x (6) is
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Yo Oy )y Gu) W @) ligery O]

var(x (9)) = — (12)
ljoory (0)]
Thus Q(v) expressed in the relevant parameter space ¢(0) is
. 6) — x (@6
0() = sgn(y -y L P20 (13)

V/var(x (9))

The proposed method can then be summarized into the following algorithm:

Observed: y = (y1,---,¥Vn)
Assumed: £(0) is known
Aim: Obtain 100(1 — y)% confidence interval for a scalar parameter of
interest ¥ (0) and p(y)
Step 1:  From £(9), calculate 6 and Joo )
Step2: Using Lagrange multiplier technique, calculate éI/, and A for a given
¥ (0) = ¢ value
Step 3:  Define £(9) as in Eq. (1) and calculate ;gy(éw) and }591, (é¢)
Step4:  r(y) can be calculated from Eq. (3)
Step5:  Q(y) can be calculated from Eq. (13) using Egs. (7) to (12)

Step 6:  The modified signed log-likelihood ratio statisticis r* () = r(y¥) +
L og QW)

) 08 ) . .

Step7:  100(1 — y)% confidence interval for v (8) is {y : [r*(Y)| < z, 2}

and p(y) = ®(r*)

Note that the most difficult step of the proposed method, both conceptu-
ally and computationally, is Step 5, which is to obtain Q(y). However, if the
exact canonical parameter, ¢(0), is available explicitly, then Step 5 is straight-
forward to obtain. Wong and Wu (2000) showed that for Type II censored data
from the smallest extreme value distribution, the explicit pivotal quantity exists
and hence ¢(0) can be obtained. They showed that the method proposed by
Fraser et al. (1999) is applicable and gives better coverage than the two O(n~1/?)
methods in the cases that they examined.

3 Inference for P(X < Y) in the exponential case with right truncated
exponentially distributed data

Let (x1,...,Xu4n,) be an ordered random sample from an exponential distri-
bution with mean «. Assume that the experiment is terminated immediately
after x, is observed; that is ng observations are right truncated. Similarly, let
(1, - -»Ym+m,) be an ordered random sample from an exponential distribution
with mean 8. Again assume that the experiment is terminated immediately
after y,, is observed; that is mo observations are right truncated. Furthermore,

@ Springer
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assume the two distributions are independently distributed, and n and m are
predetermined fixed values. The parameter of interest can then be written as

o

a+p

y=R=PX <Y)=

Then the log-likelihood function can be written as

£0) = l(a,B) = —nloga — mlog B — é — %

where r = > | x; + nox, and s = Z]-’L yj -+ moym. Hence

and

It can be shown that 2n&/« and 2mp/p are independently distributed as
Chi-square distribution with degrees of freedom 2n and 2m, respectively. There-
fore, by change of variable, we have the following exact 100(1 — y)% confidence
interval for ¥ (0):

1 1
ns 1 ° ns 1
1+ thy/z 1+ thl—y/Z

where F), is the yth percentile of an F(2,, 2, distribution. Moreover, the exact
left tail probability at the data point can be expressed as

p0) = P (Fanan < 2.

Alternatively we have that y = ¥ (9) = &@/(& + B), and by applying the Delta’s
method we obtain
var(y) = Yo (0)var(@) + y5(0)var(B)
= [ —P)PA/n+1/m).
Thus confidence interval or left tail probability can be obtained based on the
Wald statistic.

For the likelihood based method, we apply the Lagrange multiplier technique
and obtained

@ Springer



A note on inference for P(X < Y) 643

s, (1 sy L [a=w» (T
91#—(“1//’:31//)_(n+m(t+1—1ﬂ)’”+m[ v —H)}

x= M(—AﬂJr fz).
Qy ﬂw ,31/,

The tilted log-likelihood function can then be written as

€0) = Lo, B) = —nloga — mlog B — é - ”(aiﬂ _w)

B
and
PRSI - T 1
Goor (By) = &, &, (@psi+py)’ (Gpsi+By)?
ooy ibuhy  moy 5 %
(@psi+By)? B, B (@psi+By)

The signed log-likelihood ratio statistic can then be obtained from Eq. (3) and
hence the confidence interval and left tail probability are available from the
signed log-likelihood ratio statistic.

For the proposed method, in the exponential case, we do not need to calculate
V because the exact canonical parameter is available and itis ¢ (0) = (1/«,1/8)".
Thus Q(¥) and r*(1/) can be obtained from Egs. (13) and (5). Finally confidence
interval and left tail probability can be obtained based on r* ().

4 Simulation study

To illustrate the accuracy of the proposed method, simulation studies were con-
ducted. We used 10,000 simulated samples for each combination of ¥, n,m and
Cp where

¥: The actual value and is taken to be 0.5,0.7, and 0.95
n: The size of the x sample and is taken to be 5 and 10
m: The size of the y sample and is taken to be 5 and 10

Cp: The proportion of x and y sample being truncated is taken to be 0, 0.2,
0.4, 0.6, and 0.8

For each simulated sample, we calculate the 95% confidence intervals for
¥ (0) obtained by the Wald statistic based method, the signed log-likelihood sta-
tistic based method, the modified signed log-likelihood statistic based method,
and the exact method. For each simulated setting, we report the proportion of
intervals that contains the true ¥ (central coverage), the proportion of ¥ that
falls outside the lower bound of the confidence interval (lower error), and the
proportion of i falls outside the upper bound of the confidence interval (upper
error) in Tables 1, 2, 3,4,5,6,7, 8,9, 10, 11 and 12. The theoretical values for
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Tablel ¢ =05,n=5m=>5

Cp Method Central coverage Lower error Upper error
0 Wald 0.8805 0.0598 0.0597
r 0.9445 0.0285 0.0270
r 0.9498 0.0259 0.0243
Exact 0.9497 0.0259 0.0244
0.2 Wald 0.8662 0.0676 0.0662
r 0.9399 0.0302 0.0299
r* 0.9473 0.0265 0.0262
Exact 0.9472 0.0265 0.0263
0.4 Wald 0.8476 0.0774 0.0750
r 0.9413 0.0290 0.0297
r* 0.9528 0.0231 0.0241
Exact 0.9528 0.0231 0.0241
0.6 Wald 0.8020 0.0962 0.1018
r 0.9368 0.0296 0.0336
r 0.9513 0.0232 0.0255
Exact 0.9508 0.0234 0.0258
0.8 Wald 0.6953 0.1507 0.1540
r 0.9218 0.0406 0.0376
r* 0.9544 0.0244 0.0212
Exact 0.9518 0.0257 0.0225

Table2 ¢ =05,n=5m=10

Cp Method Central coverage Lower error Upper error
0 Wald 0.9017 0.0628 0.0355
r 0.9443 0.0300 0.0257
r* 0.9484 0.0245 0.0271
Exact 0.9484 0.0245 0.0271
0.2 Wald 0.8821 0.0778 0.0401
r 0.9418 0.0353 0.0229
r 0.9478 0.0271 0.0251
Exact 0.9478 0.0271 0.0251
0.4 Wald 0.8655 0.0897 0.0448
r 0.9414 0.0349 0.0237
r 0.9500 0.0250 0.0250
Exact 0.9496 0.0251 0.0253
0.6 Wald 0.8316 0.1153 0.0531
r 0.9407 0.0377 0.0216
r* 0.9540 0.0237 0.0223
Exact 0.8536 0.0237 0.0227
0.8 Wald 0.7435 0.1748 0.0817
r 0.9249 0.0459 0.0292
rt 0.9485 0.0234 0.0281
Exact 0.9473 0.0243 0.0284
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Table3 ¢ =05,n=10,m=>5

Cp Method Central coverage Lower error Upper error
0 Wald 0.9031 0.0316 0.0653
r 0.9743 0.0212 0.0315
rt 0.9511 0.0220 0.0269
Exact 0.9510 0.0221 0.0269
0.2 Wald 0.8892 0.0364 0.0744
r 0.9441 0.0220 0.0339
r* 0.9497 0.0232 0.0271
Exact 0.9496 0.0233 0.0271
0.4 Wald 0.8691 0.0460 0.0849
r 0.9456 0.0228 0.0316
r* 0.9514 0.0239 0.0247
Exact 0.9512 0.0241 0.0247
0.6 Wald 0.8413 0.0541 0.1046
r 0.9392 0.0239 0.0369
r 0.9493 0.0244 0.0263
Exact 0.9489 0.0247 0.0264
0.8 Wald 0.7411 0.0835 0.1754
r 0.9262 0.0276 0.0462
r* 0.9466 0.0270 0.0264
Exact 0.9453 0.0272 0.0275

Table4 ¢ =0.5,n=10,m =10

Cp Method Central coverage Lower error Upper error
0 Wald 0.9151 0.0422 0.0427
r 0.9463 0.0275 0.0262
r* 0.9498 0.0259 0.0243
Exact 0.9497 0.0259 0.0243
0.2 Wald 0.9057 0.0484 0.0459
r 0.9472 0.0275 0.0253
r 0.9500 0.0260 0.0240
Exact 0.9500 0.0260 0.0240
0.4 Wald 0.8971 0.0527 0.0502
r 0.9456 0.0281 0.0263
r 0.9500 0.0262 0.0238
Exact 0.9500 0.0262 0.0238
0.6 Wald 0.8723 0.0643 0.0643
r 0.9469 0.0267 0.0264
r 0.9542 0.0227 0.0231
Exact 0.9539 0.0228 0.0233
0.8 Wald 0.8061 0.0979 0.0960
r 0.9394 0.0303 0.0303
r 0.9536 0.0232 0.0232
Exact 0.9529 0.0237 0.0234

@ Springer



646 L. Jiang, A. C. M. Wong

TableS ¢ =07,n=5m=>5

Cp Method Central coverage Lower error Upper error
0 Wald 0.8916 0.0303 0.0781
r 0.9482 0.0271 0.0247
r 0.9551 0.0237 0.0212
Exact 0.9550 0.0238 0.0212
0.2 Wald 0.8756 0.0373 0.0871
r 0.9439 0.0315 0.0246
r* 0.9496 0.0272 0.0232
Exact 0.9496 0.0272 0.0232
0.4 Wald 0.8525 0.0459 0.1016
r 0.9398 0.0298 0.0304
r* 0.9489 0.0258 0.0253
Exact 0.9485 0.0261 0.0254
0.6 Wald 0.8183 0.0590 0.1227
r 0.9378 0.0304 0.0318
r 0.9516 0.0228 0.0256
Exact 0.9511 0.0231 0.0258
0.8 Wald 0.7146 0.1095 0.1759
r 0.9242 0.0386 0.0372
r* 0.9506 0.0243 0.0251
Exact 0.9485 0.0252 0.0263

Table6 ¢ =0.7,n=5m=10

Cp Method Central coverage Lower error Upper error
0 Wald 0.9108 0.0355 0.0537
r 0.9494 0.0292 0.0214
r* 0.9536 0.0238 0.0226
Exact 0.9536 0.0238 0.0226
0.2 Wald 0.8969 0.0446 0.0585
r 0.9447 0.0322 0.0231
r 0.9501 0.0252 0.0247
Exact 0.9501 0.0252 0.0247
0.4 Wald 0.8767 0.0567 0.0666
r 0.9412 0.0365 0.0223
r 0.9493 0.0270 0.0237
Exact 0.9492 0.0270 0.0238
0.6 Wald 0.8459 0.0747 0.07948
r 0.9373 0.0381 0.0246
r 0.9486 0.0263 0.0251
Exact 0.9484 0.0264 0.0252
0.8 Wald 0.7577 0.1308 0.1115
r 0.9312 0.0437 0.0251
r 0.9535 0.0228 0.0237
Exact 0.9524 0.0235 0.0241
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Table7 ¢ =0.7,n=10,m =5

Cp Method Central coverage Lower error Upper error
0 Wald 0.8958 0.0162 0.0880
r 0.9471 0.0237 0.0292
rt 0.9492 0.0258 0.0250
Exact 0.9491 0.0259 0.0250
0.2 Wald 0.8843 0.0185 0.0972
r 0.9461 0.0230 0.0309
r* 0.9508 0.0252 0.0240
Exact 0.9506 0.0254 0.0240
0.4 Wald 0.8649 0.0210 0.1141
r 0.9437 0.0228 0.0335
r* 0.9513 0.0245 0.0242
Exact 0.9511 0.0247 0.0242
0.6 Wald 0.8296 0.0279 0.1425
r 0.9409 0.0240 0.0361
r 0.9516 0.0238 0.0246
Exact 0.9515 0.0239 0.0246
0.8 Wald 0.7375 0.0507 0.2118
r 0.9265 0.0275 0.0460
r* 0.9492 0.0255 0.0253
Exact 0.9473 0.0264 0.0263

Table8 ¢ =0.7,n =10,m = 10

Cp Method Central coverage Lower error Upper error
0 Wald 0.9175 0.0227 0.0598
r 0.9490 0.0262 0.0248
r* 0.9513 0.0252 0.0235
Exact 0.9513 0.0252 0.0235
0.2 Wald 0.9114 0.0253 0.0633
r 0.9473 0.0275 0.0252
r 0.9509 0.0256 0.0235
Exact 0.9509 0.0256 0.0235
0.4 Wald 0.8952 0.0300 0.0748
r 0.9426 0.0294 0.0280
r 0.9478 0.0271 0.0251
Exact 0.9478 0.0271 0.0251
0.6 Wald 0.8678 0.0396 0.0826
r 0.9391 0.0317 0.0292
r 0.9484 0.0276 0.0240
Exact 0.9484 0.0276 0.0240
0.8 Wald 0.8077 0.0642 0.1281
r 0.9348 0.0337 0.0315
r 0.9495 0.0253 0.0252
Exact 0.9490 0.0256 0.0254
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Table9 ¢ =095,n=5m=>5

Cp Method Central coverage Lower error Upper error
0 Wald 0.8950 0.0010 0.1040
r 0.9410 0.0280 0.0310
rt 0.9481 0.0246 0.0273
Exact 0.9479 0.0247 0.0274
0.2 Wald 0.8839 0.0016 0.1145
r 0.9403 0.0298 0.0299
r* 0.9470 0.0265 0.0265
Exact 0.9467 0.0266 0.0267
0.4 Wald 0.8641 0.0024 0.1335
r 0.9406 0.0307 0.0287
r* 0.9507 0.0245 0.0248
Exact 0.9503 0.0248 0.0249
0.6 Wald 0.8380 0.0058 0.1562
r 0.9371 0.0318 0.0311
r 0.9528 0.0244 0.0228
Exact 0.9524 0.0245 0.0231
0.8 Wald 0.7666 0.0260 0.2074
r 0.9262 0.0392 0.0346
r* 0.9550 0.0236 0.0214
Exact 0.9524 0.0252 0.0224

Table 10 v =095,n=5,m =10

Cp Method Central coverage Lower error Upper error
0 Wald 0.9224 0.0011 0.0765
r 0.9440 0.0317 0.0243
r* 0.9486 0.0254 0.0260
Exact 0.9486 0.0254 0.0260
0.2 Wald 0.9172 0.0015 0.0813
r 0.9439 0.0313 0.0248
r 0.9493 0.0244 0.0263
Exact 0.9493 0.0244 0.0263
0.4 Wald 0.9066 0.0028 0.0906
r 0.9470 0.0308 0.0222
r 0.9556 0.0212 0.0232
Exact 0.9556 0.0212 0.0232
0.6 Wald 0.8894 0.0075 0.1031
r 0.9421 0.0352 0.0227
r 0.9536 0.0228 0.0236
Exact 0.9533 0.0229 0.0238
0.8 Wald 0.8334 0.0310 0.1356
r 0.9304 0.0434 0.0262
r 0.9528 0.0226 0.0246
Exact 0.9510 0.0235 0.0255
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Table 11  =095,n=10,m =5

Cp Method Central coverage Lower error Upper error
0 Wald 0.8876 0.0002 0.1122
r 0.9442 0.0231 0.0327
rt 0.9481 0.0248 0.0271
Exact 0.9480 0.0249 0.0271
0.2 Wald 0.8793 0.0003 0.1204
r 0.9435 0.0231 0.0334
r* 0.9507 0.0248 0.0245
Exact 0.9507 0.0248 0.0245
0.4 Wald 0.8586 0.0000 0.1414
r 0.9438 0.0229 0.0333
r* 0.9517 0.0237 0.0246
Exact 0.9515 0.0239 0.0246
0.6 Wald 0.8276 0.0010 0.1714
r 0.9380 0.0230 0.0390
r 0.9509 0.0236 0.0255
Exact 0.9506 0.0238 0.0256
0.8 Wald 0.7559 0.0040 0.2401
r 0.9288 0.0279 0.0433
r* 0.9522 0.0254 0.0224
Exact 0.9502 0.0265 0.0233

Table 12 ¢ =0.95,n =10,m =10

Cp Method Central coverage Lower error Upper error
0 Wald 0.9197 0.0010 0.0793
r 0.9482 0.0257 0.0261
r* 0.9509 0.0238 0.0253
Exact 0.9508 0.0238 0.0254
0.2 Wald 0.9136 0.0009 0.0855
r 0.9504 0.0229 0.0267
r 0.9535 0.0215 0.0250
Exact 0.9535 0.0215 0.0250
0.4 Wald 0.9041 0.0011 0.0948
r 0.9456 0.0286 0.0258
r 0.9506 0.0254 0.0240
Exact 0.9503 0.0255 0.0242
0.6 Wald 0.8802 0.0013 0.1185
r 0.9425 0.0282 0.0293
r* 0.9510 0.0237 0.0253
Exact 0.9510 0.0237 0.0253
0.8 Wald 0.8334 0.0068 0.1598
r 0.9362 0.0329 0.0309
rt 0.9503 0.0258 0.0239
Exact 0.9498 0.0262 0.0240

@ Springer



650 L. Jiang, A. C. M. Wong

the central coverage, and the lower and upper errors are 0.95,0.025, and 0.025
respectively. The standard errors for these three quantities are 0.0022,0.0016
and 0.0016, respectively.

From Tables 1,2, 3,4,5,6,7,8,9, 10, 11 and 12, it is evidence that the Wald
based method gives the worst central coverage and also it has highly asymmetric
errors. The signed log-likelihood based method provides better central cover-
age than obtained from the Wald based method, but it still yields asymmetric
errors. The proposed method gives almost identical results as those obtained
by the exact method.

5 Conclusion

A likelihood based third order method is proposed to obtain inference for the
stress-strength reliability 7 = P(X < Y) with right truncated exponentially
distributed data. Simulation results illustrated the supreme accuracy of the pro-
posed method in terms of both central coverage, and the symmetry of error
rate. It is important to note that although we assumed that X and Y are inde-
pendently exponentially distributed, the methodology developed in Sect. 2 can
be applied to any proposed distributions.
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