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Abstract
Frogs call in acoustically dense choruses to attract conspecific females. Their calls can potentially reveal their location to 
predators, many of which are mammals. However, frogs and mammals have very different acoustic receivers and mechanisms 
for determining sound source direction. We argue that frog calls may have been selected so that they are harder to locate with 
the direction-finding mechanisms of mammals. We focus on interaural time delay (ITD) estimation using delay-line coinci-
dence detection (place code), and a binaural excitatory/inhibitory (E/I) ITD mechanism found in mammals with small heads 
(population code). We identify four “strategies” which frogs may employ to exploit the weaknesses of either mechanism. The 
first two strategies used by the frog confound delay estimation to increase direction ambiguity using highly periodic calls 
or narrowband calls. The third strategy relies on using short pulses. The E/I mechanism is susceptible to noise with sounds 
being pulled to the medial plane when signal-to-noise ratio is low. Together, these three strategies compromise both ongoing 
and onset determination of location using either mechanism. Finally, frogs call in dense choruses using various means for 
controlling synchrony, maintaining chorus tenure, and abruptly switching off calling, all of which serve to confound location 
finding. Of these strategies, only chorusing adversely impacts the localization performance of frogs’ acoustic receivers. We 
illustrate these strategies with an analysis of calls from three different frog species.

Keywords  Anuran vocalization · Asymmetric pressure-difference receiver · Sound localization · Mammalian hearing · 
Interaural time difference

Introduction

Vocally communicating anurans (frogs and toads) congre-
gate in large gatherings around breeding ponds and vocalize 
in dense choruses to attract females (Gerhardt and Huber 
2002). In most frog species, males produce a stereotyped 
call, and females locate and select a calling male and move 
towards him using his voice alone, i.e., by phonotaxis (Feng 
et al. 1976). Given the large number of frogs calling at the 
same time, the ability to detect the direction from which 
males are calling (directional hearing) plays a critical role in 

anuran reproduction. The middle-ear cavities in anurans are 
strongly coupled acoustically via the mouth through interau-
ral passages (Feng 1980; Feng and Shofner 1981; Lewis 
and Narins 1999; Christensen-Dalsgaard 2005, 2011; Ho 
and Narins 2006; Narins 2016), in a manner that produces 
about a 10 dB reduction in the pressure gradient across the 
contralateral eardrum for acoustic sources off to one side 
(Palmer and Pinder 1984; Jorgensen 1991; Christensen-
Dalsgaard 2005, 2011). These receivers therefore act as 
asymmetric pressure-difference receivers. Each eardrum has 
a bandpass frequency response and roughly ovoidal direc-
tionality. The direction of a source is thus encoded mechani-
cally in the relative interaural level difference between the 
eardrums, regardless of the detailed structure of the acous-
tic waveform. Coupled ears are found across the vertebrate 
taxa and include birds, crocodiles, and lizards. Together 
with anurans they encode sound direction at the eardrum, 
although the relative contributions of eardrums and central 
mechanisms for birds are not fully resolved and may differ 
across taxa (Christensen-Dalsgaard 2005, 2011).
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Mammalian ears, on the other hand, constitute two inde-
pendent pressure receivers which are inherently non-direc-
tional. Thus, the mammalian auditory system must rely on 
central neural comparisons of the signals arriving at the two 
ears, i.e., binaural comparisons, to estimate sound direction. 
Mammalian receivers are exceptional in that they are not 
predominant among vertebrates, where coupled ears are the 
norm.

Male frogs call at high intensity and frequently so that 
they can be located by conspecific females. However, these 
same calls expose their presence and potentially their loca-
tion to their predators (see Ryan et al. 1981). These predators 
include snakes, larger frogs, night herons, small nocturnal 
mammals such as racoons, weasels, and opossums (a mar-
supial). Given that mammals exhibit a completely different 
type of acoustic receiver, it would be advantageous for frogs 
to evolve calls that are difficult for mammals to locate, while 
still being locatable by female frogs. This would defeat at 
least one class of predators. There are few studies on pre-
dation risk in chorusing anurans, with the majority being 
devoted to the túngara frog which is preyed on by the fringe-
lipped bat, larger frogs, and at least one terrestrial mammal, 
the four-eyed opossum (Tuttle and Ryan 1981; Ryan et al. 
1981). The risk of predation by the opossum (Philander 
opossum) was lower than the risk from frogs and bats (Ryan 
et al. 1981) although there is a brief report that suggests 
that the opossum may be locating the túngara frog by sound 
alone (Tuttle et al. 1981). Predation of the túngara frog by 
the fringe-lipped bat is taken up later.

In mammals, the cochlea serves as a frequency-selective 
filter bank that divides the signal at each ear into many over-
lapping frequency bands, which are then processed in central 
auditory pathways. Two largely separate binaural neural pro-
cessing pathways determine source direction, one based on 
interaural level differences (ILD) and the other on interaural 
time differences (ITD). With independent pressure receivers 
on either side of the head, interaural level differences arise 
from head shadowing, whereas interaural time differences 
arise from the finite speed of sound and the longer path 
length to the contralateral ear. Interaural level differences 
are negligible for wavelengths exceeding the diameter of 
the head and are thus significant only at higher frequencies, 
whereas the interaural time-delay mechanism dominates 
directional hearing for frequencies below this limit. The 
calls of the frogs we have studied fall below this frequency 
limit for the head sizes of small mammals (diameter of a few 
centimeters) which are likely to prey on frogs, and so this 
paper focuses on the ITD mechanisms.

In mammals there are two different mechanisms pro-
posed for localizing sounds based on ITD, the dual-delay 
line mechanism (Jeffress 1948) and the more recent binau-
ral excitation-inhibition mechanism (see Grothe et al. 2010, 
and reviews below). In the dual-delay line mechanism, the 

ITD system localizes the direction of sound arrival, largely 
independently and in parallel, in each frequency band. At 
the level of the brainstem, the ITD pathway uses a dual 
delay-line circuit in the medial superior olive (MSO) that 
effectually cross-correlates the binaural signals to determine 
the interaural time-delay with best waveform coincidence. 
There is evidence for a cross-correlation based coincidence 
mechanism in the cat (Yin et al. 1987; see Joris et al. 1998 
for a brief review) but no clear evidence for a spatial array of 
cells in the MSO forming a dual-delay line. A spatial array 
has been convincingly shown in the barn owl, which also 
use a coincidence mechanism (Carr and Konishi 1990), and 
chicks (Overholt et al. 1992; Young and Rubel 1983). The 
dual delay-line system is particularly powerful and effec-
tive for localizing low-frequency sounds, for which ILD’s 
are negligible. It nonetheless has drawbacks with respect 
to pressure-gradient receivers in some situations; namely, it 
produces ambiguous directional estimates for periodic high 
frequency sounds (discussed in detail further below). As the 
ambiguous, i.e., false directions, differ across frequency, the 
mammalian system can overcome this ambiguity for broad-
band sounds by integrating the dual-delay line coincidences 
across frequency; only the true peak appears consistently at 
the same angle across a broad range of frequencies (Stern 
et al. 1988). There is some physiological evidence for this 
mechanism at least in the barn owl, where space-coding neu-
rons in the external nucleus of the midbrain inferior collicu-
lus respond to broad-band sounds tuned to a certain location 
in space but are less responsive to other features of the sound 
(Singheiser et al. 2012; Takahashi and Keller 1994; Knud-
sen and Konishi 1978). A team in Albert Feng’s laboratory 
extended the insights gained from dual-delay line circuits in 
the barn owl to the stencil-filter concept, which integrates 
the entire two-dimensional frequency versus delay peak map 
(the “stencil”) against a 2D “stencil filter” that includes the 
shifted patterns of the false peaks as well. This extension 
often enhances the detection and localization of multiple 
simultaneous wide-band sources, such as in cocktail-party 
environments (Liu et al. 2000).

There is limited evidence for a dual delay line in mam-
mals (for reviews, see Ashida and Carr 2011; Grothe et al. 
2010; McAlpine and Grothe 2003) and especially in small 
mammals which generate small ITDs. Heffner and Heffner 
(1987) reported that the least weasel (Mustela nivalis), a 
carnivore with an interaural distance similar to that of a 
mouse, is the smallest carnivore, with a maximum ITD of 
76 µs. However, the localization threshold of the least weasel 
exceeds that of rodents (Heffner and Heffner, 1987), and 
is larger than that of mammals with large heads like the 
horse and cattle (Heffner et al. 2007; Koay et al., 1998). 
Thus, interaural distance by itself may not solely determine 
localization acuity. It is likely that carnivores such as cats, 
dogs, and the least weasel are under greater pressure than 
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their prey to accurately determine sound source location (see 
Heffner and Heffner 1987). Nevertheless, a small head size 
can limit localization acuity and sensitivity as it compresses 
the azimuthal axis into a small range of naturally occurring 
ITDs. How then do animals with small heads overcome this 
limitation?

Recent work suggests that ITD processing in mammals, 
especially small mammals, may be served by a population of 
neurons in the MSO. These low-frequency neurons respond 
to ITDs beyond the range predicted by head-width alone. 
This is achieved by a balance of excitatory and inhibitory 
drives from either side to MSO neurons (Harper and McAlp-
ine 2004; McAlpine et al. 2001; Brand et al. 2002; Grothe 
and Sanes 1994). The inhibitory input (Grothe and Sanes 
1994), not considered in dual-delay line coincidence pro-
cessing, is crucial to ITD tuning and is glycinergic (Brand 
et al. 2002; see Brughera et al. 1996 for a computational 
model). Inhibition shifts the peak of the ITD function out-
side the normal range of ITDs, typically at an interaural 
phase difference of 45°, so that the most sensitive, mono-
tonic, portion of the ITD function is placed within the physi-
ological range. The balance of activity on either side can 
then provide an estimate of the ITD and hence azimuth. 
Thus, the excitation/inhibition or E/I binaural ITD model 
can solve the conundrum of how mammals with small heads 
and hence small ITDs localize sound at low frequencies.

Ongoing ITD disparities serve as important cues for local-
izing sounds at low frequencies especially under closed-loop 
conditions where the organism can integrate over long time 
scales. However, sound localization is possible under open-
loop conditions by timing onset disparities. This is useful in 
reverberant environments where the direct sound reaches the 
ears first (the “first wavefront”) and is followed by succes-
sively weaker copies of the sound originating from spurious 
locations. Reflections from different directions can confound 
the dual delay-line estimate of the true sound-source direc-
tion. The mammalian auditory system suppresses reflections 
arriving about a millisecond or so after the first wavefront, 
presumably by using an onset gating mechanism. Direction 
of the leading sound (the true source) is determined from the 
first few milliseconds of sound following a sudden increase 
in amplitude. A process called the “precedence effect” then 
suppresses the localization mechanism to lagging sounds, 
in humans, for about 5 milliseconds (Litovsky et al. 1999). 
The precedence effect works similarly in small mammals 
such as the cat (Tollin and Yin 2003) and the ferret (Tolnai 
et al. 2014).

More generally, onset detection may be critical in several 
signal detection tasks not restricted to listening in reverber-
ant environments. The cocktail-party effect (Cherry 1953) 
is among the most important listening tasks in real envi-
ronments. It has been widely studied as spatially mediated 
release from masking in humans (see Saberi et al. 1991; 

Plomp and Mimpen 1981) and in anurans (see Bee 2007, 
2008; Schwartz and Gerhardt 1989). At the neural level, 
several studies have shown that onset detection by means 
of phasic neurons may be a basic mechanism underlying 
spatially mediated release from masking (Feng and Schul 
2007; Lin and Feng 2001; Feng and Ratnam 2000; Ratnam 
and Feng 1998). These neurons are effective when the angle 
of attack is steep, i.e., the onset is abrupt, providing a cue 
for rapid estimation of the direction of a sound source. Thus, 
onset detection can facilitate spatially mediated release from 
masking and form the basis for listening in cocktail party 
environments and frog choruses. Mammalian predators that 
prey on frogs calling in a chorus can potentially use both 
onset and ongoing interaural disparities to locate frogs. We 
discuss ways in which frogs structure their calls to make 
it harder for mammals to detect onsets or make effective 
use of ongoing disparities to improve their localization 
performance.

In the following study, we take a detailed look at the 
acoustic structure of frog vocal signals and propose four 
“strategies” that make it difficult for mammals to localize 
frog calls. The first two strategies defeat the normal mecha-
nisms of ITD processing and directional hearing in mam-
mals so as to make spatial location ambiguous. The third 
strategy proposes that pulse structure and timing in the calls 
of frogs make it harder to detect signal onset and reject inter-
ference and noise. Finally, we touch upon a fourth strategy, 
namely the benefits of calling in a chorus.

Methods

Vocalizations from three species of frogs are reported in 
this work: (1) The cricket tree frog (Acris crepitans), (2) the 
túngara frog, Engystomops pustulosus (formerly Physalae-
mus pustulosus), and (3) the gray treefrog, Dryophytes versi-
color (formerly Hyla versicolor). The cricket frog calls were 
recorded at the Cibolo Nature Center in Boerne, Texas, on 
the evening of March 21, 2007 and were available at a sam-
pling rate of 20 kHz and 24-bit resolution. These calls were 
analyzed for chorus structure in an earlier study (Jones and 
Ratnam 2009). The túngara frog data were downloaded from 
a publicly accessible website (Hermans 2019) and was avail-
able as a 16-bit WAV file at a sampling rate of 44.1 kHz. 
Other details of this recording are not known. The gray tree 
frog recordings were obtained from Dr. Joseph A. Dellinger 
(Houston, TX) who made the recordings near a roadside 
ditch at Brazos Bend State Park (Fort Bend County, TX) on 
March 15, 2014, using the internal cardioid microphone of a 
Zoom H4N digital audio recorder. These calls were available 
as 16-bit WAV files sampled at 48 kHz. In all cases, only a 
single channel from each recording was considered, even if 
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multi-microphone data were available. Other channels were 
discarded and do not appear in the analysis.

Each call was bandpass filtered with a Sinc (rectangular) 
filter to eliminate noise and other signals unrelated to the 
call. The high-pass and low-pass frequencies for the filter 
were: (1) 2.7 and 4 kHz (cricket frog), (2) 0.4 and 4.4 kHz 
(túngara frog), and (3) 1.55 and 2.8 kHz (gray tree frog). 
The frequency spectrum and autocorrelation were estimated 
from the filtered call using the discrete Fourier transform 
(DFT). A single filtered call from each of the three species 
was considered for analysis.

To simulate a mammalian cochlear filter bank, we used 
a bank of constant-Q bandpass IIR filters (a cascade of two 
second-order Butterworth filters) which are equally spaced 
in log frequency with a density of 12 per octave, and quality 
factors (Q) of about 9. This filter bank approximates those 
found in the mammalian auditory system. For example, 
Glasberg and Moore (1990) report Q’s ranging from 6 at 
very low frequency up to 9.6 at higher frequencies. Oxen-
ham and Shera (2003) argue for Q ranging from 9 to 12 in 
humans, but also noted that Q values for humans are higher 
than those of most other mammals, such as cats. We selected 
a Q of 9 for this study.

“Binaural” signals with only ITD (but no ILD) cues were 
generated by delaying the outputs from the filter bank. There 
was no criterion used in selecting the delay except to illus-
trate the binaural ITD-based localization schemes used here, 
and so the delay resulted in an arbitrary angle of arrival. 
Independent bandpass Gaussian noise was added to each 
binaural channel with the noise scaled relative to the peak of 
the call. For quiet conditions, the noise power was adjusted 
so that the signal-to-noise ratio (SNR) was 60 dB or greater. 
Noise in each binaural channel was generally fixed at 20 dB 
SNR, but in some cases we assessed the efficacy of both dual 
delay line coincidence and a small mammal binaural E/I 
model at an additional 6 dB and 0 dB SNR. Head diameter 
was assumed to be 0.15 m for the dual delay line model and 
0.01 m for the binaural E/I model, and the velocity of sound 
342 m/s.

We implemented two models of binaural processing: (1) 
the Jeffress dual delay line model, and (2) the binaural E/I 
model. In the first model, the noisy binaural signal was input 
to a dual delay line, which was implemented as follows: At 
each center frequency, and for each corresponding bandpass 
filter pair, the left and right channels are correlated (Fig. 1c) 
with delays corresponding to 1° increments from 0° to 180° 
(0–π). The fractional sample delays were implemented in 
the Fourier domain by a linear phase shift of the DFT. This 
produces a two-dimensional coincidence map of frequency 
as a function of azimuth angle (Fig. 1d). Local maxima of 
the coincidence map in each frequency band are set to 1, 
and all other azimuth angles for that frequency are set to 
zero, thereby producing a “stencil” (Fig. 1e). This stencil 

is summed (filtered) across frequency for each angle, and 
averaged with the left and right neighboring angles, thereby 
producing a summed stencil filter output (Stern et al. 1988) 
(Fig. 1f). For simplicity, we omit the full two-dimensional 
stencil filter including the summation along the ambiguity 
arcs seen in Fig. 1d and e, which provide benefit mostly for 
localizing multiple simultaneous broadband sources (Liu 
et al. 2000). The largest peak of the summed stencil is the 
azimuthal location estimate.

The second model implements a signal processing algo-
rithm reflecting the current understanding of small mam-
mal binaural ITD processing (McAlpine and Grothe 2003; 
Grothe et al. 2010; Harper and McAlpine 2004; Brand 
et al. 2002; McAlpine et al. 2001; See also a similar model 
by Brughera et al. 1996). On one side, let us say the left, 
the inhibitory and excitatory ipsilateral and contralateral 
inputs to neurons in the medial superior olive (MSO) are 
relatively delayed so as to create a “sandwich” of inhibi-
tory “bread” surrounding an excitatory center as shown 
in Fig. 2 for a 1 cm head-width, for three different ITD 
conditions: contralateral lagging (negative ITD, Fig. 2a), 
broadside (medial plane, zero ITD, Fig. 2b), and contralat-
eral leading (positive ITD, Fig. 2c). All panels in Fig. 2 
show the responses of the four inputs consisting of three 
periods of a half-wave rectified sinusoid. While the rela-
tive strengths and timings of inhibition and excitation are 
not known (Grothe et al. 2010), we assume (see Brand 
et al. 2002) that ipsilateral inhibition (green) lags ipsilat-
eral excitation (blue) and contralateral excitation (orange), 
and that contralateral inhibition (red) leads all the other 
responses. This creates a sandwich with the inhibitory 
inputs acting as slices of bread on the outside, and the 
excitatory inputs acting as the filling. At zero ITD (broad-
side, Fig. 2b), the delays are arranged such that the excita-
tory inputs are about half uncovered from the surrounding 
inhibitions. The total output is computed as the ongoing 
half-wave rectified sum of the two excitatory inputs minus 
the sum of the two inhibitory inputs (thick black lines), 
the mean of which is computed over some time interval 
to produce the rate equivalent response (Fig. 3a, filled 
blue circle marked ‘b’). A similar total is computed for 
the output on the right side (Fig. 3a, red circle overlaid 
by blue at ‘b’). With positive ITD (contralateral leading), 
the increasing separation between the surrounding inhibi-
tions (see Fig. 2c) increases the excitatory response up 
to a certain point outside the physically realizable ITD 
before falling again as inhibitions from subsequent peri-
ods come into play. The instantaneous half-wave rectified 
output on the left side (Fig. 2c, thick black lines) results in 
increased mean output (Fig. 3a, filled blue circle marked 
‘c’). At negative ITDs (Fig. 2a) the sandwich closes, and 
the larger inhibitions overlap and suppress the excitatory 
response, producing a diminished instantaneous half-wave 



15Journal of Comparative Physiology A (2023) 209:11–30	

1 3

rectified response (Fig. 2a, thick black line, marked by 
arrow) and diminished mean total output (Fig. 3a, filled 
blue circle marked ‘a’). The responses shown in Fig. 3a are 
similar to responses recorded from neurons of the MSO 
of small mammals (Brand et al. 2002). A normalized dif-
ference metric, defined as the difference of the left and 
right responses divided by their sum, produces a nearly 
linear metric over the feasible ITD range, from which the 
ITD (and the equivalent forward azimuth) can be deter-
mined (Fig. 3b, the filled circles and letters correspond 
to the total mean output of Fig. 2a and b, and c, respec-
tively). These simulation results are consistent with recent 

research and models of ITD processing in small mam-
mals (Harper et al. 2014; Grothe et al. 2010; Harper and 
McAlpine 2004; McAlpine and Grothe 2003; Brand et al., 
2002; McAlpine et al. 2001).

Our model for a 1 cm head (Figs. 2 and 3) delays the lead-
ing contralateral inhibition by one cycle period (1/center fre-
quency) ± the ITD, with the contralateral excitation delayed 
by an additional 0.35 of the cycle period. The ipsilateral 
excitation is delayed by 1.4 periods, with an additional delay 
of 0.2 periods to the ipsilateral inhibition. The relative delays 
thus scale with the center frequency as do those reported in 
the literature (McAlpine et al. 2001), producing a similar 

Fig. 1   Receiver characteristics of frogs and direction estimation in 
mammals. a  The asymmetrical pressure-difference receiver of the 
frog illustrating the multiple acoustic pathways to each ear. The right 
tympanic membrane (t. m.) receives direct sound on the external 
surface as does the left. The input from the right t. m. is transmitted 
through the middle ear cavity (m. e. c.), the mouth cavity (m. c.) to 
the internal surface of the left t. m. Another indirect pathway origi-
nates in the vocal pouch (v. c.) and goes through the m. c. to the inter-
nal surface of the left t. m. Similarly for the pathways to the right ear. 
(Adapted and redrawn from Feng and Shofner 1981). b  The mam-
malian ears are independent pressure receivers. Shown are four pure 
tones of the same frequency originating from different azimuths. The 
source at the midline (black) arrives in phase at the two ears (left: 
dotted, right: solid). The sources to the right arrive at different phases 
with right leading (red, phase = π/3; blue, phase = 2π/3). The source 

to the left (green) is left leading but arrives at the same phase (green, 
phase = − 2π) and is impossible to disambiguate from the source at 
the midline. c  Correlation function of a white noise source placed 
just a little to the right of the midline. Noise was bandpass filtered 
so that its frequencies lie between 0.4 and 4.4  kHz The secondary 
peaks (arrows) are greatly attenuated allowing the primary peak to 
be potentially unambiguously detected by a dual delay-line cross-cor-
relator shown in d  However, the dual delay line shows ambiguities 
in source location (abscissa) at higher frequencies (ordinate). True 
source location is just to the right of 90°. e A stencil finds the peak 
(coincidence) in each frequency band and scores it as the source loca-
tion at that frequency. f At each azimuth the number of peaks across 
frequency are summed to produce a histogram of peak counts at that 
azimuth (output of the stencil filter). False coincidences sum incoher-
ently whereas the true location provides the strongest peak
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response pattern at all frequencies. These responses were 
filtered with first-order low-pass synaptic response filters 
with inhibitory (glycinergic) and excitatory (glutamatergic) 
time constants of 0.1 ms (Brand et al. 2002). The relative 
strengths of the excitations and inhibitions are 1.0 (both 
ipsilateral and contralateral excitations), − 2.0 (contralat-
eral inhibition), and − 1.4 (ipsilateral inhibition) at a center 
frequency of 3.5 kHz, and − 3.8 (contralateral inhibition) at 
a center frequency of 2 kHz.

It is important to note that these algorithms represent the 
ideal overall responses of very large populations of binaural 
neurons at the same frequency with systematic variations in 
the relative delays of the model components and should be 
considered as upper bounds on the performance of a finite 
population of spike-based model neurons.

Strategy I: time‑delay ambiguity via periodically 
repeating waveforms

Dual-delay-line cross-correlation locates sources by finding 
the delay corresponding to maximum coincidence between 
the sound received at the left and right ears. The delay maps 
systematically to a corresponding direction of arrival based 
on the effective acoustic path length between the two ears 
and the speed of sound, c. Under certain conditions, and for 
a source in front of a head of diameter 2 L, angle of arrival 
θ, the interaural time difference (ITD) is given by Wood-
worth’s model as (Woodworth 1938; see also Aaronson and 
Hartmann 2014):

ITD =
L

c
(� − sin�)

Fig. 2   The “Inhibitory sandwich” implementation of the excitatory/
inhibitory (E/I) model of ITD processing in the medial superior olive 
(MSO) neuron of a hypothetical small mammal (head-width = 1 cm). 
Each panel depicts model response for excitatory (E) and inhibitory 
(I) drives from contralateral (c) and ipsilateral (i) sides with contralat-
eral inhibition (Ic red) a lagging, b broadside (ITD = 0), and c leading. 
Relative magnitude (ordinate) is arbitrary scale. The onset and time 
course of ipsilateral drives, Ei (blue) and Ii (green), are fixed in time 

with contralateral drive (Ec and Ic) timing adjusted according to ITD 
(red arrows show shift in the curves relative to broadside). The tim-
ings are created so that the excitatory drives are sandwiched between 
the inhibitory drives. The half-wave rectified output of the total drive 
(excitation – inhibition) is the net output of the MSO neuron (black). 
Total response diminishes with increasing contralateral lag (black 
arrow, a)

Fig. 3   Output of model MSO neuron shown in Fig. 2 across all ITDs. 
For each panel in Fig.  2, the area under the total response curve 
(black, Fig.  2) is shown (ordinate) as a function of ITD (abscissa). 
a Response of hypothetical neurons on the left (blue) and right (red) 
side. Positive ITD is contralateral leading. The filled circles (a, b, and 
c) correspond to Fig. 2a and b, and c. b Total response curves (from 
panel a) are summed and normalized by peak value
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Figure 1b illustrates the effect of the interaural time delay 
for simple sinusoidal signals arriving from different direc-
tions and the resulting time offsets as input to the dual delay 
lines. Note that for periodic signals such as infinite-duration 
sinusoids, delays corresponding to integer multiples of a 
period result in perfect phase alignment, with dual delay line 
input waveforms identical to a source from directly in front 
of the animal. This creates an ambiguity in the direction of 
arrival that cannot be resolved by any time-delay estimation 
method, including the dual delay line-based coincidence 
detector model. We note that the asymmetrical pressure-
gradient receiver of the frogs’ ears (Fig. 1a) works on dif-
ferent physical principles and does not suffer this ambiguity 
for periodic inputs.

According to Woodworth’s formula, the maximum 
interaural time-delay occurs for a source directly to the side 
of the head:

ITD =
�L

c

The corresponding maximum wavelength ( �
max

 ) and fre-
quency (fmax) are �

min
= ITD

maxc = πL and f
max

= 1∕ITD
max

 , 
respectively. Below this frequency there is in principle no 
periodicity ambiguity, although the secondary acoustic path, 
which is the longer way around the head, extends the range 
of ambiguity significantly (Aaronson and Hartmann 2014). 
The mammalian brain encodes ITDs several times larger 
than this lower limit (Grothe et al. 2010), perhaps enhancing 
the performance of a stencil filter.

Waveforms with multiple large cross-correlation peaks 
at delays within the physically plausible range for that ani-
mal can confound the directional estimate, because the ani-
mal cannot determine which peak corresponds to the true 
source direction. In this respect, pure tones (sinusoids) are 
particularly difficult to localize, because the cross-correla-
tion exactly repeats once every cycle (2π phase shift). For 
example, for an effective head radius of 3 cm, a pure tone 
at a frequency of 3640 Hz directly to the right will have an 
identical cross-correlation peak for a source to the left. That 

Fig. 4   Localization of a single call of the cricket frog (Acris crepi-
tans) using mammalian ITD (interaural time difference) processing. 
a A single call of the cricket frog, b the frequency spectrum of the 
call, and c  the autocorrelation function showing the nearly periodic 
nature of the call, and the prominent second peak (r = 0.94). d The 
output of a model mammalian auditory constant-Q filterbank with 12 
channels/octave (abscissa: time; ordinate: frequency). Input to filter 

is the call, in quiet conditions (60 dB SNR). The five pulses of the 
call are visible (see a). e The output of the dual delay line showing 
the smearing of the coincidence map (filled red circle: true location). 
f Stencil showing the true and ambiguous directions. Note the promi-
nent false peak to the left of the true location. g Stencil filter output 
shows the true location, and a prominent ambiguous location (x, red) 
even though the SNR is very high
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is, the animal cannot determine whether a periodic source 
is located to its right side or to the left.

The difficulty in localizing frog calls using cross-corre-
lation, i.e., dual-delay line estimation, is illustrated in Fig. 4 
with the call of a cricket frog (Acris crepitans). Depicted 
are the call of the frog (Fig. 4a), its amplitude spectrum 
(Fig. 4b), and the normalized correlation function of this 
call (Fig. 4c). The correlation corresponds to the output of a 
wideband, i.e., single channel, dual delay line. The true loca-
tion is at time zero. The time delay to the closest, and largest, 
secondary peak (a false location) in the cross-correlation is 
0.29 ms, with a correlation value which is 94% ( − 0.27 dB) 
of the true peak. This will be discussed further below.

To determine localization performance, a synthetic binau-
ral signal was created by delaying the mono-channel record-
ing (Fig. 4a) by three samples in the left ear channel rela-
tive to the right ear channel. This produced a virtual sound 
source at about 110° (i.e., about 20° from the midline, right 
ear leading). Sound to each ear was filtered using a constant-
Q filter bank (see Methods, and output shown in Fig. 4d). 
The left and right filter-bank outputs were run through Jef-
fress’s model of a dual delay-line for the mammalian audi-
tory system (Jeffress 1948). Figure 4e is a coincidence map 
which shows the topographic dual delay-line output for each 
frequency band (ordinate) as a function of the direction-of-
arrival (abscissa). A “stencil” which extracts the local max-
ima in each frequency band was applied to the coincidence 
map (Fig. 4f). These local maxima provide estimates of the 
sound location from a given frequency band. The stencils 
are summed across frequency bands (along the y-axis) and 
smoothed using an azimuthal window of 3 degrees to pro-
duce the summed coincidence detection map (Fig. 4g). The 
summed coincidence detection map indicates the directions 
of acoustic sources in the azimuthal plane (Liu et al. 2000). 
Additional “false” peaks are noticeable at separations of 
roughly 45°-50° from the true azimuth of about 110°.

Realistic acoustic environments including frog choruses 
are generally noisy, with interfering sounds originating 
from conspecific and heterospecific frogs, and other biotic 
and abiotic sources. Figure 4e and f, and g were deter-
mined under high signal-to-noise ratios (SNRs) of 60 dB 
SNR (see Methods), i.e., almost quiet conditions. The per-
formance of the coincidence detectors, stencil filters, and 
summed coincidence detectors under noisy conditions for 
the cricket frog call are shown for 20 dB SNR (Fig. 5a–c), 6 
dB SNR (Fig. 5d–f), and 0 dB SNR (Fig. 5g–i). The source 
direction ambiguity increases as SNR decreases.

The presence of spurious peaks in Figs. 4 g and  5c and f 
and i are a consequence of the strong periodicity of the call 
(not necessarily narrow band). Figure 4c shows the wide-
band correlation function. As noted above, the time delay to 
the closest, and largest, secondary peak is 0.29 ms, with a 
correlation value which is 94% ( − 0.27 dB) of the true peak. 

To put this in perspective, at a relatively high SNR of 12 dB, 
the average power level of the noisy false cross-correlation 
peak would equal that of the true peak of the clean signal, 
rendering a false peak larger than the true peak a very fre-
quent occurrence. This makes it impossible for a dual delay 
line to reliably distinguish the true source direction from that 
corresponding to a secondary correlation peak for effective 
interaural distances of 6 cm or more. In addition to larger 
mammals, this might also suggest why barn owls, which 
have excellent dual-delay-line based directional hearing, are 
not known to typically take frogs.

The small-mammal binaural hearing model does not suf-
fer from phase-wrap ambiguities for small heads at these 
frequencies. However, the excitation/inhibition structure is 
inherently differential and depends on accurately estimat-
ing a small quantity by subtracting larger quantities and is 
thus inherently sensitive to noise. Figure 6 shows the calcu-
lated variability in response of the hypothetical MSO neuron 
(depicted in Figs. 2 and 3) at SNRs of 20 dB (Fig. 6a), 6 dB 
(Fig. 6b), and 0 dB (Fig. 6c). The normalized difference 
metric shown in Fig. 3b is calculated for the 4th pulse of the 
cricket frog call at five different angles (− 59°, − 23°, 0°, 
23°, and 59°) within a cochlear band centered at 3500 Hz, 
with 5th, 50th, and 95th percentile error bars (red). At 20 dB 
SNR (Fig. 6a), the variance of the estimates is significant, 
and the outer angles are beginning to show a significant bias 
towards broadside. At 6 dB SNR (Fig. 6b), the estimates are 
severely biased and have much greater variance, and by 0 dB 
SNR (Fig. 6c), all angles return the same distribution, and 
essentially no information about the source direction can be 
recovered. Subsequent sections examine several “strategies” 
by which frog calls minimize the SNR available to the small 
mammal binaural mechanism for directional estimation.

Strategy II: narrowband calls

Periodic signals induce periodicities in the coincidence 
metrics used by time-delay detectors, thereby creating 
unresolvable directional ambiguities (Fig.  1d and e). 
However, the angles of arrival which correspond to “false” 
peaks will vary with the frequency (Fig. 1e). Directional 
ambiguities for broadband signals can be resolved by inte-
grating these coincidences across frequency, via a stencil 
filter or some similar mechanism (Fig. 1f). The true angle 
of arrival coincides in every band, whereas the ambigu-
ous false coincidences smear across angle when integrated 
across frequency, thereby leaving a single large peak at the 
correct angle in the stencil filter output (Liu et al. 2000). 
There is some support for these ideas, although the strong-
est evidence comes from a non-mammalian species. In 
the barn owl, phase ambiguity appears to be resolved in 
the external nucleus of the inferior colliculus (Fujita and 
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Konishi 1991) where neurons respond to interaural time 
disparities independently of stimulus frequency (Knud-
sen and Konishi 1978). These neurons may be integrating 
information across the tonotopic axis, in the same way as 
summation using a stencil filter. It is possible that central 
mechanisms at the level of the mammalian midbrain may 
contribute to the resolution of phase ambiguity in a similar 
way.

This powerful mechanism is most easily defeated by 
producing calls confined to a narrow band of frequencies. 
An infinite-duration, pure sinusoid is the only signal with 
zero bandwidth. It has been mathematically proven that the 
product of the time duration and the bandwidth of any signal 

equals or exceeds a positive, finite value (Gabor 1946). Frog 
calls, which are of finite duration, must thus extend across 
some range of frequency. However, for the purpose of con-
founding mammalian predators, the bandwidth need be no 
narrower than that of the cochlear filters, which have a qual-
ity factor (center frequency to bandwidth ratio) or Q of about 
9–13.

Radio engineers have known for over a century that 
bandwidth-efficient signals can be constructed by amplitude-
modulating a sinusoidal “carrier” with a low-pass “enve-
lope” of minimal frequency extent. Discontinuities, rapid 
changes in amplitude, and sign changes are all known to 
greatly expand the bandwidth and thus, reduce ambiguity 
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Fig. 5   Dual delay-line processing of cricket frog call shown in 
Fig. 2 for three different SNRs: 20 dB SNR (a–c), 6 dB SNR (d–f), 
and 0 dB SNR (g–i). The panels at each SNR follow the descrip-
tion for Fig. 2e–g. With reduced SNR, the location estimate become 

degraded. It should be noted that frog choruses are dense and loud 
and operate under low SNR conditions. Remaining figures are at 20 
dB SNR
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in estimating true location. We would therefore expect 
stealthy frog calls to exhibit smooth, slowly rising and fall-
ing envelopes modulating a sinusoidal carrier. Each pulse in 
the cricket frog call (Fig. 4a) displays these low-bandwidth 
characteristics, and the spectrum (Fig. 4b) reveals a narrow 
spectral peak with a quality factor exceeding 10, or finer 
than the resolution of the mammalian ear. Even at high 
SNRs, the stencil map (Fig. 4f) shows that the coincidence 
corresponding to the false location (Fig. 4g, red x) hardly 
disperses across angle (Fig. 4e and f), and fails to resolve 
the directional ambiguity of the cricket frog’s call. In real 
choruses where SNR is even lower, even modest noise or 
chorus interference will lead to increased ambiguity (Fig. 5). 
The authors can testify to the difficulty in locating vocalizing 
cricket frogs. Just by ear alone, there appear to be more frogs 
than there actually are. Only multiple microphones with a 
large aperture could correctly locate and extract each caller 
(Jones et al. 2014; Jones and Ratnam 2009).

We further illustrate this strategy with an analysis of 
the call of a gray treefrog, Dryophytes versicolor. A single 
call of the gray tree frog (Fig. 7a) consists of a sequence 
of pulses. The depicted call has 11 pulses, the second of 
which (marked b) is expanded and shown in Fig. 7b. We 
analyzed this second pulse with a dual-delay line for deter-
mining localization performance (Fig. 8). Except where 
noted, descriptions and methods follow those for the cricket 
frog and Fig. 4. Depicted are a single pulse from the call 
(Fig. 8a), and the spectrum of the pulse (Fig. 8b) estimated 
after bandpass filtering the entire call between 1.55 and 
2.8 kHz. The Q factor (at half power) is about 30, indicating 
a sharply tuned spectrum. The correlation function of the 
pulse (Fig. 8c) shows that the time delay to the closest, and 
largest, secondary peak in the cross-correlation is 0.462 ms, 
with a correlation value which is 96% ( −0.18 dB) of the true 
peak. A second channel was created by delaying the call 
by three samples (48 kHz sample rate). The two channels 

were run through identical constant Q filter banks (Fig. 8d). 
Noise was added to produce a SNR of 20 dB and the noisy 
filter-bank outputs were passed through a dual delay-line to 
produce a coincidence map (Fig. 8e), local maxima were 
extracted from the coincidence map to produce a stencil 
(Fig. 8f), and the stencil was summed across frequency to 
produce the summed coincidence map indicating the direc-
tions of acoustic sources in the environment (Fig. 8g). The 

Fig. 6   Localization errors resulting from bias (red line) and variabil-
ity (red whiskers) due to varying SNR. a 20 dB SNR, b 6 dB SNR, 
and c 0 dB SNR. The noisy estimates are plotted against the noise-
free (high SNR) estimate (black line). Curve follows Fig.  2b. The 

whiskers show 5th, 50th, and 95th percentiles of ITD estimates. Note 
the increase in estimation bias at the lateral angles, which bring the 
source to the center. At low SNRs the estimates become unusable

Fig. 7   The call of a gray treefrog, Dryophytes versicolor (formerly 
Hyla versicolor). a  The call has 11 pulses, with pulse interval less 
than 50 ms. Note the slow ramping of the initial 4 pulses, the ampli-
tude plateau for the remaining 7 pulses, and the abrupt cessation of 
the call. All the pulses ramp on and off gradually. The second pulse 
(inset marked b) is magnified and shown in b. The slow rise of the 
call and of each pulse makes location estimation difficult for mam-
mals



21Journal of Comparative Physiology A (2023) 209:11–30	

1 3

true source location is at approximately 100° (i.e., about 
10° from the midline, right ear leading). These reveal that 
the gray tree frog exploits Strategies I and II as extensively 
as does the cricket frog call shown earlier (Figs. 4 and 5).

Narrowband calls also defeat the population-coding strat-
egy of the small-mammal E/I binaural model. It is important 
to note that population coding within the same frequency 
band overcomes the internal noise and quantization of dis-
crete spiking processes, but does not overcome external envi-
ronmental noise, because each neuron in the same-frequency 
population experiences and responds to the same noise pro-
cess realization. However, noise in other, nonoverlapping 
frequency bands is independent, and thus across-frequency 
population coding can produce gain against external environ-
mental noise. Using experimentally recorded data from neu-
rons across a range of frequencies, Lesica et al. (2010) used 
summed neuronal outputs to decode (i.e., estimate) ITDs. 
They showed that the summed output of about 10 neurons 
will reach 95% performance in a task where it is required 
to correctly choose one ITD out of nine ITDs (see Fig. 4e 
in Lesica et al. 2010). Assuming that these are independ-
ent binaural neurons, i.e., they are from non-overlapping 

cochlear bands, then a simple calculation shows that ten neu-
rons would require an unrealistically high Q to locate gray 
treefrogs. The call bandwidth at half-height is about 750 Hz 
(Fig. 8b). If there are ten non-overlapping bands (neurons) 
then each must have a bandwidth of 75 Hz. Assuming the 
center frequency of the gray treefrog call is 2 kHz, the nec-
essary Q-factor is approximately 2000 ÷ 75 ≈ 27 (not to be 
confused with the Q value of 30 reported earlier for the spec-
tral sharpness of the gray tree frog in Fig. 8b). The number 
of independent neurons at the more realistic Q value of 9 
assumed in this work, is between 3 and 4, a number that may 
be too small to provide reliable discriminability.

The túngara frog, Engystomops pustulosus, call is an 
exception which may in fact illustrate the rule. A single call 
of the túngara frog (Fig. 9a, Hermans 2019), consists of a 
downward frequency sweep called a “whine” followed by 
several “chucks” (Ryan 1985; Rand and Ryan 1981). This 
call is referred to as a “complex” call as opposed to a “sim-
ple” call which has only a whine component and no chucks. 
The depicted call has 3 chucks, the first of which (Fig. 9a, 
marked b) is expanded and shown in Fig. 9b. We analyzed 
this first chuck with a dual-delay line for determining 

Fig. 8   Localization of a single pulse component of the gray tree frog 
call using mammalian ITD (interaural time difference) processing. 
The figure and layout are the same as Fig. 2. a The pulse reproduced 
from Fig. 6b. Noise was added to the dual delay-line inputs (20 dB 

SNR). The signal is narrowband (b) and the second peak in the cor-
relation function (0.93, c) makes the signal nearly periodic within the 
call and is less than 0.5 ms from the true peak. The periodicity leads 
to multiple false peaks (e–g)
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localization performance (Fig. 10). Except where noted, 
descriptions and methods follow those for the cricket frog 
and Fig. 4. Depicted are the chuck component (Fig. 10a), the 
spectrum of the chuck (Fig. 10b) estimated after bandpass 
filtering the entire call between 0.4 and 4.4 kHz, and the cor-
relation function of the chuck (Fig. 10c). The time delay to 
the closest, and largest, secondary peak in the cross-correla-
tion is 0.35 ms, with a correlation value which is 74% ( − 1.3 
dB) of the true peak. A second channel was created by delay-
ing the chuck by three samples. The two channels were run 
through identical constant-Q filter banks (Fig. 10d). Unlike 
Fig. 4 where the SNR was 60 dB, noise was added to pro-
duce a SNR of 20 dB (as in Fig. 5, left column). The noisy 
filter bank outputs were passed through a dual delay-line to 
produce a coincidence map (Fig. 10e), local maxima were 
extracted from the coincidence map to produce a “stencil” 
(Fig. 10f), and the stencil was summed across frequency to 
produce the summed coincidence map indicating the direc-
tions of acoustic sources in the environment (Fig. 10 g). The 
true source location is at approximately 100° (i.e., about 10° 
from the midline, right ear leading).

It is known that the complex túngara frog call (whine 
plus chuck) is more easily located by predatory fringe-lipped 
bats Trachops cirrhosus (Tuttle and Ryan 1981; Page and 

Ryan 2008) than the simple (whine) call alone (Page and 
Ryan 2008). Thus, the presence of the chuck component 
in the complex call presumably made the call more locat-
able. Closer examination of the chuck (Fig. 10a) shows that 
the envelope of each pulse within the chuck is asymmet-
ric, with an abrupt onset. This leads to a spectrum of con-
siderable bandwidth with a distinct subharmonic structure 
(Fig. 10b and d), and an offset correlation peak (Fig. 10c) 
with a much less ambiguous magnitude of 0.74 relative to 
that of the true peak. Furthermore, the angular dispersion of 
the false coincidences in the dual delay-line (Fig. 10e) and 
stencil (Fig. 10f) are readily apparent across the much larger 
bandwidth of the túngara frog chuck, producing a clear and 
correct location in the stencil filter output (Fig. 10 g). These 
results support the observations made by Rand and Ryan 
(1981) that the chuck component of the túngara frog call is 
readily locatable by the fringe-lipped bat.

Why might the túngara frog forgo acoustic ambiguity? 
Females prefer a complex call to a simple call (Ryan 1985, 
Rand and Ryan 1981) and thus, there is a trade-off between 
sacrificing location ambiguity and call attractiveness. The 
spectral characteristics of the chuck are due to the túngara 
frog’s unusual mechanism for producing the chuck portions 
of its call. The complex harmonic structure of the chuck is 
produced by a fibrous mass connected to the frog’s vocal 
cords (Gridi-Papp et al., 2006). This reactive mass results 
in a nonlinear mixing process which generates a rich, dense, 
pattern of subharmonics spreading energy across a range of 
frequencies from about 1–4 kHz. The prominent subhar-
monic structure visible in the chuck spectrum in Fig. 10b 
is certainly suggestive of a nonlinear mixing process. This 
peculiar sound production mechanism increases the chuck’s 
bandwidth and may preclude the particular mode of stealth 
discussed in this section. Nevertheless, the túngara frog is 
known to compensate for this danger by behavioral means 
such as varying the relative numbers of chucks in their calls. 
Males generally produce simple calls (without the chuck 
component) when calling alone but will produce complex 
calls with chucks in a chorus (Page and Bernal 2006; Rand 
and Ryan 1981). In the next section, we will show that the 
very short durations of each pulse within the chuck also 
make it more difficult for small mammals to locate.

The whine consists of several successive down-sweeping 
frequency modulated (FM) harmonics with a very rapid ini-
tial frequency shift and ever slower rates of decrease as the 
call progresses (see Fig. 11a for the bandpass filter output 
as a function of frequency channel, and Fig. 11b for the fre-
quency spectrum). The latter parts of the whine are almost 
periodic and rather narrow in frequency, and thus may be 
difficult to locate for the reasons detailed earlier in this and 
the previous sections. The initial rapid down-sweeping por-
tion of the whine spans a considerable bandwidth, so it is 
quite interesting to observe two conveniently placed spectral 

Fig. 9   The call of the túngara frog, Engystomops pustulosus (for-
merly Physalaemus pustulosus). a The “whine” and 3 “chuck” com-
ponents. The whine is a downward sweeping frequency modulated 
signal which is not analyzed here. The first chuck (inset marked b) is 
magnified and shown in b The sharp onset of each pulse making up 
the chuck makes this call broadband. The fringe-lipped bat Trachops 
cirrhosus preys on the túngara frog, but the chuck component of the 
call is more easily located than the whine (Page and Ryan 2008)
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notches just below the onset frequencies of the first and sec-
ond harmonics (see white arrows, Fig. 11a, and red arrows, 
Fig. 11b) that restrict the bandwidth of the rapid downward 
sweep of the initial portion of the whine. Confining all por-
tions of the whine to narrow frequency bands may make it 
harder for small mammals to locate the whine. This hypoth-
esis could be tested by generating synthetic whines with and 
without these characteristics and testing them with small 
mammalian predators.

Strategy III: short pulses, onset detection, 
and the precedence effect

Each element of an extended, multi-pulse frog call pre-
sents an additional localization opportunity to the mam-
malian auditory system. Frogs with such calls may adopt 
additional strategies to mitigate this threat. We observe that 
many frogs calls consist of a sequence of pulses, each of 
short duration. For example, the duration of the túngara frog 
chuck and the cricket frog pulse are about 3–4 ms, the toad’s 
pulse (not shown) is about 8 ms, and the gray tree frog pulse 

ranges from 10 to 20 ms. In comparison, Brand et al. (2002) 
and Heffner and Heffner (1987) used 100 to 250 ms pure-
tone stimuli which allow for longer integration times, and 
improved localization and discrimination.

The small mammal binaural E/I localization system is 
a triply differential mechanism that estimates small differ-
ences in time of arrival (ITD) between two closely spaced 
ears from a difference in responses between the left and 
right hemispheres, each of which is determined from small 
differences between ipsilateral and contralateral excita-
tion and inhibition. Small mammal binaural localization 
is therefore particularly sensitive to in-band external noise. 
Population averaging reduces internal noise but cannot 
overcome external noise because each in-band neuron pro-
cesses the same noise realization. However, because the 
noise is uncorrelated with the periodic signal, averaging 
over longer time intervals can produce processing gain and 
improve the performance. The precedence effect (Litovsky 
et al. 1999) seems to reset the binaural localization mecha-
nism with each onset, and therefore deep modulations or a 
series of short pulses may deny the small mammal binaural 

Fig. 10   Localization of a single chuck component of the túngara 
frog using mammalian ITD (interaural time difference) processing. 
The figure and layout are the same as Fig.  2. a  The chuck compo-
nent reproduced from Fig. 4b. Noise was added to the dual delay-line 

inputs (20 dB SNR). Note the reduced ambiguity in the coincidence 
map e and the stencil f, g. The summed stencil filter output shows that 
the location estimate is unambiguous
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system the longer-duration averaging intervals needed to 
overcome its high sensitivity to in-band noise. We note 
that the túngara frog’s chuck has the shortest pulse dura-
tion (about 3 ms) of those we have studied, perhaps in 
compensation for its compromising large bandwidth.

We tested this hypothesis by generating synthetic gray 
tree frog pulses of durations 5, 10, 20, 50, and 100 ms and 
processing them with our small mammal binaural E/I model. 
Each synthetic pulse was created by modulating a sinusoid 
of frequency 2 kHz (sampling rate 80 kHz) with an envelope 
of the selected duration consisting of a single positive half 
period of a sinusoid. The signal is processed as described 
in Methods, with a 10 dB peak SNR at the output of the 
cochlear filter. 1000 noisy trials were generated for each test 
(depicted in Figs. 2 and 3), and the standard deviations and 
bias were recorded for 5 angles for each duration, as shown 
in Table 1.The errors shown in Table 1 range from almost 
random (the standard deviation of a uniform 180° distribu-
tion is 52°) for a 5 ms pulse duration, to a level comparable 
to the directional accuracy reported in the literature for small 

mammals tested with 100 ms noise bursts. For example, 
the Mongolian gerbil exhibited a 27° performance at 75% 
discriminability (Heffner and Heffner, 1988) and the Least 
Weasel (Mustela nivalis), a predator with a smaller head 
than the Mongolian gerbil exhibited a 10°–15° performance 
at 75% discriminability (Heffner and Heffner, 1987). How-
ever, the pulse duration of the gray treefrog ranges from 10 
to 20 ms and at these durations (Table 1) the errors in direc-
tional estimates are much larger than the numbers reported 
for small mammals.

The standard deviation for the central angles (which are 
not limited on one side by the maximum realizable ITD) 
decreases by about 1∕

√

2 for each doubling of the pulse 
duration, corresponding to the expected processing gain from 
integrating a coherent signal against noncoherent noise. It 
could thus be argued that frogs gain no advantage (or loss) 
versus their small mammalian predators using this strategy. 
However, frogs call and listen primarily to attract and locate 
mates, so each species may optimize the parameters of their 
auditory system for their conspecific calls in a way that their 
more generalist mammalian predators cannot, thereby gain-
ing a few dB of advantage. Individual species are known 
to vary greatly in their precedence preference and behavior: 
Marshall and Gerhardt (2010) showed a novel kind of prec-
edence effect in a female preference for successive leading 
calls in a chorus rather than the first arriving pulse in Hyla 
versicolor, whereas pug nosed tree frogs (Smilisca sila), 
show no such preference (Legett et al. 2020), and Hyla femo-
ralis females generally prefer trailing frog calls under condi-
tions of partial call overlap (Merricks 2014). For relevance of 
the precedence effect in chorusing behavior, see Greenfield 
(1994a), Greenfield et al. (1997), and Legett et al. (2020).

Strategy IV: calling in chorus

Synchronized hatching, spawning, and migration are well-
known strategies used by many species to reduce the risk of 

Fig. 11   Spectrogram and spectrum of the whine component of the 
whine-chuck call of the túngara frog depicted in Fig. 9a. a Spectro-
gram depicts four harmonic components of the downward sweeping 
frequency modulation of the whine. In the first and second compo-
nent there is an initial rapid decrease in frequency (broadband) and 
a subsequent slower decrease in frequency (narrowband). Notches 
in the fundamental and first harmonic components (white arrows) 
restrict the initial high bandwidth. a Whine spectrum showing the 
placement of the two notches (red arrows)

Table 1   Standard deviation (SD) and bias in direction estimates 
of a single pulse from a synthetic gray treefrog (Dryophytes versi-
color) call using a mammalian (excitatory/inhibitory) ITD processing 
model. SD and bias are in degrees

Pulse 
duration 
(ms)
Angle 
(degrees)

5 ms
SD / bias

10 ms
SD / bias

20 ms
SD / bias

50 ms
SD / bias

100 ms
SD / bias

−59o 44 / 20 37 / 15 30 / 10 23 / 9 18 / 9
−23o 48 / 3 38 / 3 29 / 1 18 / 3 12 / 3
0o 48 / 0 38 / 0 27 / -2 16 / 0 11 / 0
−23o 47 / -3 38 / -2 28 / -4 18 / -3 12 / -3
−59o 44 / -20 37 / -13 30 / -12 23 / -10 18 / 9
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predation. They temporarily overwhelm the capacity of local 
predators and greatly lower the risk of predation to each 
individual. Calling in large, dense choruses offers the same 
statistical protection to anurans (Ryan et al. 1981; Bradbury 
1981). We focus here on signal localization in choruses.

In contrast to the linear behavior of the asymmetric 
pressure-gradient receiver in anurans, nonlinear operations 
in mammalian hearing, such as correlation and rectifica-
tion, can produce local minima, false peaks, and other arti-
facts when signals contain multiple interfering calls. Thus, 
time-delay based coincidence mechanism or the binaural 
E/I mechanism, such as found in the mammalian auditory 
system, likely face greater difficulty locating an individual 
frog in a simultaneous chorus than does the linear asym-
metric pressure-gradient receiver found in anurans. Many 
frog species appear to exploit this by calling simultaneously 
in large choruses, and by synchronizing their bouts within 
those choruses so as to avoid calling in isolation. It has long 
been argued that male frogs face a trade-off between stand-
ing out or calling in isolation to enhance their competition 
with other males or calling in synchrony to avoid preda-
tion; Greenfield (1994b) summarizes many selective (dis)
advantages that have been hypothesized in the literature. 
Subsequently, Greenfield et al. (1997) argued on theoretical 
grounds and computer simulations that chorusing behavior 
is simply a byproduct of conspecific competition to jam the 
calls of other males, that is, that predation pressure is not 
necessarily required to evolve chorusing behavior. Green-
field et al. (1997) further points to the relevance of the 
precedence effect in inter-male call timing. A recent study 
by Legett et al. (2020) has experimentally measured the 
attraction benefits and the predation costs in the field for 
two species of frogs, the pug nosed tree frog and the túngara 
frog, and found that the pug nosed tree frog chose almost 
complete synchrony whereas the túngara frog chose alter-
nating exposure in response to both the strength and direc-
tion of female selection, and the risks of predation faced by 
each species. Very limited field studies on this topic lend 
support to the general principle that species optimize their 
mate attraction versus predation trade-offs (Ryan et al. 1981; 
Legett et al. 2019), but the outcomes can be very different 
for each species.

The authors have constructed microphone arrays over 
portions of bodies of water harboring large (up to thousands 
of individuals) choruses of frogs and developed signal-pro-
cessing techniques for isolating the locations of calling frogs 
and separating the calls of nearby frogs from the larger cho-
rus (Jones and Ratnam 2009; Jones et al. 2014). This tech-
nology has enabled new insights into the chorusing behavior 
of frogs. Here, we focus on calling behavior within a chorus 
of green tree frogs, Hyla cinerea (reported in Jones et al. 
2014).

In recordings of green tree frog choruses, individuals 
appear reluctant to call in isolation. Among local groups 
of hundreds of frogs, one individual might spontaneously 
begin calling once every few minutes, and it quickly ceases 
if no neighbor joins in a chorus. Conversely, green tree 
frogs are eager to join an active chorus. In our study of six 
neighboring frogs across 20 successive bouts at the height 
of a chorus (Jones et al. 2014), every frog joined in the vast 
majority of the bouts. The amplitude of each successive call 
ramps up gradually when a frog joins a bout, thereby giv-
ing other frogs time to join in and provide acoustic cover. 
Frogs quickly and abruptly drop out of the chorus when their 
neighbors cease calling.

Green tree frog choruses spontaneously organize into 
a three-phase calling pattern, with each frog in the chorus 
calling in synchrony with its brethren on one of the phases 
(Jones et al. 2014). There is a distinct tendency for clos-
est neighbors to select different phases. These behaviors 
will have the effect of allowing a female to find a male on 
close approach even within a dense chorus, while jamming 
an interaural time-delay-based localization system with 
non-linear artifacts from simultaneous calls at any appreci-
able distance. Chief among these artifacts are false peaks 
in the dual delay-line coincidence due to cross-correlations 
between different simultaneous sources, which are unusually 
large due to similarity of the stereotyped calls of conspecific 
frogs. The stencil filter mechanism resolves these ambigui-
ties for broadband sources, but the narrow bandwidth of 
most frog calls defeats that mechanism.

The gradual increase in amplitude of successive calls of 
green tree frogs, to make localization by mammals difficult, 
has a parallel in gray treefrogs. The gray tree frog’s call 
(Fig. 7a) consists of a series of short pulses of 10–20 mil-
liseconds in duration (Fig. 7b), repeating about every 45 
milliseconds. The magnitudes of the initial pulses ramp up 
gradually from a very low amplitude (pulses 1 to 4, Fig. 7a), 
reaching a steady-state amplitude (pulses 5 to 11) but ter-
minate abruptly (after pulse number 11). In a chorus, the 
gradual attack may compromise onset detection by giving 
the first audible arriving sound a low signal-to-noise ratio 
(SNR), making localization less accurate while allowing the 
frog to cease calling should the chorus go quiet.

Developing relative-time-delay based array signal pro-
cessing algorithms to reliably locate simultaneously calling 
frogs in chorus was a great challenge for us; conventional 
algorithms failed, and we ultimately succeeded in large part 
only by exploiting redundancies afforded by using three 
widely spaced microphone arrays of five omnidirectional 
microphones each (Jones et al. 2014). In other work, we 
used an ambisonic microphone array constructed with gradi-
ent directional microphones, which are more similar to the 
asymmetric pressure-gradient receivers of frogs (Lockwood 
and Jones 2006). An ambisonic microphone array often 
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makes it easier to localize multiple simultaneous sources, 
and this was one early observation sparking the ideas for 
this paper.

Calling synchronously in large choruses clearly chal-
lenges the interference-sensitive small mammal binaural E/I 
system, as other conspecifics in the chorus are very effec-
tive in-band jammers. Despite scanning through more than 
an hour’s worth of Hyla cinerea field data, we were unable 
to find even a single isolated pulse with SNR exceeding 10 
dB. We had to look through several minutes of cricket frog 
and gray tree frog chorus data to find the rare instances of 
relatively clean calls to use in this work. Small mammalian 
predators face the same challenge in the wild. It may simply 
not be practical, to work so hard for a meal.

Discussion

Tympanic ears evolved independently in amphibians, birds, 
and mammals, without common ancestry (Grothe et al. 
2010). Localization and directional hearing mechanisms, 
in particular, evolved independently in these groups. The 
evolution of acoustically isolated ears and binaural localiza-
tion circuits in the brain in our early mammalian ancestors 
released them, and their descendants, from evolutionary con-
straints on the geometry of the head and its internal cavities 
required to maintain the exquisite acoustic coupling of the 
amphibian asymmetric pressure-difference receiver. None-
theless, the systems are quite different, and neither is uni-
formly superior in all situations. This creates an opportunity 
to selectively play to the strengths of the pressure-difference 
receiver and exploit certain limitations of the mammalian 
system, so that frogs can acoustically hide from predators 
while successfully attracting conspecific mates. The inter-
tympanic attenuation between the frog’s ears of the pressure 
gradient receiver is purely a function of angle and frequency, 
and the shapes of the carrier waveform and envelope have 
no effect on this level difference over the frequency band 
of interest, rendering the frog’s directional estimate invari-
ant to such details. Nevertheless, it would be prudent to 
introduce a caveat here. In the mammalian auditory system, 
neurons which are ITD detectors are tuned to no more than 
one-half cycle of the auditory filter’s center frequency (see, 
for example, McAlpine et al. 2001). This is the so-called 
π-limit (Vonderschen and Wagner 2014; McAlpine et al. 
2007; Marquardt and McAlpine 2007). The π-limit may 
have consequences for the frog’s receiver as it can introduce 
limitations in a pressure-gradient system. If the phase delay 
in the indirect tympanic pathway through the middle ear 

cavity (Fig. 1a) exceeds the π-limit, then directionality will 
be reduced1. This aspect requires further study. The mam-
malian auditory system, unlike the pressure-gradient system, 
estimates azimuth through central computation (whether via 
dual-delay lines or by a binaural E/I system). We argue that 
the performance of these central mechanisms is likely to 
be impaired by the four strategies presented here. It should 
be noted that mammals use their hearing for many impor-
tant tasks, so selective pressure must balance performance 
in locating frog prey against many other behaviors. Most 
frogs call only to compete for and attract mates, so avoiding 
predation while doing so may likely exert greater selective 
pressure on frogs.

We have argued here that certain features of frog calls, 
namely nearly periodic structure at sufficiently high fre-
quency, narrow bandwidth, short pulses, gradual onset, 
and calling in dense choruses, make them difficult for the 
mammalian ITD system to locate. But how does the mam-
malian auditory system process ITD? Jeffress’s dual delay-
line model had been accepted for decades and is considered 
a textbook model, but ever mounting evidence supports 
an excitation/inhibition (E/I), population-coding, binaural 
model, at least for small mammals. Based on information-
theoretic principles, Harper and McAlpine (2004) have 
shown that optimal ITD directional processing above and 
below the head-width (wavelength) limit are fundamentally 
different, with characteristics very much like the small mam-
mal binaural model at low frequencies, and consistent with 
the dual delay-line model at high frequencies (or for large 
heads). Rather than choose, we elected to examine both 
models in this paper, selecting the mammalian E/I model for 
a mammal with a small head (1 cm) and the dual-delay line 
model for a mammal with a large head (15 cm). However, 
unlike previous research which has addressed this problem 
(Harper and McAlpine 2004; McAlpine et al. 2001; Brand 
et al. 2002), we have focused on a specific ethological prob-
lem, namely, whether either system is able to effectively 
localize frog calls. We found that the dual-delay line is ren-
dered ambiguous by periodic waveforms, and both the dual 
delay line and the small mammal E/I model are compro-
mised by narrowband calls, each for somewhat different rea-
sons. As an inherently differential system, the small mammal 
E/I model is particularly sensitive to noise, and we found 
that its performance suffers greatly in modest or low SNR 
conditions or high interference situations such as choruses. 
Frogs can maintain low SNR to defeat the small mammal 
binaural system by using short duration calls, or a series of 
short pulses (e.g., the túngara frog chuck) that presumably 
tricks the mammalian precedence effect into resetting the 
directional estimate and prevents effective integration of the 
call (see also Legett et al. 2020). Calling in chorus keeps the 
SNR low for any targeted individual and creates false cor-
respondences in the nonlinear dual delay line.

1   We thank one of the anonymous reviewer’s for raising this interest-
ing point.
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The strategies listed her are neither mutually exclusive 
nor exhaustive; the first two strategies are mutually rein-
forcing, and many frogs use multiple strategies. The authors 
expect that frogs employ additional strategies that are yet 
to be recognized, or which are found in species we have 
not yet studied. As noted above, many of these difficulties 
are rooted in the fundamental mathematics of direction esti-
mation based on relative time-delay and arise with digital 
signal processing algorithms as well. To some degree, we 
are arguing that the current ITD signal processing models of 
the mammalian auditory system (dual delay line coincidence 
detector; stencil filter; onset detector; or the small mammal 
E/I model) functionally represent the physiology with suf-
ficient accuracy to draw conclusions, although many of the 
specific neurobiological mechanisms are unresolved (see 
Grothe et al. 2010; Feng and Schul 2007; Rose and Gooler 
2007; Feng and Ratnam 2000).

Many of the ideas presented here are not new. Marler 
(1955, 1957) had proposed that narrow band, slow-ramping 
alarm calls put out by some birds are difficult to locate. This 
was also proposed with respect to frog advertisement calls 
(Rand and Ryan 1981). Alarm calls and advertisement calls 
are generally loud and could potentially reveal the sender’s 
location to nearby predators. Thus, it is beneficial to make 
these vocalizations less readily locatable. What is perhaps 
new in this work is the detailed analysis and quantification of 
the acoustic structure of anuran calls which could potentially 
defeat the pressure receivers of mammals, and our complete 
signal processing model and implementation for the small 
mammal binaural E/I system.

A major drawback with this work is that we have not 
explicitly tested the hypotheses underlying the four strat-
egies nor have we suggested experiments to test them. 
Much of the work, particularly the extensive testing of 

localization in small mammals (see for example Heffner 
et al. 2007 and the references therein), employed 100–200 
ms noise burst or tone burst stimuli. This is understandable 
because these earlier studies were designed to test audi-
tory localization performance and generate comparative 
data. The Least weasel, in particular, is a small carnivore 
(Heffner and Heffner 1987) with a maximum ITD of 76 
µs, smaller than that of tested rodents including the gerbil 
(87 µs). The localization accuracy of the weasel is about 
10–15°, comparable with Norwegian rats (10°–13°) which 
seem to have the best performing localization ability 
among rodents (Heffner et al. 1994), although not as good 
as that of the dog (8°), cat (5°), or opossum (4°) (Heffner 
and Heffner 1987). These data are of great value and point 
to the importance of decoupling head-width from locali-
zation performance. What is needed from the viewpoint 
of anuran vocalization is a focused ethological investiga-
tion of frogs that are acoustically located by their natural 
predators. We have not done so here. Indeed, beyond the 
remarkable study with the fringe-lipped bat and túngara 
frog (Page and Ryan 2008; Tuttle and Ryan 1981) and the 
recent field study of Legett et al. (2019, 2020), we know 
of no other studies that quantify the difficulty of localiz-
ing anurans in the field or the laboratory as experienced 
by other animals, particularly mammals. Extending the 
problem further, it would be pertinent to ask whether avian 
species prey on frogs using auditory cues alone. These are 
ethologically relevant problems and point to a clear gap 
that needs to be filled.

Evolutionary biology has been criticized for generating 
untestable narrative explanations or hypotheses that cannot 
be falsified; is this paper simply another collection of “just 
so stories”? (Smith 2016). Fortunately, humans possess 
among the best directional hearing among mammals, so 

Table 2   Synthetic gray treefrog calls. These calls are synthesized 
with interaural time disparities for binaural listening with head-
phones. Each file presents five instances, of which either two or three 
lateralize to the virtual ± 59° left or right of center, respectively. The 
listener’s task is to determine the virtual direction of each instance of 

the sound source. The first filename lists the URL with the name of 
the folder. The remaining filenames list the name of the folder and the 
‘…/’ signifies the penultimate part of the link https://​frees​ound.​org/​
people/​dl-​jones/​sounds/

Filename Type Periodic | Narrowband | 
Short pulses | Low onset

GrayTreefrogSynthBinaural.wav
https://​frees​ound.​org/​people/​dl-​jones/​sounds/​653080/ 

Baseline Yes | yes | yes | yes

GrayTreefrogSynthBinauralNarrowband.wav
…/653,072/

Random carrier narrowband No | yes | yes | yes

GrayTreefrogSynthBinauralWideband.wav
…/653,073/

Random carrier wide band No | no | yes | yes

GrayTreefrogSynthBinauralOnset.wav
…/653,078/

Abrupt pulse onset Yes | no | Yes | no

GrayTreefrogSynthBinauralOffset.wav
…/653,074/

Abrupt pulse offset Yes | no | yes | yes

GrayTreefrogSynthBinauralLongpulse.wav
…/653,071/

Pulse duration tripled Yes | yes | no | yes

https://freesound.org/people/dl-jones/sounds/
https://freesound.org/people/dl-jones/sounds/
https://freesound.org/people/dl-jones/sounds/653080/
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the human reader is in the rare position of at least infor-
mally testing these claims for herself. We have created 
a synthetic gray treefrog call closely matching the sali-
ent features of the recorded call shown in Figs. 7 and 8. 
We can modify this synthetic call to alter specific features 
that we claim affect its localizability, and then listen to a 
synthetic binaural presentation to evaluate that claim with 
our own ears.

Table 2 lists 6 sound files containing synthetic binau-
ral gray treefrog calls embedded in 40 dB peak SNR white 
noise. Each file contains 5 presentations of the sound, some 
synthetically positioned to the left of center, and some to 
the right. The table lists the file names and their location 
on a permanent and publicly accessible site (https://​frees​
ound.​org/​people/​dl-​jones/​sounds/), the modification made 
in each file, and which stealthy characteristics they remove 
and preserve. The files should be played through headphones 
as they were created for dichotic closed-field presentation. 
We will withhold comment on our impressions so as not to 
bias the reader, other than to note that to our aging ears the 
effect is strong in some cases and not so much in others. Of 
course, human low-frequency hearing is likely to exceed that 
of small mammals. We claim that if these sounds are not 
easy to locate for humans, then it is likely that they are not 
locatable by smaller mammals.
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