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Abstract In many species of chorusing frogs, callers can

rapidly adjust their call timing with reference to neigh-

boring callers so as to maintain call rate while minimizing

acoustic interference. The rules governing the interactions,

in particular, who is listening to whom are largely

unknown, presumably influenced by distance between

callers, caller density, and intensities of interfering calls.

We report vocal interactions in a unison bout caller, the

green tree frog (Hyla cinerea). Using a microphone array,

we monitored bouts from a local group of six callers

embedded in a larger chorus. Data were analyzed in a

21-min segment at the peak of the chorus. Callers within

this group were localized and their voices were separated

for analysis of spatio-temporal interactions. We show that

callers in this group: (1) synchronize with one another, (2)

prefer to time their calls antiphonally, almost exactly at

one-third and two-thirds of the call intervals of their

neighbors, (3) tolerate call collision when antiphonal call-

ing is not possible, and (4) perform discrete phase-hopping

between three preferred phases when tracking other callers.

Further, call collision increases and phase-locking decrea-

ses, with increasing inter-caller spacing. We conclude that

the precise phase-positioning, phase-tracking, and phase-

hopping minimizes acoustic jamming while maintaining

chorus synchrony.

Keywords Frog breeding chorus � Male–male

interactions � Hyla cinerea � Weakly coupled

oscillators � Array-based sound source localization

and separation

Abbreviations

Hc Hyla cinerea

SD Standard deviation

SNR Signal-to-noise ratio

Introduction

Vocal communication in large social groups involves

multiple receivers and senders. These social situations,

often called cocktail parties with human speech (Cherry

1953; Bregman 1990; Bronkhorst 2000) and choruses in

animals (Gerhardt and Huber 2002; Greenfield 2002;

Catchpole and Slater 1995) are constrained by the use of a

common (acoustic) channel for communication. Conse-

quently, the received sound is a mix of competing mes-

sages from which a desired message must be extracted. In

many species of frogs, chorusing by aggregates of males

serves to attract females and plays a critical role in sexual

selection (Blair 1958; Ryan 1985; Gerhardt and Huber

2002). Females actively listen to callers and select a mate.

This can be a difficult task when the call density is high

because of significant spectral and temporal overlap of

calls. Thus, in this highly competitive milieu, females

would find it difficult to locate and separate individual calls
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without some mechanisms for minimizing acoustic jam-

ming. Sexual selection therefore posits that female

requirements have driven the chorusing behavior of males

so that individual callers can be readily detected, located,

and identified.

Current theories propose that males use selective audi-

tory attention and focus on a subset of callers, and choose

the best opportunity to place calls while minimizing

acoustic jamming (Ryan 1985; Greenfield and Rand 2000

in the Túngara frog (Physalaemus pustulosus); Brush and

Narins 1989 in the Puerto Rican tree frog (Eleuthero-

dactylus coqui); Schwartz 1993 in a neotropical treefrog

(Hyla microcephala); Bates et al. 2010 in the American

bullfrog (Rana catesbeiana); for reviews in anuran and

orthopteran species see Greenfield 1994; Greenfield et al.

1997; Gerhardt and Huber 2002; Bee and Micheyl 2008). It

should be noted that these theories are based on data from a

small number of frog species and on a limited analysis of

specific choruses. Not all choruses have the same structure

(Greenfield 1994; Gerhardt and Huber 2002) and deter-

mining the particular structure of vocal interactions will

require more extensive surveys over multiple species.

Vocal interaction in a social situation is a dynamical

multi-way exchange, with sending and receiving influenc-

ing one other. The sender, who is also a listener, must find

a strategy to broadcast a signal with the best chance of

being received. In the absence of other sensory cues, an

effective strategy is to parse the acoustic scene and demix

the received signals so that competing callers and their

timing are identified. This can be done using intensity,

directionality, spectral, and timing cues, allowing an indi-

vidual to focus attention on one or a few senders (Cherry

1953; Bregman 1990; Klump and Gerhardt 1992; Schwartz

1993; Greenfield 1994; Bronkhorst 2000; Gerhardt and

Huber 2002). However, parsing an acoustic scene is not

sufficient. It still leaves open the question of determining

an effective strategy for broadcasting a signal. This work

describes a possible strategy by which a small group of

frogs can time their broadcast based on a rapid adjustment

of the relative phase between different callers.

The strategies for broadcasting a message, upon

receiving multiple messages, have received limited atten-

tion in natural frog choruses where the density of callers

can be high (see Brush and Narins 1989). It is likely to be

species-dependent because calling behavior is influenced

by a variety of ecological and physiological constraints

(see Ryan 1986; Greenfield and Rand 2000). Irrespective of

the species, a determination of these strategies (Greenfield

1994; Greenfield et al. 1997) requires, at the least, detailed

information on the spatial distribution of the callers and the

vocal output of each of them. This is often difficult to

obtain in the wild using conventional hand-held recorders.

Therefore, most of the available data on call timing is

restricted to playback experiments in controlled settings, or

passive recordings of frogs in known locations paired with

microphones (Ryan 1985; Brush and Narins 1989; Sch-

wartz 1991, 1993, 2001; Greenfield 1994; Greenfield and

Rand 2000).

The problem of determining location and call timing for

each frog in a large natural chorus has therefore remained

largely intractable. As a result, many of the rules and

strategies that have evolved for vocal interactions remain

unknown (see Schwartz 1991; Klump and Gerhardt 1992;

Greenfield 1994; Greenfield et al. 1997; Greenfield and

Rand 2000; Boatright-Horowitz et al. 2000). For instance,

it is known that frogs pay attention to a fixed subset of

neighbors (Brush and Narins 1989; Greenfield et al. 1997;

Greenfield and Rand 2000; Bates et al. 2010), but are they

able to switch attention between subsets of callers (see

Greenfield and Rand 2000, for a discussion)? And while it

has been shown that the call oscillator of a frog is capable

of rapid and precise changes in timing (Zelick and Narins

1983, 1985), only one study in a natural chorus of Eleut-

herodactylus coqui (Puerto Rican tree frog) has shown that

individuals can rapidly modify their auditory attention by

actively hunting for a suitable temporal gap within and

between subsets of callers (Brush and Narins 1989, but see

Schwartz 1993).

In natural settings, spatial separation between callers

and the directionality of the individual call patterns can

significantly influence vocal interactions (as suggested by

numerous controlled playback studies, for example

Greenfield and Rand 2000). While spatial distribution can

be sometimes determined using multi-microphone and

video techniques, extracting the individual vocal output,

i.e., unmixing or blind source separation (see Comon and

Jutten 2010), has remained a difficult problem. This has

limited studies of vocal signaling in natural assemblies.

Until recently, only one study had teased apart vocal

interactions in a natural chorus using multiple microphones

positioned close to several callers and shown that frogs pay

attention to a subset of their neighbors (Brush and Narins

1989). Other studies have used microphone array tech-

niques to localize individual callers from the differences in

the arrival times of sounds at the microphones (i.e., using

time-delay estimation). While these methods cannot be

used to separate, i.e., unmix, the calls of the individuals

they do provide a breakthrough over conventional single-

microphone recordings. Notable among these studies on

chorusing frogs are those by Grafe (1997) in the African

reed frog (Hyperolius marmoratus), and by Simmons et al.

(2008) and Bates et al. (2010) in the American bullfrog

(Rana catesbeiana). Grafe (1997) used a 4-microphone

array to record chorusing in male reed frogs so that he

could monitor female choice. He did not study chorus

dynamics although the data were available. The earliest use
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of microphone arrays, explicitly for the purpose of locating

frogs so that chorus dynamics can be analyzed, is from the

Simmons group (the technique and analysis were first

presented in Simmons et al. 2008, with further studies

reported in Bates et al. 2010). Their most intriguing result

shows that bullfrogs prefer to alternate calls (sequence of

notes) with individual callers from a distant cluster, but

synchronize or alternate notes with neighbors within their

cluster.

It should be noted that localization does not imply

unmixing of sources. By itself a location map cannot be

used to unmix or separate sources without an additional

source extraction filter. But the location map can be used in

conjunction with acoustic data to disambiguate and cor-

rectly identify callers (without unmixing or source sepa-

ration). Simmons et al. (2008) and Bates et al. (2010)

visually examined time-delay maps from two pairs of

microphones along with the spectrogram of the sounds

recorded at one of the microphones. The use of such

combined information made it possible to disambiguate

and correctly identify callers and determine patterns of call

interactions. This is a very useful method when the tech-

nical difficulty of trying to unmix or separate sources is not

worth the cost. It does suffer from poor temporal resolution

because location estimates require longer averaging times

and therefore time-delay maps have reduced temporal

precision. As with all methods, the best technique may

depend on the problem at hand. Bullfrogs have relatively

long call durations (about 500–600 ms) and slower calling

rates in comparison with green tree frogs (reported here).

To unmix the calls, an additional filtering step is nec-

essary where the waveform corresponding to each caller is

extracted from the mixture, as if the other callers did not

exist. Adding all the individual waveforms will recreate the

original mixture. This is the purpose of the adaptive

beamformer used in this report and originally reported in

Jones and Ratnam (2009).

Details of the array processing methods used in these

and other studies have been extensively reviewed by Jones

and Ratnam (2009) and Blumstein et al. (2011). Recently,

the group of Aihara developed a novel ‘‘sound imaging’’

technique called the ‘‘firefly’’ (Mizumoto et al. 2011). This

method uses spatially dispersed microphones combined

with light-emitting diodes and an image processing algo-

rithm to locate callers. It serves as a useful alternative to

microphone array-based approaches. Based on this

approach, Mizumoto et al. (2011) analyzed the timing of

Japanese tree frogs (Hyla japonica) in the laboratory and in

the field. Although they analyzed only two calling indi-

viduals in both laboratory and field experiments, they

showed that two individuals in close proximity are capable

of call alternation (anti-phase synchronization) and syn-

chronous calling, with the former being greatly preferred

over the latter. Earlier, the same group developed a non-

linear coupled-oscillator model (Aihara et al. 2011) and

demonstrated the same results for three captive Japanese

tree frogs. When only two of the three frogs are calling, the

tendency is to call in anti-phase synchrony and less often in

synchrony (as also shown by Mizumoto et al. 2011). When

three frogs are calling, the system demonstrates bifurca-

tions with more complex patterns of call timing including

anti-phase, triphase, 1:2 anti-phase, and in-phase synchro-

nization. These results on Japanese tree frogs will be

compared with our results.

Aihara et al. carried out unmixing of sound sources

(Aihara et al. 2011; Mizumoto et al. 2011) using Inde-

pendent Component Analysis or ICA (see Hyvarinen et al.

2001 for a review of the method). In the laboratory, each

frog was paired with a nearby microphone (3 mics for 3

frogs in the case of Aihara et al. 2011 and 2 mics for 2

frogs in the case of Mizumoto et al. 2011). Matching the

number of microphones with the number of sound sources

is necessary for source separation using ICA (unmixing

N sources requires N sensors). The array-based adaptive

beamforming technique does not suffer from this constraint

(see Jones and Ratnam 2009), although it has other limi-

tations that will be discussed in this report.

Thus, many pressing questions in the evolution of male–

male vocal interactions can be attacked if location and call-

timing information can be simultaneously obtained from a

natural chorus by passively recording sounds at will. The

recently developed microphone array technique by these

authors (Jones and Ratnam 2009) closes this gap (but see

also Mizumoto et al. 2011 for another technique). Micro-

phone array technology has the capability to deconstruct a

frog chorus into its spatial and temporal components (as

demonstrated in Jones and Ratnam 2009). In principle, the

technology makes it possible to determine locations and

unmix source waveforms (vocal output) of individuals

within a natural chorus so that we can tease apart the

strategies underlying vocal communication. It should

however be noted that the number of calling individuals

that can be analyzed depends on the size of the array. If the

array does not spatially cover the entire chorus, then only a

local group of frogs within the larger chorus can be ana-

lyzed, as is shown here.

Most choruses of frogs involve a stereotypical and

repetitive calling pattern that serves to attract females

(Blair 1958; Gerhardt and Huber 2002). In the species

reported here, the American green tree frog (Hyla cinerea),

individuals resort to unison bout calling (Schwartz 1991;

Gerhardt and Huber 2002) where a local group calls in

unison for some time before falling silent. The call is a

single note and is repeated periodically. We report a

21-minute segment during peak chorus activity and closely

examine the call timings within a local group of six frogs
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that were part of a larger chorus distributed around the

breeding site. In this time, there were 20 bouts, about one

every minute with a bout duration of about 40 s. The

individuals that participated in a bout were largely fixed

and did not move once they entered the chorus. We report

the detailed spatio-temporal deconstruction of the local

bout and show that individuals within this bout are able to

rapidly adjust their call timing in relation to members of

the bout. More specifically, we show that in a local group

of six frogs, there is preference for only three discrete

phase slots separated by phase intervals of zero, one-third,

and two-thirds of the inter-call interval. This finding has

some similarities with the findings of Aihara et al. (2011)

in the Japanese tree frog (Hyla japonica). Further, we show

that H. cinerea is capable of rapidly switching between

these phase points suggesting that the call oscillator may be

capable of rapidly modifying call dynamics from one call

interval to the next.

Materials and methods

Field site

We recorded calls from a local group of frogs embedded in

a large assemblage of green tree frogs (Hyla cinerea) in a

breeding pond (Creekfield Lake) at Brazos Bend State

Park, TX (USA). The recording site was at the intersection

of a causeway that bisected the lake and the eastern shore,

approximately 29�22030.3000N and 95�35040.5000W, at an

elevation of 49 ft (14.9 m) (Google Earth, Google Inc.).

H. cinerea were distributed along the shoreline of the lake

(approximately 1.6 km in extent). Although the breeding

site was large and many tree frogs were heard at the peak

of the chorus, the site itself was mostly inaccessible for

much of its perimeter. Consequently, we could not deter-

mine the total size of the chorus. Equipment were setup and

tested during daylight hours, and the site was cleared of

personnel. Recordings were carried out continuously for

about 5 h from 9 pm to 2 am, for the entire duration of the

chorus on consecutive days. None of the frogs were han-

dled or disturbed during the chorus, all lighting equipment

including headlamps were extinguished, and silence was

maintained. Permission to record chorusing activity was

granted by Texas Parks and Wildlife Department.

Microphone array

We deployed a microphone array system consisting of 15

microphones (Sennheiser MKE-2, 0.02–20 kHz, omnidi-

rectional) deployed in three spatially dispersed modules of

five microphones each. All modules were mounted on tri-

pods and were identical. In each module, four microphones

were mounted on the ends of a 1.4-m cross-arm positioned

2.65–2.9 m above the ground, and a fifth microphone was

mounted 1 meter below the cross at the end of a single

cross-arm of 0.7 m. Microphone outputs in each module

were amplified by five battery-powered pre-amplifiers

(Sound Devices MP-1) housed in a box mounted below the

tripod. The amplifier outputs from each module were fed to

the data acquisition system via balanced XLR cables. Five

microphones provide unambiguous source location in three

dimensions (Jones and Ratnam 2009) and provide the basis

for the modular design adopted here. The spatial coverage

can be extended by adding more modules as needed. In this

study, the array modules were deployed to cover an ana-

lysis area of about 150 m2. The coordinates of the micro-

phones were measured with respect to an arbitrary

origin. Speed of sound c (in m/s) at ambient temperature

T (in �C) was estimated from the formula c ¼ 20:0457

ðT þ 273:15Þ1=2
.

Data acquisition

Microphone data were acquired synchronously at a sam-

pling rate of 20 kHz (National Instruments PXI 4498,

16-channel, 24-bit) by a data acquisition computer

(National Instruments PXI-8186 controller running Win-

dows XP, mounted in a PXI-1042Q chassis). Data acqui-

sition programs were developed in LabVIEW (National

Instruments Inc). All equipment were powered with DC

(battery) sources. Data were analyzed offline using Matlab

(The MathWorks Inc.).

Source localization and source extraction

The theory, algorithms, and analysis procedures have been

described in detail in an earlier report (Jones and Ratnam

2009). Signal processing and data analysis are performed

offline. Briefly, in the first step, a localizer determines the

location of each caller in three dimensions. In the next step,

an adaptive beamformer ‘‘steers’’ the array beam in the

direction of each source and selectively extracts that source

while suppressing all other sources. Localization of callers

is performed in the time domain, whereas beamformer

extraction of the waveform for each caller is performed in

the frequency domain. See Jones and Ratnam (2009) for

details of the following steps in the procedure:

1. The microphone data were bandpass filtered to include

the spectral band of the H. cinerea advertisement call

(700–5,500 Hz).

2. Filtered data were run through a cross-correlator on a

frame-by-frame basis (0.12 s) that analyzed pairs of

microphones. We set a threshold for the maximum of

the cross-correlation function so that any acceptable
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frame was dominated by a single caller. For each

caller, this provided an estimate of the arrival time

delay between microphones.

3. The location of each caller was estimated from the

time-delay estimate using a gradient descent procedure

to minimize the total mean-squared time-delay error.

4. Location estimates were clustered and individual

callers were identified.

5. Steering vectors (impulse response functions) were

estimated for all sources from the cross-correlation

matrix in those frames where only one caller was

present.

6. The steering vectors and the cross-correlation matrix

were used to calculate the optimal beamformer weights

to be applied to the Fourier-transformed microphone

data. The weights were applied to each source and the

calls were extracted. An inverse Fourier transform

recovered the beamformer output in the time domain

(at the sampling rate of 20 kHz or 50 ls resolution).

This is the unique waveform for each caller.

This work focuses on the timing interactions between

callers rather than the acoustical characteristics of the calls

themselves. Therefore, the extracted waveforms were fur-

ther processed to correct for timing delays and to extract

the onset and offset times of the individual calls (indicator

functions). These analyses are presented in the next

section.

Post-processing

Absolute and relative time frames

There are two reference time frames in this analysis: (1) an

absolute time frame, where all callers are timed with

respect to a single master clock (universal time) and (2) a

relative time frame, where all callers are timed with respect

to any given caller (the local time).1

1. Absolute time frame The beamformer combines the

microphone signals as described above and arbitrarily

references an extracted source to one of the micro-

phones. Thus, the source waveforms do not have the

same time of origin due to propagation times between

the spatially dispersed sources and microphones. Let

Mi be the coordinates of the microphone extracting the

waveform of frog i with coordinates Fi. Then the

absolute time of origin of the waveform of i (with

time-base ti) must be corrected by Dti ¼ dðMi;FiÞ=c,

where dðx; yÞ is the distance between the points x and

y, and c is the speed of sound. The corrected time

ti � Dti over all frogs i will align the time of origin for

the population to a universal or absolute time frame.

2. Relative time frame From the point of view of a

‘‘receiver frog j,’’ the calls received from other frogs

are with respect to a local or relative time frame rather

than an absolute time frame. The local or relative time

at the coordinates of frog j depends on the spatial

separation between receiver j and sender i. If the

distance between these frogs is si;j, then the time taken

for the call of focal frog i to reach frog j is

Dsi;j ¼ si;j=c. This correction must be applied to obtain

the local arrival times of senders calls at the coordi-

nates of frog j.

Absolute and relative time frames are used in combi-

nation or, on occasion, used separately. In this study, we

frequently wish to determine the time difference between

the call of frog j (occurring at mic Mj at time tj) in response

to the call of frog i (occurring at mic Mi at time ti) given

that their spatial separation is si;j. From the perspective of

the receiver (frog j), a correction wi;j must be applied to the

time difference tj � ti to determine the local time at frog j.

From the preceding formulae, the correction is

wi;j ¼ Dti � Dtj � Dsi;j, and the true time difference is

tj � ti þ wi;j. This shift in time frames is applied exten-

sively in much of the analysis presented here.

Indicator functions for callers

This study analyzes the timing interactions between

calling frogs. Thus, we are interested in determining the

onset and offset times for each call in the extracted

waveforms. A threshold was applied to the extracted

waveform, and the time point at which the waveform

exceeded the threshold was marked as the call onset time.

Similarly, the return of the waveform below threshold

marked the call offset time. Onset/offset time estimation

was implemented using an algorithm with a threshold

setting that was adjusted to eliminate false alarms and

misses. The beamformer output selectively extracts a

target sound (call) at sufficiently high target-to-back-

ground ratios so that SNR does not become an issue (see

Jones and Ratnam 2009 for a detailed assessment of

beamformer performance). Thus, it is possible to maintain

a low threshold while assessing the call onset and offset

times.

We constructed an indicator function for each frog from

the sequence of estimated call onset and offset times. For

every frog, the indicator function is a waveform sampled at

the same rate as the extracted source. It takes the value 1

during a call, and 0 elsewhere.

1 We thank the members of the Sound Communication and Behavior

Group at the Institute of Biology, University of Southern Denmark,

Odense, for alerting us to the time delay corrections.
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Analysis of call phase

Consider the sequence of calls of a frog m, received at the

coordinates of frog r, with local call onset times

tm; k; tm; kþ1; tm; kþ2;; . . ., where k is the index of calls in the

sequence. Our goal was to analyze the temporal positioning

of the calls of the receiver frog r, tr; j; tr; jþ1; tr; jþ2;; . . . with

respect to the calls of frog m. We first determine the calls of

r such that tm; k� tr; j� tm; kþ1 for some k and j (see Fig. 2a).

Then we define the normalized phase of the caller r mea-

sured with respect to m as:

/m;rðk; jÞ ¼
tr;j � tm;k

tm;kþ1 � tm;k
: ð1Þ

The normalization is carried out with respect to the

instantaneous call interval of m, i.e., tm; kþ1 � tm; k. Thus, we

designate frog m as the focal frog and determine the timing

of all other frogs with respect to m according to Eq. (1).

This method for measuring phase with respect to a focal

frog is identical to the method of Aihara et al. (2011),

except that they report phase angle from 0 to 2p. The

analysis proceeds by equating each frog in the population

to the focal frog with respect to which the timing of all

other frogs is measured in a pair-wise fashion. For a

population containing N frogs, there are NðN � 1Þ such

pairs. The average of /m;rðk; jÞ over all k, j for the given

pair ðm; rÞ is denoted simply as /m; r. For all pairs ðm; rÞ in

the population, the average is denoted as /. When we are

interested in examining the sequential evolution of the

phase between any given pair, we will use a simple

notation /ðiÞ; /ðiþ 1Þ; . . ., etc. The usage of / will be

clear from the context in which it appears.

Calculation of vector strength

A measure of phase-locking to a periodic signal is provided

by the vector strength, V (Goldberg and Brown 1969;

Mardia 1972). It can be used to measure the extent to

which any given caller is time-locked to any other caller.

V varies from 0 for a uniform distribution (no phase pref-

erence) to 1 if all calls are perfectly phase-locked to one

another (there is a unique preferred phase). We use the call

onset time for each frog to determine V from the following

equation:

V ¼ 1

N

Xn

i

Ri sin
2pi

n

� � !2

þ
Xn

i

Ri cos
2pi

n

� �� �2

8
<

:

9
=

;

1=2

;

ð2Þ

where n is the number of phase bins in the histogram, Ri the

number of calls with phase in bin i, and N is the total

number of calls for any given pair.

If there are multiple peaks in the phase histogram, the

phases are wrapped to line up the peaks. The vector

strength is then calculated from the wrapped phases.

The probability of phase-locking in a set of random

periodic calls emitted by N callers was also calculated.

Random inter-call times for each of N callers were gener-

ated from a normal distribution with mean and standard

deviation taken from the observed inter-call intervals. The

starting time for each caller in the bout was randomized,

and the pair-wise synchronization (V) was determined over

1,000 repeated trials. This provides a bound on the strength

of synchronization between randomly arranged call

oscillators.

Results

Caller locations and call waveforms

Recordings were carried out on June 18 and 19, 2009,

continuously for about 5 h from 9 pm to 2 am, encom-

passing the entire duration of the chorus. H. cinerea (Hc)

was present all along the shore of the lake and the micro-

phone array was positioned in the midst of a local group of

six frogs. The ambient weather conditions were: surface

temperature 79 �F (26.1 �C); dew point 71.1 �F (21.7 �C);

relative humidity 77 %; barometric pressure 29.94 in

(101.488 kPa). At this temperature, the speed of sound was

346.8 m/s.

An automated procedure for source localization and

source extraction is available. However, the data presented

in this study were additionally verified manually to ensure

the accuracy of location estimates and call timings. This is

a time-consuming process, but is necessary because the

algorithms are still in a developmental stage and they need

to be verified before being fully automated. Due to the

large data throughput, we analyzed a 21-min segment of

the data in great detail. We selected this segment based on

the peak root-mean-square (RMS) level of the signals

recorded at the microphones. Briefly, the RMS levels of the

microphone signals were estimated for three microphones

(one from each module, mic-1, mic-6, and mic-11) in 1-s

blocks over the entire duration of recording (16,100 s or

268 min and 20 s). The RMS data were normalized,

averaged over the three microphones, and smoothed with a

low-pass filter (100 s time-constant) to provide the RMS

level of calling activity averaged over three spatial loca-

tions. We observed that the RMS level ramped up over

time and peaked at about 140 min from the start of the

chorus (not shown). Thereafter, it was roughly constant for

a further 40 min, and then it declined rapidly for the

remainder of the duration. The data presented here are from

a 21-min segment taken at the peak of the recorded energy,
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from 150 to 171 min (approximately 11:30–11:51 pm on

June 19).

Hc is a unison bout caller (Schwartz 1991; Gerhardt and

Huber 2002). That is, individuals in a local group call

together in a bout before falling silent. This pattern is

repeated over the duration of the chorus. At the peak of the

chorus, the time between bouts was 57.4 ± 19.8 s

(mean ± SD) with bout duration of 44.6 ± 10.5 s

(mean ± SD). As a rule of thumb, the bout lasts for about

40 s and repeats every minute after a pause of 20 s.

A segment of one bout recorded at one of the micro-

phones is depicted in Fig. 1 (waveform M, blue). This

waveform is a mix of calls from six individual Hc (denoted

by A, B, C, D, E, and F) forming a local group, and

background noise from biotic and abiotic sources. Using

data from a spatially deployed array of 15 microphones

(Fig. 1, top panel, red circles), each caller within the group

was located in 3-dimensional space (Fig. 1, top panel;

location data are reported in Table 1). Spatial separation

(Tables 2, 3) was smallest between frogs B and C (1.87 m)

and greatest between E and F (8.44 m). The individual

locations were fairly constant with mean positional error of

0.24 m. Error estimates (Table 1) include estimation error
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Fig. 1 Localizing callers and extracting individual calls using a

15-microphone array. Top Mean locations in three dimensions of six

calling individuals (A–F, center of black sphere; diameter propor-

tional to std. dev.), and locations of the 15 microphones (red). Bottom

Example traces of 4 s duration taken from 20 to 24 s into bout# 20.

Mixed sounds received at one microphone (M), and calls extracted by

the beamformer (A–F, lower traces). Cross-talk from other sources

(arrows) is usually 10–40 dB below the extracted source. The

indicator function (A–F, upper traces) shows the on–off periods in the

call sequence. The indicator functions pick only the desired source

and do not include cross-talk

Table 1 Estimated coordinates of the frogs

Frog ID Coordinates (m) SD (m) Total calls

x y z ðx2 þ y2 þ z2Þ1=2 (21 min)

A 0.51 6.38 0.85 0.16 1,138

B 0.37 8.62 0.89 0.09 949

C 1.15 10.24 0.38 0.54 1,031

D 3.62 8.66 0.71 0.27 1,114

E -0.38 11.88 1.79 0.23 1,016

F 6.10 6.49 1.28 0.17 668

The localization algorithm estimated the 3-dimensional coordinates of

the frog positions from the microphone array data. Also shown are the

total number of calls output by the frogs in a 21-min period over a

total of 20 bouts

Table 2 Distance matrix

A B C D E F

A 0 2.24 3.94 3.85 5.64 5.61

B 0 1.87 3.25 3.46 6.12

C 0 2.95 2.64 6.28

D 0 5.24 3.35

E 0 8.44

F 0

The pair-wise distance between frogs (meters)

Table 3 Nearest neighbor distances

A B C D E F

B (2.24) C (1.87) B (1.87) C (2.95) C (2.64) D (3.35)

D (3.85) A (2.24) E (2.64) B (3.25) B (3.46) A (5.61)

C (3.94) D (3.25) D (2.95) F (3.35) D (5.24) B (6.12)

F (5.61) E (3.46) A (3.94) A (3.85) A (5.64) C (6.28)

E (5.64) F (6.12) F (6.28) E (5.24) F (8.44) E (8.44)

The individuals nearest to a focal frog (column) are shown with

distance (meters) in ascending order. B and C were closest neighbors,

and E and F were furthest apart
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from the localization procedure and possibly small move-

ments made by the individuals.

Once the locations of callers had been determined, an

adaptive beamformer (Jones and Ratnam 2009) selectively

extracted the sound of each caller (Fig. 1A–F, lower trace

shows extracted waveform, cross-talk is indicated by

arrows). The time resolution was the same as the sampling

period of digitization (50 ls) and the cross-talk from other

callers (target-to-interference ratio) was generally between

-10 and -40 dB (Jones and Ratnam 2009). To investigate

timing behavior, we created an indicator function for each

caller rather than working with the extracted calls. These

functions specify the on/off times for each caller (Fig. 1A–

F, upper traces) and were determined from the extracted

source waveform. The threshold for determining the on/off

times and hence the indicator function was fixed at 70 % of

the source amplitude. This removed the cross-talk while

retaining the source. The onset time has a small delay (with

respect to the actual onset time of the call) due to this

procedure, while the offset time has a small lead. The error

in the on/off time estimate is difficult to measure because

of the ambient noise level. However, we believe that it is

no more than a few milliseconds because the ramping times

for the call are rapid. Further, the threshold is proportional

to the source amplitude (see above), and this makes the

estimates of the on/off times more consistent than if we

were to use an absolute threshold. The calls are regularly

spaced, with a median inter-call interval of 0.5 s [inter-

quartile range (IQR): 59 ms and coefficient of variation

(CV): 0.2]. The call duration was more variable with a

median duration of 79 ms (IQR 23 ms and CV 0.24). The

mean ratio of the call duration to the call interval was 0.15

or 15 %. The periodicity of calling is evident in Fig. 1A–F,

with occasional change in timing. Individuals are more

likely to delay calling, and less likely to call at a faster rate

than normal. A total of 5,916 calls were extracted from the

individuals over 20 bouts totaling 21 min (Table 1 pro-

vides the breakdown on the number of calls per frog).

Timing and phase relationships

A glance at the indicator functions of A–F (Fig. 1) dem-

onstrates that the periodic calling behavior of individuals in

a local bout makes it difficult to determine who is leading

and who is following. We measured the timing or phase

relationship between pairs of individuals and calculated the

normalized phase /m; r of each frog (r) with respect to a

focal frog (m) (Fig. 2a). For six frogs A–F this gives 30

pairs (excluding self-pairing). The normalized phase dis-

tribution for all pairs is shown in Fig. 2b. The horizontal

bar below the abscissa indicates the mean normalized call

duration over all calls (0.15). Following Fig. 2a, this is

obtained by averaging /m; rðk; jÞ over all calls k for frog m,

over all calls j for frog r, and over all 30 pairs of m and r.

To determine whether frogs preferred to maintain their

phase over successive cycles, we examined the phase return

map (Fig. 2c). The return map plots the current phase /ðiÞ
between frog m (focal) and frog r versus their next phase

/ ðiþ 1Þ over all i for all 30 pairs ðm; rÞ. The return map can

be interpreted as follows: (1) points along the diagonal indi-

cate that phase is maintained between successive call periods,

(2) points along the edges of the map indicate call collisions

(synchrony), with (0, 0) and (1, 1) indicating successive col-

lisions, and (3) points elsewhere indicate phase skipping.

Note that the phase points 0 and 1 are the same due to wrap

around. It should be noted that Fig. 2c is a recurrence map

because it plots the recurrence of the phase of a given pair of

frogs in successive call intervals. Aihara et al. (2011) also

measure phase with respect to a focal frog but they present

their data in the phase plane of a given pair (say AB) versus

another pair (say AC). Further comparisons with the data of

Aihara et al. (2011) are presented in the ‘‘Discussion’’.

We determined the vector strength of the phase-locking

as a function of pair-wise distance (Fig. 2d; inset shows

detail for the most strongly phase-locked pairs). Each point

in the graph indicates the vector strength of the phase

between the indicated pairs (the first letter is the focal

frog). Note that although the distances are symmetric,

Vðm; rÞ is not in general equal to Vðr; mÞ. However, the

values are not widely divergent.

Vector strength was calculated for random call oscillators

(see ‘‘Materials and methods’’). We randomly generated 1,000

calls for each of six frogs using the observed mean inter-call

interval of 0.5 s and standard deviation (SD) of 0.1 s. Pair-wise

synchronization was estimated over all 30 pairs. This simula-

tion was repeated 1,000 times and yielded V ¼ 0:028� 0:003.

Most pairs, even the most weakly synchronized (F and E,

V ¼ 0:14) exceeded the simulated control trials.

The evolution of phase over time

The phase histogram (Fig. 2b) and phase return map

(Fig. 2c) do not provide information on the temporal evo-

lution of phase relationships. Even though certain phase

points are preferred, it is by no means certain that individuals

maintain their phase throughout the bout. Further, it is not

known how inter-frog spacing, and the entry and dropping

out of individuals in a bout affects phase preference. We

illustrate the data with phase trajectories from three repre-

sentative bouts. These examples provide insight into the

dynamical interaction between individuals in a chorus

(Fig. 3). The traces in each of the panels (Fig. 3a–c) are

constructed by plotting the time evolution of /m; rðk; jÞ,
where m = C (Fig. 3a) and m = B (Fig. 3b, c). The
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remaining individuals (r) participating in the bout are shown

in the three panels. Each individual’s call is depicted by a

point on the phase trajectory. To avoid excessive details only

the initial portions of the bouts are shown in Fig. 3a–c (first

22, 24, and 16 s, respectively).

The panels illustrate that bouts may not include all indi-

viduals in the local group. During bout initiation, individuals

hunt for a phase before settling into preferred phase slots

(Fig. 3a, b). Some rearrangement may occur if any of the

individuals switch phase, and sometimes individuals may

drop out early or join later in the bout (D in Fig. 3b). The

entry of an individual into a bout or its exit greatly affects the

dynamics, as seen in the rearrangement of phases (Fig. 3b,

after entry of D). Intriguingly, phase trajectories can provide

information on the extent of coupling between the call

oscillators of the frogs. For example, in Fig. 3c three frogs

(C, D, and E) exhibit a linear drift in phase (with respect to B)

suggesting that they are decoupled from B. These findings

are discussed in detail further below.

Discussion

The calling patterns within a local group six frogs were

analyzed to test for vocal interactions. A major drawback

of this study is that we could not analyze a larger group of

callers or spatially cover a larger area. The spatial coverage

is dependent on the number of microphones and their

spacing. The array geometry used in this study restricted

our focus to a local group of six frogs (denoted as A

through F). We were able to localize and unmix the calls

from this group and analyze their call dynamics and syn-

chronization in great detail. We were also able to carry out

a limited analysis on the effects of spatial separation on

calling dynamics within this group. The spatial separation

(Table 2) ranged from 1.87 m (BC) to 8.44 m (EF).

The calling patterns and interactions were analyzed

using a semi-automated procedure that involved manual

verification of the beamformer output. While this proce-

dure is capable of being fully automated, it is still com-

putationally demanding and further, it needed to be verified

for accuracy. As a result of these constraints, we focused

our analysis efforts on 21 min of calling at the peak of the

overall chorus activity (from 150 to 171 min, see

‘‘Results’’). We use the term ‘‘overall chorus’’ to refer to

activity in the entire breeding pond as opposed to the local

group analyzed here. Even though we cannot locate or

unmix all the callers in the chorus, a measure of overall

chorus activity can be obtained by calculating a running

average of the RMS levels at the microphones over the
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duration of the chorus (see ‘‘Results’’ for details). The

chorus peaked at 140 min into the recordings and lasted for

about 40 min before declining gradually until activity had

almost ceased after 2 am or about 268 min from the start of

the recordings. To determine whether the results shown in

Figs. 2 and 3 are applicable at other points in time (outside

the 21-min analysis interval), we analyzed calling patterns

at randomly selected intervals of time. The phase syn-

chronization and alternation behavior that was observed in

the 21-min interval at the peak of the chorus was largely

maintained at other times as well, although the calling rates

and numbers of callers participating in the local group was

more variable in the early hours of the evening (before 11

pm) and the later hours (after 12 am). The data are not

shown because the analysis was not exhaustive. An ana-

lysis of call dynamics within the local group is necessary

during the initial transient in overall chorus activity (at

t \ 140 min) and during the offset transient (at

t [ 180 m), and is a topic for future study. We acknowl-

edge the limitations of this study, and recognize that more

data covering a bigger group of frogs, with a wider range of

inter-frog distance, and over the entire duration of the

chorus will be necessary to draw firm conclusions.

Timing and phase relationships

Throughout this report, we use the term ‘‘call collision’’

and ‘‘synchrony’’ interchangeably without necessarily

implying that they are either a form of cooperative inter-

action or a form of competitive interaction. Passive

recordings, like those performed here, cannot determine

motivation. Determination of motivation will require more

intrusive experiments, such as passive recordings com-

bined with controlled playback experiments. Figure 2b

shows that calls are strongly phase-locked and the lagging

frog in the pair is most likely to place its calls antiphonally

at either one-thirds or two-thirds of the interval of the focal

frog (/ = 1/3 or 2/3). The probability of call collision

(synchrony) is shown by the peaks around / = 0 and 1 and

is lower than the probability of antiphonal calling. This

indicates that collisions are not preferred over the 1/3 and

2/3 phase slots, but they will occur more frequently than
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Fig. 3 Switching of a follower’s preferred phase as a function of

time. Phase is measured with respect to a focal frog (C in a, and B in

b, c). Frog F has been removed from these traces. Each point

represents one call. All bouts exhibit a phase hunt in the initial period

of the bout, followed by phase separation. Sometimes phase

rearrangement and a hunt for a new phase can occur when another

frog joins the bout or when collision cannot be tolerated. Collisions

with focal frog occur at / = 0 or 1; collisions between other pairs

occur when their phase with respect to the focal frog is at / = 1/3 or

2/3. a (i) Phase hunting at the start of the bout, (ii) phase separation,

and (iii, iv) phase rearrangement. B–C and A–B distances are smallest

and collisions between these pairs are usually not tolerated. D–E

distance is much greater and collisions are permissible. b (i) Phase

hunt with A, C, and E colliding at / = 2/3. (ii, iii) Phase separation

and phase rearrangement. (iv) Entry of D causing disruption of phase

and a new phase hunt. c (i) Linear phase drift of C, D, E with respect

to B. While C, D, and E are phase-locked to each other at / = 0, 1/3,

and 2/3, they are not following B. (ii) Phase rearrangement with D

and C locking to B at / = 1/3, and 2/3, respectively, but E collides

with B
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any other phase. This is surprising given that the call

duration is 15 % of the inter-call interval (see horizontal

time bar in Fig. 2b) and about six calls can be accommo-

dated without collision. This is further discussed below.

Note that for any pair of frogs (/m; r) that are calling in

alternation, if /m; r = 1/3, then it is not necessary that

/r;m ¼ 1� /m; r ¼ 2=3. This is because /m; r is normalized

with respect to the instantaneous period of m, whereas /r;m

is normalized with respect to the instantaneous period of r

(see Eq. 1; Fig. 2a). It would be true only if the inter-call

intervals of both frogs were identical and both callers

maintained their preferred phase over successive call

periods. The minima of the histogram are located at the

normalized duration (Fig. 2b, horizontal bar), suggesting

that calls are least likely immediately after the focal frog

terminates its call.

Aihara et al. (2011) developed a nonlinear oscillator

model (supported by experimental data) where they

showed that a system of three coupled oscillators (frog

callers) can find a stable triphasic synchronization pattern

that corresponds to the phase separation of 0, 1/3, and 2/3

reported here (see ‘‘Materials and methods’’ for a brief

description of the nomenclature followed by Aihara et al.

2011). In addition, their model predicts bifurcations lead-

ing to occupancy of states equivalent to (0, 1/2). When

there are three frogs and the only stable states are (0, 1/2),

the system becomes ‘‘frustrated’’ and only two pairs can

maintain perfect anti-phase synchrony, namely (0, 1/2) and

(1/2, 0), whereas the third pair must occupy the same phase

slots (that is, they must synchronize). This is a stable state

which they refer to as 1:2 anti-phase synchronization.

Phase slots that corresponded to 1/2 are uncommon in our

data (/ = 1/2 would occur at the trough lying between the

1/3 and 2/3 peaks in Fig. 2b). Thus, in our data, and as

supported by Fig. 2b, the overwhelming number of phase

slots are (0, 1/3, and 2/3) with the system becoming frus-

trated when there are four or more frogs. The Aihara et al.

(2011) model cannot exhibit frustration for three frogs

calling in triphasic synchrony because there are three slots,

and each has a single occupant. We will go into the details

of the frustrated occupancy of these phase slots when we

discuss Fig. 3. Mizumoto et al. (2011) from the Aihara

group examined the calls of two frogs in laboratory and

field conditions. They report robust and stable anti-phase

synchronization (0, 1/2) and occasional synchronization (0,

0). Aihara et al. (2011) reported that when there are two

callers, synchronization (0, 0) is uncommon, and when

there are three callers, synchronization (0, 0, 0) is rare.

While the (0, 1/3, 2/3) states observed here are sup-

ported by the nonlinear coupled-oscillator model of Aihara

et al. (2011), it should be noted that: (1) the species are

different (Hyla japonica in their case and Hyla cinerea in

ours), and so it is possible that their model may need a

different set of parameters to produce the almost exclu-

sively triphasic data that we observe. (2) They studied only

three frogs (A, B, and C) kept in the laboratory in three

cages, separated by 50 cm, and laid out in a line. Our

recordings are carried out in a free-behaving group with

much larger separation distances (minimum separation was

1.87 m, Table 2). Thus, the coupling parameters (K and c)

in their oscillator model may need to be adjusted based on

a more general spatial distribution. (3) We had more than

three frogs in our group, and so the number of coupled

oscillators is larger. Their coupled nonlinear oscillator

system will have to be enhanced by adding more equations

for the extra oscillators, with a bigger (6 9 6) coupling

(K) matrix. It should be noted that we have 30 distinct pairs

of callers in this study, whereas only 3 distinct pairs are

possible with 3 callers (as with Aihara et al. 2011). This

makes the system greatly frustrated if only three stable

phase slots (0, 1/2, 1/3) are available. It would be necessary

to expand the Aihara et al. (2011) model for systems with

more than three callers, and this is a topic for future

research.

The return map (Fig. 2c) provides further evidence that

frogs are strongly phase-locked and prefer to maintain their

phase relationship with one another. Further, it shows that

they do so over successive call periods. In particular, pairs

of frogs show marked preference for maintaining syn-

chrony (collisions, / = 0, 1) or antiphonal calling between

successive phases (/ = 1/3, 2/3). This is shown by the

density of phase points along the diagonal. There are

occasional transitions from antiphonal calling (/ = 1/3 or

2/3) to synchronized calling (/ = 0) and vice versa, and

from / = 1/3 (2/3) to / = 2/3 (1/3), but surprisingly these

are relatively rare events. Thus, callers appear to prefer

discrete phase positions, overwhelmingly favoring the 1/3

and 2/3 phase slots. In fact, these two antiphonal phase

points are so attractive that frogs are willing to suffer

collisions even though a continuum of positions are

available where calls may be positioned without collision.

Aihara et al. (2011) do not report the evolution of phase

over time (recurrence map) for a single pair of callers (as

we do in Fig. 2c) but instead they report the phase plane

behavior of two pairs of frogs (AB and AC) in the triphasic,

1:2 anti-phasic, and in-phase synchronous conditions (see

Fig. 4b–e in Aihara et al. 2011). The recurrence map and

the phase plane map are not the same and do not report the

same information. An interesting contrast with the phase-

occupancy observed by Aihara et al. (2011) is the occu-

pancy observed for the states / = 0 (in-phase synchroni-

zation) and / = 1/2 (perfect anti-phase synchronization).

They report that the former is relatively uncommon

whereas the latter is common and stable. The opposite is
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true for our data. The in-phase synchronous condition (0, 0)

is fairly common in our data, and the anti-phase synchro-

nization (0, 1/2) is uncommon. This can be seen in Fig. 2c

as a clustering of phases at the corners of the map (in-phase

synchronization) and the sparsity of points at the mid-

points along the four edges of the map (anti-phase syn-

chronization). These differences may be due to the differ-

ent species examined in the two studies, or they may

require a more complete bifurcation analysis for three and

more callers.

The phase return map does not provide information on

dependencies beyond two successive phases nor does it

indicate the temporal evolution of the phase relationship

between any pairs of frogs. This is taken up later.

The results shown in Fig. 2b and c conclusively dem-

onstrate that H. cinerea prefer three-way interleaving and

collision avoidance with their neighbors. That is, three

individuals A, B, and C would prefer to position their calls

in sequence so that B (and C) will occupy / = 1/3 (and

2/3), with respect to A. This minimizes collision avoidance.

However, if another frog were to join the bout, then two of

them would rather suffer controlled collisions, as opposed

to asynchronous calling which would result in uncontrolled

collisions. We conjecture that Hc require a longer interval

between successive phases than four-way interleaving

would allow. This may be (1) to monitor other callers and

to maintain synchrony, or (2) to allow for variability in call

duration and timing, or (3) to allow for an inhibitory period

following a call, or (4) to reduce the deleterious effects of

forward masking. An inhibitory period has been proposed

(see Brush and Narins 1989; Greenfield 1994; Greenfield

et al. 1997; Greenfield and Rand 2000) and our data

qualitatively support this model.

In this respect, if only three callers can interleave with

one another, then the phase points 1/3 and 2/3 are theo-

retically the best phase locations because they achieve

maximum temporal separation from each other. Other

frogs attempting to follow will then prefer collision with

any of the three. The data in Fig. 2b suggest, for example,

that if a fourth frog were to join the bout at an interme-

diate phase, then it will result in a reordering of phases so

that any two of the four will suffer collisions or one of

them will retire from the bout. We examine this aspect in

detail later.

Data from earlier studies have suggested that a caller is

more tightly synchronized with neighbors who are closer

than with those who are farther. However, barring a few

reports (Brush and Narins 1989; Narins 1992; Schwartz

1993; Greenfield and Rand 2000; Bates et al. 2010)

quantitative field data are not available. To test this

hypothesis and measure the synchronization with neigh-

bors, we measured the degree of phase-locking between

neighbors as a function of distance. We hypothesized that

the phase-locking of calls between B and C (closest

neighbors) would be greater than phase-locking between E

and F (furthest apart). The sharpness of the peaks shown in

Fig. 2b is a measure of the strength of phase-locking

(0�V � 1) between pairs over all pairs. When the data

were broken down into histograms for individual pairs (not

shown), we observed that the height and width of the peaks

demonstrated substantial variability between pairs. For

some pairs, the peaks were narrow and sharp indicating

strong phase-locking (large V), whereas for others it was

broad and more-or-less uniform indicating weak phase-

locking (small V). The strength of phase-locking between

individual pairs is shown in Fig. 2d as a function of dis-

tance. As we hypothesized earlier, there is a strong distance

effect in phase-locking ability. The results quantitatively

confirm that nearest neighbors such as B and C (or A and

B) are more tightly synchronized with one another than

more distant pairs, such as E and F. Nearest neighbors

maintain tighter synchrony with one another.

Phase-tracking and phase-hopping

The ability of callers to track the phase of their neighbors is

most strikingly apparent in the phase-time plots (Fig. 3).

They depict the time evolution of the phase of a frog with

respect to a focal frog. In Fig. 3a, the phase relationship of

frogs A, B, D, and E are shown with respect to focal frog C,

and in Fig. 3b and c the phase relationship of frogs A, C, D,

and E are shown with respect to focal frog B.

When a bout is initiated, there is a period of ‘‘phase

hunting’’ where the callers attempt to find a preferred phase

[(i) in Fig. 3a, b]. When a preferred phase is found, it is

usually a synchronous phase (collision) or / = 1/3 or 2/3

[(ii) and (iii) in Fig. 3a]. A long period of stable phase

relationship can also be seen in Fig. 3b. There can be an

abrupt phase rearrangement that takes place within two

successive calls [(i) in Fig. 3a and (iii) in Fig. 3b]. Phase

rearrangement can lead to a new preferred phase or to

complete incoherence of the phases and the beginning of a

new phase hunt [(iv) in Fig. 3a, b]. This is likely when the

arrival of another individual leads to collisions that cannot

be tolerated (entry of D into bout in Fig. 3b).

However, not all collisions are unfavorable as seen in

Fig. 3a where E and D prefer to synchronize, and even

switch phases at the same time (from / = 2/3 to / = 1/3,

about 9 s into the bout). E and D maintain synchrony for

almost the entire duration until the terminal calls of the

bout. This suggests that call collision may be preferred

when other phase arrangements are less tolerable. But

under what conditions are collisions favorable? Distance

may be a factor because collisions are less likely between

nearest neighbors, but is it the sole determining factor? In

open air, sound attenuates by 6 dB when distance from the
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source is doubled, and so a caller may tolerate collisions

with more distant callers but not with callers who are

nearby (for example, see Greenfield and Rand 2000). There

is evidence for a distance effect on call collisions in the

data. In Fig. 3b, A and C do not tolerate collisions [(iii) in

Fig. 3b]. Frog A abruptly switches from / = 1/3 to / =

2/3 when C transitions from / = 2/3 to / = 1/3. This

results in collisions between A and E which seem to be

tolerated by both callers. From Tables 2 and 3, it can be

seen that the separation between AC (3.94 m) is less than

the separation between AE (5.64 m) lending support to the

idea that distance is a factor. Similarly, collisions between

A and B are also unlikely (separation of 2.24 m) as seen in

Fig. 3a, b. Indeed, A and B are among the most phase-

locked pairs in the group (V = 0.5; Fig. 2d). The pair most

similar to AB is BC. The separation between B and C

(1.87 m) is not very different from the separation between

A and B, with similar phase-locking (V = 0.52). These

data provide strong evidence for a distance effect in col-

lision tolerance as was suggested for the Puerto Rican tree

frog (Brush and Narins 1989).

Inter-caller distance may not be the only factor in call

collisions. During a bout, the situation is highly dynamic

and other factors may determine whether collisions are

tolerable. The pair BC again serves as an example.

Although their collision probabilities are lower than prob-

abilities for most other pairs (see above), from Fig. 3a it

can be seen that B and C collide for a significant duration

of the bout (/ = 0) even though the separation of BC is

less than the separation of AC or AE. Thus, smaller sep-

aration may not always make collisions unfavorable. It is

likely that factors, in addition to distance, such as direc-

tionality of the vocal beam pattern or presence of sound

absorbing and sound deflecting objects may influence

collision probability. The drawback of the microphone

array method is that such conditions cannot be readily

teased apart.

Figure 3c shows a linear phase drift of frogs C, D, E

with respect to B (note the resetting of phase due to wrap

around). A linear drift in phase occurs when two oscillators

with different periods of oscillation become decoupled and

run freely. The drift indicates that none of these frogs is

following B, but they are following one another because of

the nearly parallel phase drifts. However, C, D, and E settle

into a preferred phase with respect to B [(ii) in Fig. 3c],

although this is more likely due to B trying to track C, D, or

E. In general, phase drift can be seen in a phase return map

(such as Fig. 2c) as a line running parallel to the main

diagonal. The distance from the diagonal is proportional to

the difference in the time periods of the oscillators (nor-

malized to the call period of the frog). In the case of the

data reported here, the drift can be seen as a faint band

running just above and parallel to the main diagonal. Since

the call periods of the frogs are nearly similar and do not

demonstrate large variability, only a single band is present.

The width of the band is proportional to the variability in

the call periods.

The time evolution of the phases provides detailed

information on the behavioral link between the auditory

and vocal-motor systems. The consistent preference for

collision or antiphonal calling (three phase slots) is

remarkable given that there are other phase slots available

but are unutilized. The availability of just three phase slots

may be a physiological limitation imposed by vocal

refractoriness, metabolic constraints, or auditory masking.

More behavioral and neurophysiological work is needed to

determine whether the limitations are purely auditory, or

vocal-motor, or a combination of both. Two of the phase

slots (/ = 1/3 or 2/3) provide a temporal window for clear

broadcast whereas one (/ = 0) allows for controlled col-

lisions with more distant callers. Any other combination

will lead to uncontrolled collisions and reduce the avail-

ability of a time window that is free of interference. And so

it is simply better to skip between these phases. Thus,

H. cinerea is capable of discrete phase-hopping.

It would be interesting to extend Aihara et al. (2011)

model and determine the evolution of phase as is shown in

Fig. 3. The frustrated nature of the multi-caller system is

readily observed in Fig. 3a, b. The desynchronized or free-

running oscillators seen in Fig. 3c (with reference to a focal

frog B) should also be predicted by their model when the

coupling constant for one of the frogs (with respect to all

other frogs) is set to 0.

The data presented here should also be contrasted with

the data from Simmons et al. (2008) and Bates et al. (2010).

Rana catesbeiana (American bullfrog) is not a unison bout

caller. Their calls tend to have many notes of about

500–600 ms duration, and the time between calls is vari-

able. Their longer note-duration and slower calling-rate (in

contrast with tree frogs) may not require rapid adjustments

in timing of the call oscillator. While we cannot compare

timing data with the bullfrog, we can compare qualitative

features of note and call placement. Both studies by the

Simmons group have shown that bullfrogs appear to call in

local clusters. Callers within a cluster generally prefer to

call in alternation with callers from a more distant cluster

(i.e., anti-phase synchronization). However, at the level of

the individual notes of the call, callers may overlap or

alternate notes with callers from their own cluster. Bates

et al. (2010) suggest that note-overlapping may increase the

strength of the amplitude modulations (AM, the envelope of

the waveform) in the local cluster thus avoiding masking

with clusters farther away. This could serve to attract female

listeners to a local cluster. Tree frogs, on the other hand,

may need to broadcast short-duration calls at relative high

call rates with precise temporal control of the calling
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rhythm while still maintaining chorus synchrony. These

findings suggest that in-phase and anti-phase calling (or

phase adjustment in general) may be adapted to suit the

unique needs of a species.

Broadly, our data suggest that when a bout is initiated,

individuals merely pay attention to their neighbors and try to

minimize call collision primarily by three-way phase-lock-

ing and secondarily by controlled collisions with more

distant neighbors if it is unavoidable. The most intriguing

results of this study are that three-way phase-locking does

not lead to random selection of phase. Instead the preferred

phases are discrete with / = 0, 1/3 and 2/3 (Fig. 2b). In time

division multiplexing, these are the optimum temporal

positions for broadcasting discrete packets from three

senders at a constant rate. When there are four or more

callers, these phase preferences are still maintained, but now

some pairs of callers will suffer collisions with neighbors

rather than hunt for vacant phase slots. These collisions

typically take place with more distant neighbors so that

masking effects are reduced. Thus, ‘‘discrete phase-hop-

ping’’ is a useful way of maintaining controlled collisions

(over random asynchronous collisions) so as to minimize

acoustic jamming, without sacrificing chorus synchrony or a

high rate of vocal output. Is the system really discrete? We

cannot be certain because we need to study a larger group of

individuals. However, one line of evidence supports this

idea. The nonlinear oscillator model developed by Aihara

et al. (2011) also suggests that bifurcations can lead to dis-

crete phase-occupancy in stable states. The idea of a frog-call

being a ‘‘discrete packet’’ is not new. It was originally pro-

posed by Brush and Narins (1989) who studied chorus

dynamics in Puerto Rican tree frogs.

The study reported here provides evidence that H. cinerea

may have evolved a system for optimizing vocal commu-

nication using phase-positioning, phase-tracking, and phase-

hopping. However, H. cinerea is a unison bout caller, and

conclusions drawn from this paper may apply only to this

species, and not to other anurans that are not unison bout

callers. The notion that communication is optimized in

vocally communicating anurans was first suggested by

Brush and Narins (1989) in another tree frog species,

Eleutherodactylus coqui. Our observations on H. cinerea

support these earlier ideas but are based on limited data.

More extensive field work is needed over multiple days in

the breeding season, over multiple seasons, and across

multiple breeding sites. Further, it is necessary to record

from a larger group of frogs by increasing the array aperture.

These are topics for future work, some of which are ongoing.

The microphone array technique for localizing and

separating sources provides a powerful analytical tool to

quantitatively examine vocal timing behavior (Jones and

Ratnam 2009). This has so far not been possible except in a

few studies where microphones were placed next to calling

frogs (Brush and Narins 1989; Schwartz 1993, 2001;

Mizumoto et al. 2011; Aihara et al. 2011). In H. cinerea, a

unison bout singer, individuals time their calls with respect

to their nearest neighbors, preferring collisions when an

antiphonal phase slot is not available. We show that these

frogs are capable of rapid modification of their calling

phase and closely time their calls with respect to their

neighbors. More work is necessary in a larger bout to

determine the effect of the entry of multiple participants.

The most intriguing results pertain to the precise ability to

shift the call timing to an alternate phase slot between two

successive calls (discrete phase-hopping, Fig. 3). Precise

adjustments in vocal timing have been noticed in the frog

Eleutherodactylus coqui (Zelick and Narins 1983, 1985;

Brush and Narins 1989), and along with the work reported

here, open the door to new questions on the physiological

connection between the auditory and vocal-motor systems

in frogs. Finally, it should be noted that these results and

conclusions apply only to H. cinerea which is a unison

bout caller. Recordings from other species of anurans are

necessary to determine the range of communication strat-

egies that have evolved across species.
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