
Journal of Classification 3 (2017)

Robinsonian Matrices: Recognition Challenges

D. Fortin

INRIA, Paris, France

Abstract: Ultrametric inequality is involved in different operations on (dis)similarity
matrices. Its coupling with a compatible ordering leads to nice interpretations in se-
riation problems. We accurately review the interval graph recognition problem for its
tight connection with recognizing a dense Robinsonian dissimilarity (precisely, in the
anti-ultrametric case). Since real life matrices are prone to errors or missing entries,
we address the sparse case and make progress towards recognizing sparse Robinso-
nian dissimilarities with lexicographic breadth first search. The ultrametric inequality
is considered from the same graph point of view and the intimate connection between
cocomparability graph and dense Robinsonian similarity is established. The current
trend in recognizing special graph structures is examined in regard to multiple lexi-
cographic search sweeps. Teaching examples illustrate the issues addressed for both
dense and sparse symmetric matrices.

Keywords: Robinsonian matrices; Interval graphs; Cocomparability graphs; Lexico-
graphic searches; Partition refinement.

1. Introduction

Since the classic seriation problem introduced by Robinson (Robinson,
1951), for chronological dating, the Robinson property has been used in
many classification applications and other fields. A symmetric matrix ful-
fills the Robinson property if its entries monotonically vary away from the
diagonal along the rows and the columns; precisely, if its entries decrease
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(resp. increase) in similarity (resp. dissimilarity). In spite of the fact that
the property looks very much the same in either case, we focus on the dis-
similarity case since it is easier to solve. A (symmetric) n× n dissimilarity
matrix D is Robinsonian if and only if there exists an ordering of its rows
(and columns consequently) such that

max(dij , djk) ≤ dik, for all 1 ≤ i < j < k ≤ n

using dij = D[i, j] for ease of reading. The recognition problem amounts
to finding one (possibly all) such ordering, leading to a Robinsonian matrix
which is a starting point for rich interpretations in different fields. It is worth
beginning with the following observations: if all entries are the same, the
matrix is clearly Robinsonian and if all entries are different then it suffices
to sort a single line and to check that the corresponding permutation fits the
Robinson property; in both cases, complexity remains O(n2).

Despite the fact that many authors contributed to the Robinsonian ma-
trix recognition problem, we should stress a few, but crucial, steps:

• V. Chepoi and B. Fichet (Chepoi and Fichet, 1997) divide and con-
quer the problem through a sequence of decreasing threshold balls in
O(n3) time complexity; each threshold separates items between in-
side, outside and on the sphere itself. In spite of well ordered items
between inside and outside items, the sphere items may be either on
one side or on the other side leading to some ambiguities,

• D. Fortin and P. Préa (Préa and Fortin, 2014) consider the sequence
of increasing threshold to profit from well known results on clique
trees and interval graph property of each threshold graph (Booth and
Lueker, 1976). A clever trick relies on merging PQ-trees which de-
scribe the structure of every threshold graph, then on checkingwhether
any permutation stored by the final PQ-tree, fits the Robinson prop-
erty. It achieves the optimal complexity O(n2). A PQ−tree re-
members permutation sets with P−node for a symmetric subgroup
and Q−node for a subgroup associated with a cycle; we refer to the
seminal paper by Booth and Luekker for a detailed description of
PQ−trees and their properties,

• M. Laurent and M. Seminaroti (Laurent and Seminaroti, 2015a) ob-
serve more accurately that dense matrices should fit the unit interval
(UI for short) ordering instead of the interval (I for short) ordering
to yield a divide and conquer (in the increasing framework) algorithm
based on the recognition of UI interval graphs (Corneil, 2004). It
achieves a worst case O(n2 log n) complexity and in practice much
better behavior since it depends on the number of different entries. It
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outperforms, to our feeling, all PQ-tree based alternatives and is re-
markable in the sense that given a permutation leading to the Robin-
son property, all compatible permutations (in other words the PQ-tree
itself) may be constructed a posteriori.

Some remarks are in order at this point:

• Without loss of generality, all matrices are assumed to have non-
negative entries.

• The dense character of the matrix plays a crucial role; let us consider
a sparse dissimilarity with missing domino entries (2 consecutive en-
tries in either dimension),

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 3 3 3

0 1 3 3 3

0 1 2

1 1 1 0 2 2 2

3 3 2 0

3 3 2 0

3 3 2 2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

an exhaustive search for permutations and completions leads to

filling permuted Robinson cycles[
1 1

]
(2, 3)[

1 2
]

(2, 3)[
2 1

]
(4, 5)(2, 3)[

2 2
]

identity

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 3 3 3
0 1 3 3 3

1 1 0 1 2 2 2
1 0 1 1 2

3 3 2 1 0
3 3 2 1 0
3 3 2 2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 3 3 3
0 1 3 3 3

1 1 0 1 2 2 2
1 0 1 2 2

3 3 2 1 0
3 3 2 2 0
3 3 2 2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 3 3 3
0 1 3 3 3

0 1 2 2 2
1 1 1 0 2 2 2
3 3 2 2 0
3 3 2 2 0
3 3 2 2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

Moreover, the threshold graph at level 1, exhibits a claw subgraph (a
vertex adjacent to three vertices, not adjacent among themselves) so
that the unit interval condition is violated.

• On the one hand, (Chepoi, Fichet, and Seston, 2009) have shown that
completion is NP-hard; on the other hand, practical applications are
prone to both errors and missing entries. Moreover, it is likely that for
a sampling matrix, mostly all permutations fail the Robinsonian prop-
erty; on the opposite, for human optimized transportation processes,
some examples are known to exhibit an underlying Monge property,
i.e., the linear version (Dietrich, 1990; Fortin and Rudolf, 1998) in-
stead of the bottleneck case we consider; see also (Burkard et al.,
1998; Çela, Deineko, and Woeginger, 2012; Laurent and Seminaroti,
2015b) of the relationship.
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• About the underlying convexity; let us consider two convex functions
f, g then max(f, g) is convex too. It is likely that Robinson him-
self noticed this fact and introduced a pseudo identity operator that
transforms discrete entry [i, j] into a linear (hence convex) function so
that Robinson property reads max(dij , djk) − dik ≤ 0, for all 1 ≤
i < j < k ≤ n which turn out to be convex constraints under the
linear transform. It becomes an easy convex optimization problem
and a posteriori explains the optimality of recognition, in dense case.
What about the reverse inequality? It reads max(dij , djk) − dik ≥
0, for all 1 ≤ i < j < k ≤ n and reveals a more difficult constraints
structure, namely reverse convex constraints. A necessary and suffi-
cient condition to check feasibility is to maximize the minimum over
all the convex left hand sides and to verify that the maximum is non-
negative; however,min(fi) for convex functions fi is a piecewise con-
vex function (see Tsevendorj, 2001 for optimality conditions). Ultra-
metrics, equivalently bottleneck triangle inequality max(dij , djk) ≤
dik, play a prominent role in classification too and are well studied
(Dahlhaus, 1993); however, as an optimization problem in the above
sense, it remains widely open to our knowledge and is quoted as a
challenging issue in terms of recognition of cocomparability graphs,
taken as the underlying threshold graphs associated with the matrix.

Therefore, both practical and theoretical issues remain to be addressed. The
article aims at the Robinsonian (anti-ultrametrics) matrix recognition but in-
tends to make some progress towards the anti-Robinsonian (ultrametrics)
matrix recognition as well. Since it relies on convexity and lexicographic
searches, in Section 2 we recall the fundamental results for lexicographic
graph searches and prove them again in the setting of partition refinement
(Habib et al., 2000) instead of usual labeling schemes; despite the fact that
it does not bring anything new, it collects in a concise and coherent way,
the ambiguities occurring in the pivot part and are at the heart of all crucial
points mentioned above. In Section 3, we revisit the four LexBFS (lexico-
graphic breadth first search) sweeps algorithm for interval graph recogni-
tion, under the partition refinement scheme. In Section 4, we introduce the
key step of dynamic thresholding for the first sweep which quickly detects
P -nodes in the recognition of Robinsonian matrices. Finally, we discuss in
Section 5 progress made under lexicographic searches and sparse matrices.

2. Lexicographic Searches and Four Points Condition

We follow the standard graph notations with lower case for vertices
and upper case for sets of vertices V =

{
v1, . . . , vn

}
or sets of edges
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E ⊆ V × V . The complete undirected graph with E = V × V is dis-
carded as trivial for our purpose; similarly, only E �= ∅ is relevant for our
study. We denote N(v) (resp. N [v]) the set of all vertices adjacent to ver-
tex v, v excluded (resp. v included). Unlike most articles in graph theory
where adjacency relationship depends on authors, we borrow the ternary op-
erator from programming languages if then else conditional statement since
it is very convenient wherever both the adjacent and not adjacent relation-
ships are simultaneously invoked; a?x : y means (a, x) ∈ E together with
(a, y) �∈ E, for E ⊆ G×G. By abuse of notation a?x stands for adjacency
and a : y for non-adjacency between vertices; though the usual negation
operator � applies on adjacent (resp. not adjacent) relation a?x (resp. a : x)
since a �? x (resp. a �: x) is equivalent to a : x (resp. a?x), we prohibit
its usage for ease of reading. The ternary operator helps avoiding long sen-
tences to describe precise configurations, leaving the configuration easily
retrieved from the formulas; for instance, an umbrella (frequently used in
lexicographic searches) is an ordered triple u < v < w such that u?w : v
with v : w. It is convenient to extend the neighborhood and ternary op-
erators to subsets X,Y ⊆ E: N(V ) =

{
u|∃v ∈ v, u?v

}
and adjacency

X?Y (resp. non-adjacency X : Y ) means x?y (resp. x : y) for all pairs
of elements x ∈ X and y ∈ Y . In order to concisely describe subsequent
properties: x (resp. X) is said to be universal to a subset Y whenever x?Y
(resp. X?Y ). Similarly,M?N(M) : B is a very concise notation for a mod-
ule, C?C for a clique under self-loops, and S : S for a stable set (ignoring
self-loops). A claw is written on a stable set

{
b, c, d

}
as

{
a?
{
b, c, d

}{
b, c, d

}
:
{
b, c, d

}
.

Using regular expressions from string pattern matching, the ternary notation
allows to encompass path as a?+b (resp. a :+ b for complement), so that an
asteroidal triple (AT for short), i.e., a stable triple of points

{
a, b, c

}
with

paths connecting 2 points in the triple that avoid the neighborhood of the
third, writes

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{
a, b, c

}
:
{
a, b, c

}
a?+b : N(c)

a?+c : N(b)

b?+c : N(a)

where a?+b : N(c) denotes a path from a to b with length greater than 1 not
adjacent to the neighborhoodN(c).
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The ternary operator negation is blurring for subsets since X �? Y is
clearly not equivalent to X : Y (there may exist edges betweenX and Y in
the former but not at all in the latter) and we prohibit this negation usage in
the rest of this article for readability.

For an ordering σ, i-th element is denoted σi and consecutive ele-
ments from i to j > i by σ[i,j]. For 1 ≤ i < j ≤ n =| V |, it is convenient
to write i <σ j and avoid cumbersome notations σi <σ σj together with
σ−1σi = i < j = σ−1σj to mean element σi occurs before element σj in
ordering σ and similarly for an interval [i, j] of indices in σ.

For i <σ k, the ordering σ is an

• I-ordering, iff i?[i+ 1, k], i.e. σi?σj for all j ∈ [i+ 1, k]

• UI-ordering, iff i?[i+1, k] and k?[i, k−1]; indeed i?k and
{
i?j, j?k

}
for all j ∈ [i+ 1, k − 1].

2.1 Signed Four Points Condition

The four points condition on undirected graphs is written in concise
notations, for all j <σ k <σ l (BFS) and for all i <σ k <σ l (DFS)

j?l : k ⇒ ∃i <σ j, i?k : l (unsigned LexBFS)

i?l : k ⇒ ∃i <σ j <σ k, j?k : l (unsigned LexDFS)

For addressing the sparse matrix case, we have to switch the search between
actual edges and missing edges in course of partition refinement versions
of lexicographic searches; it is convenient to put such a binary attribute on
edges and call it a sign to be distinguishable from usual weights put on
edges. The pivoting rule in standard partition refinement algorithms (Habib
et al., 2000) applies for undistinguishable edges but for our purpose will al-
ternate between either edges with the convention that − (resp +) edges are
put in front (resp. at rear) of current partition refinement Figure 1 in ac-
cordance with natural ordering −1, 0,+1. In all figures, i : j is drawn by
a dashed edge between i and j and the sign attribute, if any, by the corre-
sponding symbol close to the line i?j; graph vertex orderings mostly follow
the alphabetical ordering or else are represented from left to right and the
pivot is the leftmost vertex in the drawing context. The signed version of the
four points condition writes

j?− l : k ⇒ ∃i <σ j, i?± k : l (signed LexBFS)

i?− l : k ⇒ ∃i <σ j <σ k, j?± k : l (signed LexDFS)

The reader should pay attention to the difference with path notation where
the (seemingly confusing) + symbol operates on ternary adjacent/not adja-
cent splitting, while it operates on edge attribute in sparse recognition.
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lkji

+

−
Figure 1. Signed pivoting along partition refinement: − ahead and + behind

li kj

± −
lkji

−
±

Figure 2. BFS-DFS four points signed condition

Definition 2.1 [minimal separator] A subset S ⊂ V in a connected graph
G(V,E) is a separator if the induced subgraph G(V \ S) is disconnected.
It is minimal iff there exist at least 2 connected components C1, C2 whose
neighborhoodN(V (C1)), N(V (C2)) contains S; these are named full com-
ponents.

Definition 2.2 [moplex] A moplexX in a graphG is a clique module whose
neighborhood N(X) is a minimal separator of the graph G. It is extended
to a clique having an empty neighborhood.

From minimal separator condition, it implies that the clique module
is maximal with respect to inclusion. With above notations, a moplex is
defined as (M?M,M?N(M) : C).

Unlike the unsigned cases (Berry and Bordat, 1998, Xu et al., 2013),
the signed pivoting does not behave well with respect to moplex: let G be
the ground set, σ the ordering produced on the relation G × G and X be
the maximal clique module that the last element in σ belongs to; then, the
moplex elements are not necessarily pivoted consecutively when (j, k) and
(j, l) have same signs, see Figure 3. The definition encompasses directed
version of partition refinement; however, to our knowledge, few is known
on signed version of pivoting. We mention it for sake of self-containedness
since we use it for P -nodes detection where the alternating front/rear inser-
tion during partition refinement, brings a major achievement.

2.2 Unsigned Four Points Ending Moplex

Let X be the moplex containing the last vertex σn and CC(X) ={
C1, . . . , Cp

}
be the set of connected components defined by X where C1

contains the first element σ1, the structure of X, CC(X) and N(X) =
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li kj−
+±

±
Figure 3. Signed moplex is not consecutively pivoted along partition refinement

∪p
c=1N(Cc) depends on either breadth or depth first case. We note a decom-

position in consecutive blocks of an ordering σ = [B1, . . . , Bp] as σ[1, p]
since no confusion arises with subscripting of ordinals and similarly σ[i, j]
for consecutive blocks from i to j > i. By assumption of non-complete
case, CC(X) exists and is not empty; furthermore σ1 : σn.

2.2.1 Unsigned LexBFS Partition Refinement Case

Proposition 2.1 (Berry and Bordat, 1998) The moplex X containing σn
is consecutive and the last connected component is a full component w.r.t
N(X).⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

σ =
[
C1 ∪N1, . . . , Cp ∪Np,X

]
N(C1) = N1

N(Cp) = N(X) = ∪p
c=1Nc

σ[c+ 1, p + 1]?N(Cc) : Cc, for all c < p provided σ[c] = Cc ∪Nc

starts with some element in Cc

Proof.

• N1 = N(C1) Clearly N(σ1) ⊆ N1 ⊆ N(C1); suppose σ =
[
C1
1 ,

N1
1 , C2, N

2
1 , . . . Y

]
then there exists σj ∈ N1

1 , σk ∈ C2 and σl ∈ N2
1

such that j?k : l by pivoting rule; it contradicts σn being the last
vertex since N1

1 ?(X � σn). Therefore N(C1) ⊆ N1 and σ =
[
C1 ∪

N1, . . . , Y
]
.

• X is consecutive If | X |= 1 there is nothing to prove. The case
study:

· σ =
[
. . . ,X1, . . . , C1

c , . . . , σn
] ∃l < m < n with σl, σn ∈ X

and σm ∈ C1
c ; by moplex definition, σm :

{
σl, σn

} ⊂ X and
therefore, by pivoting rule, σn could not be the last vertex.

· σ =
[
. . . , C1

c , . . . ,X
1, . . . , N1

c , . . . , σn
]
SupposeC1

c is the ear-

liest component part in σ and let k < l < m < n with σk ∈ C1
c ,

σl ∈ X1 and σm ∈ N1
c for some connected component c such
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b
a

j

c

d

i

h

e
f

g

Figure 4. LexBFS moplex example

that k?m : l; therefore ∃j < k, j?l : m. Choose the smallest
such j, sinceX is a moplex j?n : m so that ∃i < j with i?m : n.
By moplex definition i?m : l which implies ∃h < i < j such
that h?l : m a contradiction to j being the smallest such index.

leads to σ =
[
C1 ∪N(C1),∪p

c=2(Cc ∪Nc),X
]
.

• σ[2, p + 1]?N(C1) : C1 by induction on pivoting rule on σ[1,n] \
∪r
c=1(Cc ∪Nc), we get σ =

[
C1 ∪ N(C1), . . . , Cp ∪ Np,X

]
. There

is nothing to prove for X, since N(C1)?X andX : C1; once again, a
case study proves the result:

· σ = [C1
1 , N

1
1 , . . . , C

1
c , . . . ,X] suppose ∃j < k < l such that

σj ∈ N1
1 , σk ∈ C1

c and σl ∈ X such that j?l : k, then ∃i < j
such that i?k : l. If σi ∈ C1

1 then 2 different connected compo-
nents would be connected, a contradiction; otherwise,σi ∈ N1

1

and l?j : i contradicts X being a moplex. Notice σ starts with
σ1 ∈ C1 so that the result holds for any sequence C1

1 , N
1
1 , not

only the earliest in σ; therefore, the results holds on N(C1) =
∪rN

r
1 and any part C1

c .

· σ = [C1
1 , N

1
1 , . . . , N

1
c , . . . ,X] suppose ∃j < k < l such that

σj ∈ N1
1 , σk ∈ N1

c and σl ∈ X such that j?l : k, then ∃i < j
such that i?k : l. If σi ∈ C1

1 then by consecutiveness of C1 ∪
N(C1) we arrive at c = 1, a contradiction; otherwise,σi ∈ N1

1

and l?j : i contradictsX being a moplex (with the same remark
as above, on sequence C1

1 , N
1
1 ).

Induction follows on induced subgraph on σ[1,n] \ (C1 ∪ N(C1)) provided
each consecutive part Cc ∪Nc start with an element in Cc. Then N(Cp) =
∪p
c=1Np proves Cp being a full component different from X and N(X)

being a minimal separator.
�
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d e f g h

a c j

i jcba

b d e f g h i

a c j b d e f g h i

a c j ie f g h b d

a c j ie f g h b d

a c j ie f g h b d

a c j ie f g h b d

a c j ie f g h b d

a c j ie f g h b d

a c j ie f g h b d

a c j ie f g h b d

a c j ie f g h b d

Figure 5. LexBFS standard pivoting (partition refinement)

In practical implementation, there is no way to distinguish an element
of N [X] from a connected component Ci, therefore the tie breaking rule
has to be changed according to the specific separation goal.
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h g f e j c abdi

fσ :10 8 10 9 9 9 7 3810

i d h g f e j c ab

fσ : 10 10 810 9 9 8 37

i d h g f e j c ab

9

i d h f e b j c ag

i d h g e c b j af

fσ :

i d h f e c b j ag

10 10 910 9 9 7 8 38

i d h f e c b j ag

fσ : 10 10 910 9 9 7 8 38

i d h g e c b j af

i d h af g e c b j

i d h g e c b j af

fσ : 10 10 910 9 9 7 8 38

i d h af g e c b j

i d h f g e c b j a

10 9 7 8 381010 910fσ :

fσ :10 10 10 9 9 7 8 3810

i d h f g e c b j a

i d h f g e c a b j

i d h f g e c a b j

i d h f g e c a j b

fσ : 10 10 9 9 9 8 8310 7

Figure 6. LexBFS Li-Wu pivoting (Li and Wu, 2014) along fσ tie breaking (g, f, e) alterna-
tives
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2.2.2 Unsigned LexDFS Partition Refinement Case

Proposition 2.2 (Xu, Li, and Liang, 2013). The moplex X containing σn
is consecutive and the last connected component is a full component w.r.t
N(X) different fromX.{

σ =
[
C1
1 , N

1, (Y 2 ∪ C2
p), N

2, . . . , (Y s ∪ Cs
p), N

s,X
]

N(Cp) = N(X) = ∪s
r=1N

r

Proof. Let cr1 (resp. cr−1) denotes the first (resp. last) element in Cr
p ∪ Y r

w.r.t. σ and correspondingly, let nr
1 (resp. n

r
−1) denote the first (resp. last)

element in N r for all r ∈ [1, s].

• X is consecutive the case study

· σ =
[
. . . ,X1, Y, C1

c , . . . ,X
2
]

Let i < k < l such that σi ∈
X1, σk ∈ C1

c and σl ∈ X2 then i?l : k implies ∃i < j < k such
that j?k : l; by moplex definition and choosing the minimum k
index, Y could not belong toN(X), therefore Y ⊂ Cc for some
c.

· σ =
[
. . . ,X1, Y,X2

]
from previous inclusion, Y ⊂ (∪Cc) for

some parts of some connected components; by moplex defini-
tion, we have X1?X2 : Y and X2 : Y , then by pivoting rule
σn ∈ X2 could not be the last element in σ.

leads to consecutiveness of the last moplex.

Since there is nothing to prove for a single connected component, we
assume p > 1 and N(X) = ∪s

r=1N
r.

• σ =
[
Y 1 ∪C1

p , N
1, . . . , (Y r ∪Cr

p), N
r, . . . , (Y s ∪ Cs

p), N
s,X

]
since σ1 �∈ (Cp ∪X).

Observe, it holds true

· Y r = Cr
c for a single connected component c; let c be the con-

nected component whose first element cr1 of C
r
p ∪Y r belongs to,

since Cc : Cp for any c �= p, by pivoting rule at cr1, which in-
sertsN(cr1) ahead all remaining elements σ[2r, 2s+1], we have
Y r = Cr

c .

· N r and Cr
c = Y r are tree connected by definition of the pivot-

ing rule, once more. In particular, Y1 ⊆ C1 � σ1.
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Then, consider the parts of any connected componentCc and partsN r

ahead, i.e. r ∈ [1, t]; the tree structure of Ct+1
c is refined w.r.t. N r by

· σi?c
t+1
1 where σi �= nr−1 ∈ N r let σk = ct+1

1 and σl ∈ X so

that i?l : k, then ∃i < j < k such that j?k : l, a contradiction
since σj ∈ N r?X for all r ∈ [1, t].

· nr−1 : c
r+1
1 since at pivoting step nr−1, c

r+1
1 is ahead ofN(nr−1)

among elements in σ[2r + 1, 2s + 1].

· cr−1 : n
r
1 since at pivoting step cr−1, n

r
1 is ahead of N(cr−1)

among elements in σ[2r, 2s + 1].

· Cr
c parts are consecutive Suppose there exists 2 consecutive

parts Cu
c and Cv

c separated by a part of a different component
Cu+2
c′ with v > u + 3 then by connectedness there exists σi ∈

Cu
c , σl = cv1 ∈ Cv

c and σk = cu+2
1 ∈ Cu+2

c′ such that i?l : k
since Cc : Cc′ , therefore ∃i < j < k such that j?k : l. However,
σj ∈ Nu+1 or else c′ = c, so let i′ = j, k′ = l and l′ > k′
such that σl′ in moplexX then i′?l′ : k′ and consequently ∃i′ <
j′ < k′ such that j′?k′ : l′; σj′ �∈ N r for r ∈ (u, v) or else it
contradictsN r?X by moplex definition, therefore σj′ ∈ Cc′′ for
c′′ �= c a contradiction too.

· nr
−1?c

t+1
1 for all r ∈ [1, t] where Ct+1

c is the first part in σ of

component Cc; suppose there exists σi = nr
−1 ∈ N r, σk =

ct+1
1 ∈ Ct+1

c and σl ∈ X such that i?l : k then ∃i < j <
k such that j?k : l, then σj ∈ Cq

c′ for r < q < t or else it
contradicts N q?X by moplex definition; however c′ �= c yields
a contradiction too.

which leads to N(Cc) = ∪t
r=1(N

r) for all connected component
Cc = ∪t+1

r=qC
r
c except possibly for the first and the last. As for the

last component, if N s = ∅ or N s ⊂ N(Cs
p) then we are done, oth-

erwise there exists σl ∈ N s such that σl : Cp then, by moplex defi-
nition, there exists σi ∈ Cr

c for some c �= p such that i?l : k for any
σk ∈ Cp; but then N s should be ahead of Cp by above arguments,
whence N s = ∅ for this case too; therefore, Cp is a full component
different from X and N(X) a minimal separator.

�
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3. Four LexBFS Sweeps Interval Graphs Recognition

A graph is an interval graph if and only if it is chordal and AT-free,
dates back to Lekkerkerker and Boland (1962/63). A characterization, in-
dependently observed by many authors (see Corneil, Olariu, and Stewart,
2009/10 for references) and more tightly related to LexBFS, relies on semi-
umbrellas.

Theorem 3.1 [oriented semi-umbrellas] A graph is an interval graph if and
only if there exists a linear order on the vertices such that for all u < v < w,
If u?w then u?v.

Unless a valid endpoint for an interval representation is known, a first
LexBFS sweep is necessary to find such a good endpoint. In spite of the
importance of the choice of a good endpoint, the first sweep is therefore a
standard LexBFS sweep. Since the interval property is invariant under re-
versal, the following sweeps apply on reversal of the previous LexBFS or-
dering (an operative version of the underlying PQ-tree structure known as
the Flipping lemma (Lekkerkerker and Boland, 1962/63).

The second sweep is a standard LexBFS sweep too, but collects the
semi-umbrellas in a transitively reduced fashion, namely if u < v1 < . . . <
vp then u?

{
vi, vi+1

}
are collected as triples (u, vi, vi+1) in forward semi-

umbrellas F ; similarly if v1 < . . . < vq < u then triples (u, vi+1, vi)may be
collected too, as backward semi-umbrellas B (for unit interval recognition);
it is done online in O(m). In Corneil et al. (2009/10), the triples are linked
such that an item may be removed from all triples in O(the number of oc-
currences of the item) for easy deletion; the cardinalities are therefore stored
for fast deletion. In our implementation, we use sparse matrix representation
(in column major ordering indeed) so that a triple (u, v, w) → T [v, u] and
fulfills the required complexity. Of special importance is the largest neigh-
bor in N [u] along the LexBFS ordering for each u; obviously, it appears in
a semi-umbrella, if any.

P. Li and Y. Wu (Li and Wu, 2014) observe that the original LexBFS
algorithm (Corneil et al., 2009/10) simplifies to four sweeps by condensing
two consecutive sweeps into the second as described above. They refer to
the largest neighbor in a sweep σ as fσ(u); obviously fσ(u) ≥ σ−1(u) since
u ∈ N [u]. Let us call the pivot part, the set of vertices S in the first part in the
partition refinement; equivalently, the set of vertices with the lexicographi-
cally largest label in the labeling scheme. The standard LexBFS breaks ties
among all elements in S by selecting the first, whence the doubly linked list
efficiency. Let σ be the LexBFS ordering obtained by the second sweep;
then, they apply a third LexBFS sweep ρ starting with σ(n) as first pivot,
with a special tie breaking rule at each pivot part S. let α (resp. β) be the
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elements in S appearing first (resp. last) in σ, let w be any vertex in S with
maximum fσ(w), then select the pivot as:

• α if it is not finished, i.e. forward semi-umbrellas remain Fσ(α) \
Fρ(α) �= ∅

• β if fσ(w) ≤ β, any semi-umbrella w.r.t. w occurs before β
• w otherwise.

It may be confusing to refer to forward umbrellas without stressing the
sweep which they are collected in: for I-ordering, we have to check con-
secutiveness of forward umbrellas, hence the relevance of forward umbrel-
las for the second and fourth sweeps, erasing the apparent ambiguity. The
rule is fine but expensive since it requires a three parallel LexBFS sweep
after sorting w.r.t. fσ the largest neighbor obtained in second sweep. Their
proof implicitly involves the largest neighbor in the topological sort of for-
ward semi-umbrellas as a necessary condition in Theorem 3.1; then, an extra
sweep (on reversed ordering) folds ordered semi-umbrellas into consecutive
unless it is not an interval graph.

First, we claim that the parallel sweep further simplifies to 2 parallel
sweeps, one on the decreasing order of largest neighbor in second sweep
and the other on the reversal of second sweep, respectively ρ3 and ρ2 in
(Li and Wu, 2014) notations with pivot w and β respectively.

Proposition 3.1 [reversal invariance of ρ2 parts] The refined parts in ρ2 cap-
ture refined parts in both ρ2 and ρ1

Proof. Let S be a pivot part in the two parallel LexBFS sweep; if S is a
clique there is no umbrella possibility within S whatever pivot is chosen.
Tie breaking rule simplifies to a three way branch, either endpoint of the
pivot part of ρ2 or the pivot of ρ3 (equivalently an item with largest neighbor
in pivot part which may differ from largest neighbor associated with either
endpoint of ρ2). Assuming parts in ρ2 remain invariant under reversal, i.e.
reversal of ρ2 = ρ1, whatever the pivot is among w, β and α for implicit ρ1
since LexBFS refinement keeps initial ordering within parts, the parts in ρ2
remain invariant by reversal.
�

Since the pivot part is the same up to reversal for ρ2 and ρ1 in parallel
sweeps, the doubly linked list structure for items is enhanced by circular
shift to retrieve either endpoint. Instead of two O(m + n) parallel sweeps,
a question is raised about the overall complexity of sorting the pivot part
w.r.t. the largest neighbor on demand (instead of the offline counting sort
after the second sweep and a 2 parallel sweeps). According to Corneil et al.
(2009/10), let’s say α flies whenever its largest neighbor belongs to a refined
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part different from the pivot part. If the pivot part is singleton or the classical
pivot (head of the pivot part) α flies, the pivot should be α and there is no
need for w flying test in Li-Wu sense.

Finally, using the semi-umbrellas structure, SU (Corneil et al.,
2009/10), which keeps track of the remaining forward semi-umbrellas at
each item, along with a reference to the largest neighbor in second sweep,
the third sweep operates (on the reversed second sweep ordering) with the
following rule:

Definition 3.1 [interval graph tie breaking]

• if | SU [α] |> 0 or α flies, then pivot=α (head of pivot part)
• otherwise, for each w in pivot part, sort w.r.t. unassigned largest
neighbor flying in O(|pivot part|); if any then pivot=w else pivot=β
(tail of pivot part)

and the proof of correctness remains unchanged. The complexity of main-
taining the semi-umbrellas structure, delete (v) and | SU [v] | remains
O(deg(v)) (Corneil et al., 2009/10), therefore the amortized (sorting on de-
mand) complexity is O(m+n), since the worst case of sorting on demand is
O(n2) for the complete graph, i.e. O(m). It improves over parallel sweeps
in O(m + n) by significantly scaling down the constant. We report exam-
ples from Li and Wu (2014) under various starting permutations. The four
sweeps are followed by a realizer, i.e. an ordering among the set of permu-
tations fulfilling the interval property, giving the endpoints of the interval
associated with its corresponding item in last permutation.

3.1 Corneil’s Example

As a teaching example for LexBFS structure description (Corneil et al.,
2009/10), it is cited in the four sweeps algorithm too (Li and Wu, 2014).

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

δ

σ

ρ′
τ ′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
20 8 2 4 21 16 15 9 12 13 11 14 17 10 18 7 19 6 5 3 1 22

22 4 3 2 5 6 7 8 9 18 17 12 14 13 11 15 16 10 19 20 21 1

1 2 20 8 4 6 7 9 18 17 12 11 13 15 14 16 10 19 5 3 21 22

22 4 21 20 8 2 19 18 17 9 12 16 15 13 14 11 10 7 6 5 3 1

⎤
⎥⎥⎥⎦

I =

[
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

2 21 4 6 19 22 8 10 11 18 16 13 14 16 15 17 17 19 20 20 21 22

]

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

δ

σ

ρ′

τ ′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
22 4 3 2 5 6 7 8 9 18 17 12 14 13 11 15 16 10 19 20 21 1

1 2 20 8 4 19 18 17 9 12 16 15 13 11 14 10 7 6 5 3 21 22

22 4 2 20 8 6 7 9 18 17 12 11 13 15 14 16 10 19 5 3 21 1

1 2 3 4 5 6 7 8 9 10 11 13 12 14 15 16 17 18 19 20 21 22

⎤
⎥⎥⎥⎦

I =

[
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

2 20 4 22 6 8 9 20 18 11 13 15 17 14 16 16 18 19 19 21 21 22

]
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

δ

σ

ρ′

τ ′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

4 14 12 8 9 13 2 11 15 16 17 10 18 7 19 6 20 5 3 21 22 1

1 2 3 4 5 6 7 8 9 18 17 12 16 15 13 11 14 10 19 20 21 22

22 4 2 20 8 6 7 9 18 17 12 11 13 15 14 16 10 19 5 3 21 1

1 2 3 4 5 6 7 8 9 10 11 13 12 14 15 16 17 18 19 20 21 22

⎤
⎥⎥⎥⎦

I =

[
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

2 20 4 22 6 8 9 20 18 11 13 15 17 14 16 16 18 19 19 21 21 22

]

3.2 Ma’s Rxample

This famous example was personally given by T. Ma to D.G. Corneil
as a counterexample to his early version of multisweeps algorithm for inter-
val graph recognition; as such, it is another teaching example to probe the
various multiple LexBFS sweeps algorithms (Li and Wu, 2014).

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

δ

σ

ρ′
τ ′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 2 15 5 14 6 9 8 10 11 12 13 7 4 16 3 17

17 16 5 2 4 6 7 8 10 9 12 11 13 14 15 3 1

1 2 16 5 4 6 14 9 8 10 12 11 13 7 15 3 17

17 16 5 2 15 14 9 6 13 12 11 10 8 7 4 3 1

⎤
⎥⎥⎥⎦

I =

[
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

2 4 15 17 6 8 13 15 10 12 12 13 14 14 16 16 17

]

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

δ

σ

ρ′
τ ′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
17 16 5 2 4 6 7 8 10 9 12 11 13 14 15 3 1

1 2 3 4 6 5 14 9 13 12 11 10 8 7 15 16 17

17 16 2 5 4 6 14 9 8 10 12 11 13 7 15 3 1

1 2 3 4 6 5 7 8 10 9 11 12 13 14 15 16 17

⎤
⎥⎥⎥⎦

I =

[
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

2 16 4 6 14 16 8 10 12 14 12 13 13 15 15 17 17

]

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

δ

σ

ρ′

τ ′

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
14 2 5 15 9 6 12 11 10 13 8 7 4 16 3 1 17

17 16 5 2 4 6 7 8 10 9 11 12 13 14 15 3 1

1 2 16 5 4 6 14 9 8 10 12 11 13 7 15 3 17

17 16 5 2 15 14 9 6 13 12 11 10 8 7 4 3 1

⎤
⎥⎥⎥⎦

I =

[
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

2 4 15 17 6 8 13 15 10 12 12 13 14 14 16 16 17

]

4. Dynamic Thresholding

4.1 Extreme Rays of the Cone of Robinsonian Matrices

As a special case of Monge matrices (Rudolf and Woeginger, 1995;
Klinz, Rudolf, and Woeginger, 1995), it has long been known that Robin-
sonian matrices form a cone whose extreme rays have a simple structure (P.
Arabie and L. Hubert (Hubert and Arabie, 1994) already mention it, at least
implicitly). An upper trapezoidal staircase matrix is defined as a binary(0-1)
matrix such that the sequence of rightmost 0 index r0(i) in row i is non-
decreasing along the rows r0(i) ≤ r0(i + 1) . . .; correspondingly, we will
note l0(i) the leftmost 0 in row i to account for lower trapezoidal staircase
matrix.
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Up to symmetry and due to the 0-diagonal structure of Robinsonian
dissimilarities, the following staircase Robinsonian dissimilarities form the
extremal rays of the cone of the n× n Robinsonian dissimilarities.

U ij
pq = 1 for all 1 ≤ p ≤ i, r0(p) ≤ q ≤ n

Lij
pq = 1 for all i ≤ p ≤ n, 1 ≤ q ≤ l0(p)

Let U = {(U ij , rij0 )|1 ≤ i < n, i + 1 ≤ j < n}, L = {(Lij , lij0 )|j + 1 ≤
i < n, 1 ≤ j < n} where rij0 (lij0 resp.) is a non-decreasing sequence of
indices of rightmost (leftmost resp.) 0 associated with U ij (Lij resp.) rows.

Lemma 4.1 Every non-negative Robinsonian dissimilarity D is an affine
combination of

{U ∪ L}
D =

∑
υijU

ij +
∑

λijL
ij, υij ≥ 0, λij ≥ 0

Proof. Suppose the contrary, i.e. there exist non-negative Robinsonian dis-
similarities which cannot be represented as an affine combination of matri-
ces in

{U ∪ L}. Let D, w.l.o.g. an upper trapezoidal, non-negative Robin-
sonian dissimilarity be a counterexample with the maximum number of 0
entries; let rD0 be the sequence of indices of rightmost 0 along the rows.
Then, find the minimum entry, say α = dk(rD0 (k)+1) in D adjacent to each
rightmost 0, taking the lowest rightmost in case of ties. Next, from rD0 , select
in U the associated non-negative (U ij , rij0 = rD0 ). ClearlyD′ = D−α(U ij)
is still a Robinsonian dissimilarity with at least one more zero d′k,(rD0 (k)+1)

contradicting the assumption.
�

On the contrary, anti-Robinsonian matrices do not form a cone as the
counterexampleA+B = C, shows for i < j < k

⎡
⎣
0 1 2
1 0 2
2 2 0

⎤
⎦+

⎡
⎣
0 2 2
2 0 1
2 1 0

⎤
⎦ =

⎡
⎣
0 3 4
3 0 3
4 3 0

⎤
⎦

max(aij , ajk) ≥ aik, max(bij , bjk) ≥ bik

max(cij , cjk) < cik = aik + bik

The LexBFS partition refinement algorithm splits neighbors of the
pivot in a part just in front of the parts they are extracted from, hence
the doubly linked list structure within part, for easy extraction of neigh-
bors, as well as among parts, for easy insertion of new parts. It is well
known that LexBFS operates on the graph complement provided insertion
takes place at rear. This observation is crucial in Robinsonian matrices case
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since both dissimilarity and similarity are in complement correspondence
sij = M − dij where M is the maximum value in D (under non-negative
entries mild assumption). As a consequence, alternating front/rear insertion
in first LexBFS sweep still yields a valid endpoint for an underlying interval
graph recognition. A preprocessing counts the number of times the maxi-
mum value occurs per row then sorts the rows appropriately by counting sort
in overall O(n2) .

Finally, observe that among extreme rays of the cone those that touch
the diagonal divide the dissimilarity in independent components; in other
words, upper right corner belonging to (up to scaling) U yields a P -node in
the PQ-tree. Dividing a matrix in such P -node requires O(n2). We recall,
from Section 1 that difficult recognition instances come from such multiple
common values, therefore it is likely to occur in Robinsonian matrices. The
quite effective trick consists in alternating front/rear insertion at each pivot
step along dynamic thresholding: let m,M be respectively the minimum
and the maximum over the unassigned items for the pivot p then we insert
all unassigned v such that dpv ≤ m (resp. dpv ≥ M ) in front (resp. at
rear) of the part it is extracted from, in two consecutive passes for the same
pivot. The complexity still remains O(m) = O(n2) for the whole sweep.
The lemma on the extreme rays structure guarantees that we get a P -node,
together with a valid endpoint for interval representation at the end of the
first sweep.

Furthermore, within the same complexity O(n2), it is clear that we
can retrieve a threshold for each diagonal block where a clash w.r.t. the
Robinson property occurs in the upper left corner. Therefore, we can con-
quer each diagonal block with a different threshold, a feature not apparent
in previous algorithms (both PQ-tree based and LexBFS based).

4.2 The Partition Avoiding Lemma

After B. Dietrich (Dietrich, 1990), let us define

Definition 4.1 [Robinson violated umbrella] An ordered sequence i < j <
k is violated for dissimilarity D, if max(dij , djk) > dik; it means dik is de-
fined and at least one among dij ≤ dik and djk ≤ dik inequalities is violated.

To each non-violated umbrella i < j < k, we associate a semi-
umbrella i?

{
j, k

}
in the (interval) graph sense. As a consequence, a sparse

dissimilarity is Robinsonian if and only if the non-violated semi- umbrellas
fulfill the UI property.

To avoid confusion with above notation for a path in a graph, let us
denote a sequence i <σ j <σ k... w.r.t. a partitioning order σ, as an ordered
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tuple (i, j, k...)σ and a Robinson violated umbrella as d(i, j, k)σ for short;
by a little abuse of notation, d(i, j, k)σ means the semi-umbrella is not vio-
lated (dik is not defined or else if dij is defined then dij ≤ dik and if djk is
defined then djk ≤ dik).

Definition 4.2 A pivot x in the partition refinement splits y, z belonging to
the same part (denoted by (x | y, z)σ) if x occurs first in σ partitioning or-
der, dxy < dxz for both defined entries and for all u <σ x, d(u, y, z)σ

Again by abuse of notation, (x � | y, z)σ means that x does not split
(y, z)σ independently of its occurence in σ (not necessary the first). A
Robinson ordering π for a dissimilarity D means that the symmetrically
permuted matrix Dπ is Robinsonian. By a slight abuse of language, a dis-
similarity is still said Robinsonian whenever such a Robinson ordering ex-
ists.

Definition 4.3 Given distinct elements x, y, z, a path from x to z avoiding y
is a sequence (x = u0, u1, . . . , uk, uk+1 = z) such that d(ui, y, ui+1) for all
0 ≤ i ≤ k.

Once more, we need a slight modification to handle missing entries,
since d(ui, y, ui+1)σ required duiui+1

to be defined by Definition 4.1.

Definition 4.4 Given distinct elements x, y, z, a sequence from x to z avoid-
ing y is a sequence (x = u0, u1, . . . , uk, uk+1 = z) such that there exists a
subsequence which is a path from x to z avoiding y.

As an easy consequence of this definition,

Lemma 4.2 Let a dissimilarity be sparse Robinsonian; if there exists a se-
quence from x to z avoiding y, then y cannot lie between x and z in any
Robinson ordering π.

We borrow the refinement rule in Laurent and Seminaroti (2016) that
sorts the neighbors ys of the pivot x within the same part w.r.t. increasing
values of defined dxy and then adapt their proofs to handle missing entries
dxz in the same part. In particular, we need extending the splitting from a
pair to a part.

Definition 4.5 A pivot w in the partition refinement splits a part p (denoted
by (w | p)σ) if (w | y, z)σ for some y, z ∈ p.

To emphasize the separation, the part p is denoted by [y, z] for ease of
reading but may contain more elements.
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Lemma 4.3 [Laurent and Seminaroti, 2016] Let (x, y, z)σ in a partition re-
finement of a P -node and suppose there exists an ordering π such that Dπ

is Robinsonian with (x, z, y)π , then for all u ≤σ x such that duz is defined,
(u � | [y, z])σ .
Proof. W.l.o.g. we assume dxy being defined. Suppose (x | y, z)σ then
dxy < dxz and d(x, z, y)π yields the contradiction dxz ≤ dxy < dxz on both
defined values; therefore (x � | y, z)σ starts the induction. By contradiction,
let us assume there exists a pivot w <σ x such that (w | y, z)σ , then dwy <
dwz and for all u <σ w, d(u, y, z)σ ; observe that both dwy and dwz are
defined and suppose (w, z, y)π for some Robinson ordering π, then we get
the contradiction dwz ≤ dwy < dwz; whence,⎧⎪⎨

⎪⎩
(w, x, y, z)σ

(w | [y, z])σ , dwy < max(dwx, dwz)

d(x, z, w)π

where the part stresses the actual separation and the inequality holds trivially
if dwx is missing, else it reflects the splitting of part w.r.t the 2 separated
values dwy < dwz .

We claim that there exists v ≤σ w such that (v | x, y)σ or else, x
belongs to the same part as [y, z] and since w is the first occurrence that
splits it, the refinement at pivot w yields

• if dxw is missing: x is assigned to the part associated with y at pivot
w or else it contradicts (w, x, y, z)σ .

• if dxw is defined: dwy < dwz ≤ dxw by the last 2 relations, i.e.
(w, y, x)σ , a contradiction to the first relation.

Since (w | [y, z])σ , it implies (v | [x, z])σ in part sense.
Observe d(x, v, y)π or else d(x, y, v)π and (v | x, y)σ yields the con-

tradiction dxv < dyv ≤ dxv. We claim further, v <π z if dzv is de-
fined, or else suppose d(x, z, v)π for contradiction, then dzv ≤ dxv < dvy
since (v | x, y)σ; it implies

{
x, z

}
are in the same part after pivoting v, i.e.

(v | [y, z])σ , a contradiction to w being the first splitting, (w | [y, z])σ .
Altogether, it achieves the induction step with the reversal π̃ of π,

which is a Robinson ordering too,⎧⎪⎨
⎪⎩
(v,w, x, z)σ

(v | [x, z])σ , dvx < max(dvw, dvz)

d(w, z, v)π̃

which concludes the proof.
�
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Notice, on the contrary to dense case, the proof is not constructive
under missing entries. Consider the induction step and assume dvz is miss-
ing; let examine the conditions for z <π v contradiction to hold: sup-
pose d(x, z, v, y)π , since d(v, x, y, z)σ and dxy is defined, we have dxy ≤
dvy ≤ dxy from respectively σ and π orderings, i.e. dxy = dvy ; more-
over, from d(v,w, y)σ , it holds dwy ≤ dvy . As a consequence, if dxz is
defined (as in dense case), then dxz ≤π dvx <σ dvy = dxy = dxz since
(x � | y, z)σ for last equality, where superscripts stress the ordering used
to derive the comparison of entries (no confusion may arise with compar-
isons of indices in the orderings); clearly it is a contradiction, and put fur-
ther shed on the role of defined entries dvz and dxz . However, if dvz is
missing but dxw is defined then d(x, z, w, v, y)π leads to the chain rule:
dxw ≤π dxv <σ dvy = dwy <σ dwz ≤π dxw, by using (v | x, y)σ and
(w | y, z)σ , a contradiction; it proves the claim v <π z and the induction
step under the weak sense of dvx < max(dvw, dvz).

Corollary 4.1 Let D be a sparse Robinsonian dissimilarity, σ an ordering
obtained by the sorting refinement rule on a P -node, and consider distinct
elements (x, y, z)σ then

{
dxy ≤ max(dxz, dyz)

if d(x, z, y)π for some π then the sequence (x, z) does not avoid y

Proof. First, assume by contradiction dxy > max(dxz, dyz) and let x <π y
in Dπ Robinsonian dissimilarity; notice that dxy is defined and at least one
of dxz and dyz is appropriately defined. d(x, y, z)π (resp. d(z, x, y)π) im-
plies dxy, dyz ≤ dxz = max(dxz, dyz) (resp. dzx, dxy ≤ dzy = max(dzx, dzy))
a contradiction. Therefore, d(x, y, z)π and by Lemma 4.3 we have for all
u ≤σ x such that duz is defined, (u � | y, z)σ ; for u = x it specializes to
dxz ≤ dxy contradicting the assumption. Last, if the sequence (x, z) avoids
y then by the lemma, dxz > dxy a contradiction to d(x, z, y)π .
�

Lemma 4.4 [Partition Avoiding Lemma] Let (x, y, z)σ in a partition refine-
ment of a P -node of a sparse Robinsonian dissimilarity. If d(x, z, y)π for
some Robinson orderingπ whose reversal π̃ is a Robinson ordering too, then
there does not exist a sequence (x = u0, u1, . . . , uk, uk+1 = z) avoiding y
with ui <σ z, for all 1 ≤ i ≤ k.

Proof. Since a sequence contains a path as a subsequence, the result follows
by applying the path avoiding lemma (Laurent and Seminaroti, 2016).
�
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However, unlike in dense case, the proofs are not constructive; in
particular, nothing is said about assigning a missing entry to a part along the
partition refinement when dvz is missing as observed above and we state

Conjecture 4.1 There exists a sorting rule that assigns missing entries to
parts such that the lemma Lemma 4.3 holds under missing dvz .

Notice the importance of operating on a P -node in the proofs, since
the missing entries deeply affects the partition refinement, so the decom-
position using the dynamic thresholding rule on sparse submatrices (whose
rows have the same maximum value) strongly reduces ties on subsequent
sweeps using the sorting refinement rule. Up To this restriction to P -node,
the multisweep algorithm using the sorting refinement rule in Laurent and
Seminaroti (2016) applies provided a good starting point is found; it leads
to the O(n2 + nk log(n)) complexity where k is less than the number of
different entries as stated in this reference.

Last, the UI property of non-violated semi-umbrellas suggests, after
the interval graph recognition case, that the number of sweeps should not
exceed 4 and therefore, achieve an optimal recognition algorithm for sparse
Robinsonian matrices as well. Apart from assignment of missing entries to
parts, a challenging task remains to deal with missing entries in the Li-Wu
framework (Li and Wu, 2014), to guarantee that the parts in the 3 parallel
orderings sweep, contain the same indices, on the one hand (or else by the
UI property, it could not be sparse Robinsonian); even though this condition
is likely satisfied, it does not guarantee that the endpoints of the pivoting
parts do not involve missing entries, on the other hand.

5. Discussion

5.1 Practical Issues

It is customary to account for O(m + n) complexity, m the number
of edges and n the number of vertices, for a LexBFS sweep; it assumes in a
multiple sweeps algorithm, like interval graph recognition, that the mapping
of vertices changes from one sweep to the other. Dynamic renumbering of
vertices happens to become quite cumbersome for huge graphs that overflow
in memory and even intractable if the neighborhood is given by a read-only
media. For a LexDFS sweep, the vertices extracted from each part have
to keep their relative ordering in the newly created part ahead of the current
refinement; it introduces aO(logm) factor for the worst case complexity. In
our implementation, the mapping is done online, in the same way for both
LexBFS and LexDFS ; it requires sorting the vertices extracted from a part,
according to the permutation entering the sweep, unless the cardinality of
the extracted vertices is 1 or equal to the whole part. Our belief is that the
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amortized complexity for LexBFS case is far below the O(logm) worst
case, following the observations about all different/same values for Robin-
sonian matrices (the occurence of a singleton or the whole part adjacent to
the pivot is not scarce at all). If a dedicated study proves the amortized
complexity far above O(m), then it raises the question whether the doubly
linked list structure is well suited.

5.2 Sparse Example

5.2.1 Dynamic Thresholding Rule

Starting from a sparse matrix drawn from a dense Robinsonian dissimilarity
(Préa and Fortin, 2014),

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 9 2 11 6 11 6 9 11 6 11 6 11 11 9 11 6
9 0 9 11 2 11 6 1 11 6 6 11 1 11 3
2 9 0 11 6 11 6 6 9 11 6 11 6 11 11 11 6
11 11 11 0 11 8 11 11 11 11 8 11 1 8 2
6 2 6 11 0 11 4 2 11 4 6 11 11 2 11
11 11 11 8 11 0 11 11 1 11 5 11 6 3 11 6 11
6 6 11 0 4 3 11 4 11 4 11 11 3 11 2

6 6 11 4 11 4 0 5 11 1 11 4 11 5 11 4
9 1 9 11 2 11 3 5 0 11 5 11 6 9 11 11 3
11 11 11 11 1 11 11 11 0 11 5 11 7 2 11 6 11
6 6 6 11 4 11 4 1 5 11 0 11 2 4 11 11 5 11 4
11 11 8 5 11 11 11 5 11 0 11 11 2 5 11 1 11
6 6 6 11 4 6 2 11 0 4 11 11 6 11

11 6 4 9 11 4 11 4 0 11 11 11 6
11 11 11 1 11 6 11 11 7 11 2 11 11 0 7 11
11 11 8 11 3 11 11 11 2 11 5 11 11 7 0 11 7
9 1 2 11 3 5 11 5 11 6 11 0 11 3
11 11 11 2 11 6 11 11 6 11 1 11 11 7 11 0
6 3 6 11 2 4 3 11 4 11 6 11 3 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

we get the sparse Robinsonian realizer, i.e. a permutation among all the per-
mutations fulfilling the Robinson property for all sets of completely speci-
fied triples with respect to the permutation)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 1 2 3 6 6 6 9 9 11 11 11 11 11
1 0 2 3 3 5 5 6 9 11 11 11 11 11
1 0 2 3 3 5 5 6 9 9 9 11 11 11 11 11 11
2 2 2 0 4 4 6 6 6 11 11 11 11 11 11
3 3 3 0 2 4 4 6 6 6 11 11 11 11

3 3 2 0 4 4 4 6 6 11 11 11 11 11 11
6 5 5 4 4 4 0 1 4 6 11 11 11 11 11 11
6 5 5 4 4 4 1 0 2 4 6 6 11 11 11 11 11 11 11
6 6 6 4 2 0 4 6 6 11 11 11 11 11

9 6 6 4 4 4 0 11 11 11 11 11 11
9 9 6 6 6 6 6 6 0 2 11 11 11 11 11 11 11
9 9 9 6 6 6 6 6 2 0 11 11 11 11 11 11 11
11 11 11 11 11 11 11 11 11 0 1 2 8 8 8
11 11 11 11 11 11 11 11 11 11 1 0 2 6 7 7
11 11 11 11 11 11 11 11 11 11 2 0 1 6 6 7

11 11 11 11 11 11 11 11 11 11 8 2 1 0 5 5 5
11 11 11 11 11 11 11 11 11 11 8 6 6 5 0 1 3
11 11 11 11 11 11 11 11 11 11 11 7 6 5 1 0 2

11 11 11 11 11 11 11 11 11 11 8 7 7 5 3 2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Renaming upper left corner from 1 to 12 we observe a chordless four
cycle

{
1, 2, 6, 3

}
, an obstruction to interval graph; yet, as a special case of

Monge property, in antimatroid sense it should.

214



Robinsonian Matrices

After first alternating front/rear insertion sweep (undermin /max dy-
namic thresholding), starting with the identity, we get the P -nodes

⎧⎨
⎩

[
19 7 17 9 2 5 11 8 14 13 3 1

]
�→ 9[

4 18 16 6 15 12 10
]
�→ 7

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 2 3 3 3 4 4 6 6 6 11 11 11 11
2 0 3 3 4 4 4 6 6 11 11 11 11 11 11
3 3 0 1 2 5 5 6 9 11 11 11 11 11
3 3 0 1 2 5 5 9 6 9 9 11 11 11 11 11 11
3 1 1 0 2 6 6 6 9 9 11 11 11 11 11

2 2 2 0 4 4 6 6 6 11 11 11 11 11 11
4 4 5 5 6 4 0 1 4 2 6 6 11 11 11 11 11 11 11
4 4 5 5 6 4 1 0 4 6 11 11 11 11 11 11
6 9 6 4 4 0 4 11 11 11 11 11 11

4 6 6 6 2 4 0 6 6 11 11 11 11 11
6 6 9 9 6 6 6 6 0 2 11 11 11 11 11 11 11
6 6 9 9 9 6 6 6 2 0 11 11 11 11 11 11 11

11 11 11 11 11 11 11 11 11 0 2 8 8 1 8
11 11 11 11 11 11 11 11 11 11 2 0 7 6 1 6
11 11 11 11 11 11 11 11 11 11 8 7 0 3 7 5 2

11 11 11 11 11 11 11 11 11 11 8 6 3 0 6 5 1
11 11 11 11 11 11 11 11 11 11 1 7 6 0 2 7
11 11 11 11 11 11 11 11 11 11 8 1 5 5 2 0 5
11 11 11 11 11 11 11 11 11 11 11 6 2 1 7 5 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Again, notice that Chepoi and Fichet (1997) no longer applies on threshold
graphs with missing entries, for example on lower right block after renaming
from 1 to 7, it yields:

S = S8(2) = S8(3) = S8(4) =
{
6
}
, C =

{
2, 3, 4

}
, L =

{
1, 5, 7

}
⎧⎪⎨
⎪⎩

S− = ∅, L− =
{
1
}

S+ =
{
6
}
, L+ =

{
5, 7

}
S= = ∅

but the ordering
{
1
}
,
{
2, 3, 4

}
,
{
5, 7

}
,
{
6
}
fails since L− and C have to be

mixed due to missing entry d17 for a compatible ordering 3, 1, 2, 4, 5, 7, 6

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
2
3
4
5
7
6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 2 5 6 7
1 0 3 5 6 6 8
2 3 0 5 7 7 8
5 5 5 0 1 2 8
6 6 7 1 0 2
7 6 7 2 0 1

8 8 8 2 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

3
1
2
4
5
7
6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 2 3 5 7 7 8
2 0 1 5 6 7
3 1 0 5 6 6 8
5 5 5 0 1 2 8
7 6 6 1 0 2
7 7 6 2 0 1
8 8 8 2 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

5.2.2 Sorting Refinement Rule

Consider the upper left P -node in above example, and sort the
rows by decreasing maximum value, say [3, 4, 5, 9, 11, 12, 7, 8, 1, 2, 6, 10].
Then, the sorting rule adapted to missing entries refines as (trivial pivoting
skipped)
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[3, [5], [6], [1, 2], [7, 8], [10], [12], [4, 9, 11]]

[3, 5, [4], [6], [1, 2], [7, 8], [10], [12, 11], [9]]

[3, 5, 4, [6], [1, 2], [7, 8], [10], [12, 11, 9]]

[3, 5, 4, 6, [1, 2], [7, 8], [10], [12, 11, 9]]

[3, 5, 4, 6, 1, [2], [7, 8], [10], [12, 11, 9]]

[3, 5, 4, 6, 1, 2, [7, 8], [10], [12, 11, 9]]

[3, 5, 4, 6, 1, 2, 7, [8], [10], [9], [12, 11]]⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 2 3 3 5 5 6 9 0
1 0 1 2 3 6 6 6 9 9

1 0 2 3 3 5 5 6 9 9 9
2 2 2 0 4 4 6 6 6
3 3 3 0 2 4 4 6 6 6
3 3 2 0 4 4 4 6 6
5 6 5 4 4 4 0 1 2 4 6 6
5 6 5 4 4 4 1 0 4 6
6 6 6 4 2 0 4 6 6

9 6 6 4 4 4 0
9 9 9 6 6 6 6 6 0 2

9 9 6 6 6 6 6 6 2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and second sweep as

[11, [12], [10, 8, 7, 2, 1, 6], [4, 5], [9, 3]]

[11, 12, [10, 8, 7, 2, 1, 6], [4, 5, 3], [9]]

[11, 12, 10, [7], [8, 2, 1, 6, 9], [4, 5, 3]]

[11, 12, 10, 7, [8], [2, 1, 6, 9], [4, 3], [5]]

[11, 12, 10, 7, 8, [2, 1, 6, 9], [4, 3], [5]]

[11, 12, 10, 7, 8, 2, [1, 6, 9], [4, 3], [5]]

[11, 12, 10, 7, 8, 2, [1], [6, 9], [4, 3], [5]]⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 2 6 6 6 6 6 6 9 9
2 0 6 6 6 6 6 9 9 9
6 6 0 2 4 4 6 6 6
6 6 2 0 1 4 4 4 4 5 5 6
6 1 0 4 4 4 4 5 5 6
6 6 4 4 4 0 2 3 3 0
6 6 4 4 2 0 6 3 3 3
6 6 4 4 0 6 2 2 2

4 4 4 6 6 0 9
9 9 6 5 5 3 3 2 9 0 1

9 6 5 5 3 3 2 0 1
9 9 6 6 6 3 2 1 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

however a third sweep leads to

[5, [3, 4], [6], [1], [8, 7, 10], [12, 11], [9, 2]]

[5, 3, [4], [6], [1, 2], [8, 7], [10], [12, 11], [9]]

[5, 3, 4, [6], [1, 2], [8, 7], [10], [12, 11, 9]]

[5, 3, 4, 6, [1, 2], [8, 7], [10], [12, 11, 9]]

[5, 3, 4, 6, 1, [2], [8, 7], [10], [12, 11, 9]]

[5, 3, 4, 6, 1, 2, [8, 7], [10], [12, 11, 9]]

[5, 3, 4, 6, 1, 2, 8, [7], [10], [9], [12, 11]]⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 1 2 3 6 6 6 9 9
1 0 2 3 3 5 5 6 9 0
1 0 2 3 3 5 5 6 9 9 9
2 2 2 0 4 4 6 6 6
3 3 3 0 2 4 4 6 6 6

3 3 2 0 4 4 4 6 6
6 5 5 4 4 4 0 1 4 6
6 5 5 4 4 4 1 0 2 4 6 6
6 6 6 4 2 0 4 6 6

9 6 6 4 4 4 0
9 9 9 6 6 6 6 6 0 2
9 9 6 6 6 6 6 6 2 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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a sparse Robinsonian dissimilarity (as expected for recognizingUI property
in 3 sweeps, Corneil, 2014), Let row r be congruent to row s if and only
if drj = dsj for all j �= r, s (trivially extended to either missing entry);
then rows [1, 2], [3, 4] [7, 8] and [11, 12] are congruent and we retrieve all
16 sparse Robinsonian matrices with [5, [3, 4], 6, [1, 2], [8, 7], 10, 9, [12, 11]]
along their reversals. The lower right P -node in above example, leads to
the (single up to reversal) sparse Robinsonian dissimilarity at end of the first
sweep with the same sorting rule.

5.3 Dense Robinsonian Failure

For unit interval graphs, as emphasized by Laurent and Seminaroti
(2015a), the recognition algorithm simplifies to three standard LexBFS; yet,
the extra preprocessing sweep for early detect P -nodes clearly speeds up
their whole recognition. In any case, the decision problem relies on the con-
secutiveness in semi-umbrella structures, either forward for I (four sweeps)
and both for UI (three sweeps). To go beyond the negative answer to the
decision problem, we propose to extend the Robinson property as

Definition 5.1 A dissimilarity is p−Robinsonian if there exist orderings
π1, . . . πp such that for all 1 ≤ i < j < k ≤ n, ∃πq,max(dπq(i)πq(j),
dπq(j)πq(k)) ≤ dπq(i)πq(k)

The list π1, . . . πp is called a realizer of p−Robinson property. This
extension circumvents the quantitative difficulty of approximating a dis-
similarity failing the Robinson property (Chepoi et al., 2009), into a more
tractable qualitative property around a set of permutations. In this regard,
failure of interval property allows to keep the corresponding permutation and
to restart the whole interval recognition after removing the semi-umbrellas
that are consecutive according to Theorem 3.1. This heuristic terminates in
a finite number of restarts so that for all i < j < k the Robinsonian property
is fulfilled by at least one permutation. However, it raises the question of
finding the minimum number of such restarts for a minimal p−Robinsonian
dissimilarity.

5.4 Anti-Robinsonian Recognition

Observe that anti-Robinsonian property is invariant by reversal, for
all 1 ≤ i < j < k ≤ n

max(an+1−k,n+1−j, an+1−j,n+1−i) ≥ an+1−k,n+1−i .

Therefore, P -node dividing scheme applies; however, it remains local in
absence of a cone structure. It exemplifies the observation that recognition
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suffers from the lack of convexity (piecewise convexity only). It translates
into graph setting by the definition of a cocomparability graph as the comple-
ment of a comparability graph (namely, admitting a transitive orientation).
A realizer of a cocomparability graph extends the notion of a realizer for a
permutation graph (i?j iff πi, πj are reversed by the permutation π) over a
set of permutations instead.

Definition 5.2 A cocomparability ordering of a graph G is an umbrella-free
total ordering of the vertices of G.

R. McConnell and J.P. Spinrad (McConnell and Spinrad, 1994) have
proved linear O(m) algorithms for producing a cocomparability ordering
and D. Corneil improves for every cocomparability graph, there exist a co-
comparability ordering which is a LexBFS ordering (see Corneil et al.,
1999, for dominating pairs in AT-free graphs) and E. Köhler and L. Mouata-
did (Köhler and Mouatadid, 2014) recently found a LexDFS cocomparabil-
ity ordering. To our knowledge, there is no certifying (finding a realizer as
a set of permutations) algorithm for cocomparability recognition that assert
a better complexity than O(nm) with n LexBFS sweeps while there is no
strong evidence that LexDFS has to be discarded. On the other hand, the
growth of the order dimension of the complete graph (Hoşten and Morris,
1999) is slower than log(n); therefore, O(nm) bound with LexBFS sweeps
only, sounds quite large. It leaves open the challenging task of recognition
of intimately coupled cocomparability and anti-Robinson properties.

5.5 Lex Ordering Polytope

Apart from the anti-Robinsonian reconition challenge, another in-
stance where both LexDFS and LexBFS are proven useful is planar em-
bedding. Given three points as suspension of the outer face of a planar
graph, Schnyder woods consist in

(
3
2

)
orderings whose endpoints have 2

suspension points, i.e. a structure slightly more complicated than invari-
ant by reversal. It may deserve understanding the extensive literature about
planar embedding in this respect, since planar convexity looks comparable
with (resp. simpler than) piecewise convexity of anti-Robinson property
with a realizer of size 2 (resp. > 2). The following comparison between
the mixed LexBFS and LexDFS ordering polytope and the metric polytope
already shows the higher complexity structure for small size n = 7. Re-
call the ternary neighborhood operator in a graph G = (V,E) is i?j : k iff
(i, j) ∈ E together with (i, k) �∈ E.

Proposition 5.1 [BFS/DFS elimination ordering (Corneil et al., 2016)] For
an ordering σ and all j <σ k <σ l ∈ V
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Table 1. #vertices in the small sized Lex ordering/Metric polytopes

Lex Ordering Metric
#vertices #vertices

size integral fractional integral fractional
4 1 0 6 0
5 9 3 26 10
6 127 554 116 746
7 1456 1056863 642 173788

if j?l : k then ∃i <σ j s.t. i?k (BFS)

if i?l : k then ∃i <σ j <σ k s.t. j?k (DFS)

Proposition 5.2 [LexBFS/DFS elimination ordering (Corneil et al., 2016)]
For an ordering σ and all j <σ k <σ l ∈ V l

if j?l : k then ∃i <σ j s.t. i?k : l (LexBFS)

if i?l : k then ∃i <σ j <σ k s.t. j?k : l (LexDFS)

In analogy with the metric polytope, consider the set of non-linear
inequalities associated with the BFS/DFS elimination ordering

xjl(1− xjk) ≤ xik, for all i < j < k < l

xil(1− xik) ≤ xjk, for all i < j < k < l .

Linearizing the left hand side is revealed as less accurate than the LexBFS/
LexDFS elimination ordering; however linearized per se, we have

xik + xil + xjk + xjl ≤ 2, for all i < j < k < l .

Despite the prohibitive n4 size, it deserves studying the polytope obtained
along with the triangle inequalities

xik − xij − xjk ≤ 0, for all i < j < k

in the same way as Laurent (1996). However, the vertex enumeration (Avis
and Fukuda, 1992) blows up very quickly (see Table 1). For size 7, they
exhibit (by one order of magnitude) more fractional vertices than the corre-
sponding metric polytope, showing the strength of lexicographic searches,
either LexBFS or LexDFS.
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5.6 Concluding Remarks

In this article, we review known algorithms for the interval graph
recognition since it is at the heart of the decision problem for dense Robin-
sonian matrices recognition. The four LexBFS sweeps algorithm allows
to go beyond a failure in regard to interval graph property, by computing
a local realizer for a set of p intervals at each point; it leads to a natural
extension to p−Robinsonian matrices as a set of p permutations such that
for all 1 ≤ i < j < k ≤ n, at least one permutation is compatible with
the anti-ultrametric inequality. For sparse matrices, the underlying connec-
tion between Robinsonian matrices and interval graph property of threshold
graphs collapses; yet, it holds under antimatroid framework and it is con-
jectured that LexBFS antimatroid tie breaking rule exists to yield a four
sweeps sparse recognition algorithm. The dense antiRobinson property is
proven harder to address due to its intimate connection with cocomparability
graphs on the one hand, and its piecewise convex property, on the other hand.
Compared with the corresponding metric polytope, the lexicographic poly-
tope (mixing BFS and DFS) has much more fractional vertices and argues
in favor of lexicographic searches over optimization formulations for solv-
ing the recognition problems. Challenging tasks to unify sparse Robinso-
nian, p−Robinsonian and dense antiRobinsonian matrices remain open: the
sparse Robinsonian task looks reachable with four LexBFS sweeps while
the others may require mixed lexicographic searches to certify a realizer.
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