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Abstract The goal of the paper is to propose a novel approach to in-
tegrated machine classification and to investigate the effect of integration of
the data reduction with data mining stage. The integration of both impor-
tant steps of knowledge discovery in databases is recognized as a vital step
towards improving effectiveness of the data mining effort. After having the in-
troduced data reduction and integration schemes a solution to the integrated
classification problem is proposed. The proposed algorithm allows for inte-
grating data reduction through simultaneous instance and feature selection,
with learning process using population-based and A-Team techniques. To
validate the proposed approach and to investigate the effect of data reduction
combined with different integration schemes, the computation experiment has
been carried out. Experiment based on several benchmark datasets has shown
that integrated data reduction and classifier learning outperform traditional
approaches.
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§1 Introduction
The amount of data being collected in contemporary databases makes

it impossible to reduce and analyze data without the use of automated anal-
ysis techniques. Data mining - as a component of the knowledge discovery in
databases (KDD), provides techniques for extraction of implicit, unknown, and
potentially useful information from data.12) Traditionally, within the KDD pro-
cess, viewed as an iterative sequence of steps, data mining is preceded by data
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preprocessing consisting of data collection, data integration, data transformation
and cleaning, and, in particular, data reduction.

Typical tasks solved by data mining techniques include the identification
of classes (clustering), the prediction of new, unknown objects (classification),
the discovery of associations or deviations in spatial databases. Classification
is understood as the process of finding a set of models (or functions) that de-
scribe and distinguish data classes or concepts, for the purpose of being able to
use the model to predict the class of objects whose class label is unknown.14)

The derived model is based on the analysis of a set of training data, which is
collection of training examples called instances. For each instance, class label is
known. The analysis of the training dataset is usually carried out using machine
learning methods. The process of finding a classification model is also referred
to as a learning process, supervised learning or learning classifier and the final
model is shortly called a classifier. In general, constructing systems that auto-
matically analyze provided examples using machine learning tools is one of the
main problems considered in the data mining.

To avoid excessive storage and time complexity, and possibly, to increase
learning process quality by avoiding noise and over fitting it is often advisable
to reduce original training set by selecting of the relevant data before learning
phase or modify the instances using a new representation.34) The goal of the
selection of the relevant data (i.e. data reduction) is to find patterns, also called
prototypes or reference vectors, or regularities within certain attributes. Thus,
the goal of data reduction approaches is to reduce size of the training dataset
without losing extractable information. Such a reduction can result in:

- increasing capabilities and generalization properties of the classification
model,

- reducing space complexity of the classification problem,
- decreasing the required computational time,
- diminishing the size of formulas obtained by an induction algorithm on

the reduced data sets, and
- speeding up of the knowledge extraction process.7,21,34)

Data reduction can be achieved by selecting instances and by selecting
features/attributes. Instance reduction, often referred to as the selection of
reference vectors, becomes especially important in case of large data sets, since
overcoming storage and complexity constraints might become computationally
very expensive. Although a variety of instance reduction methods has been so far
proposed in the literature (see, for example the review,34) and references 27,32,33)),
no single approach can be considered as superior nor guaranteeing satisfactory
results in terms of the learning error reduction or increased efficiency of the
supervised learning.

Equally important is the reduction of the number of features by removing
features that are irrelevant for classification results.19) In the real-world situa-
tions, relevant features are often unknown a priori and, therefore, many features
are introduced with a view to better represent the domain.10) Many of these fea-
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tures are not only irrelevant from the point of view of classification results but
also can have a negative influence on the accuracy and on the required learning
time of the classifier. The presence of redundant features introduces unneces-
sary noise to the data mining analysis and results in the increased computational
complexity of the learning process. As it has been observed in 28), the number
of instances needed to assure the required classification accuracy grows expo-
nentially with the number or irrelevant features present. The feature selection
problem belongs to the class of NP-hard problems.22,36)

Another approach to data reduction is based on simultaneously reduc-
ing both discussed dimensions of the training dataset. In such case, so called
prototypes are found by selecting reference instances and removing irrelevant
attributes. The idea of simultaneously reducing both discussed dimensions of
the training dataset has been recently investigated in 16,28). In both papers, the
suggested approach is based on using genetic algorithm to train the respective
classifiers. In 36), the data reduction problem was combined with the belief re-
vision in the adaptive classification systems. The belief revision is understood
as a modification and update of the dataset in two dimensions. Such modifica-
tion and update of the original dataset is a feature of the adaptive classification
systems where the size of the dataset increases in time or where the dataset is
huge and a learning is based on a subset of data only.

It is generally accepted that improving quality of machine learning tools
can be achieved through integration of both stages of the KDD process i.e. data
pre-processing in particular, data reduction with data mining (see for exam-
ple: 2,5,6, 29)). Such an integration may introduce some adaptation mechanisms
as exemplified by idea of learning classifier systems.6,17) Integration of the pre-
processing and classifier construction stages leads however to a considerable ex-
tension of the decision space at the learning process. Both - feature selection
and instance selection, are computationally difficult (see 22,28)) and of course the
resulting problem of constructing the integrated classifier is no less computa-
tionally difficult.

The goal of the paper is to propose a new approach to data reduction. The
idea is to design and implement an agent-based population learning algorithm
for data reduction. The motivation is the authors’ belief that there is still a room
for improving data reduction techniques. The goal of the paper is to show that
the agent-based population learning algorithm allows for integration of the data
reduction process with learning process resulting in the increased performance
of machine learning tools and quality of the data mining process.

The proposed agent-based approach to solving the problem of deriving the
classification model by integrating data reduction and data mining stages uses
advantages of the A-team approach 31) with inherent adaptation mechanism.
The idea of the agent-based population learning algorithm has been presented
in 4), where it has been demonstrated that the agent-based population algorithm
can be successfully used to obtain good quality solutions of NP-hard problems.

The paper is organized as follows. Section 2 reviews briefly data reduction
algorithms. The integrated and adaptive classification is discussed in Section 3.
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Section 4 provides details of the proposed approach. To validate it the compu-
tational experiment has been planned and carried out. Its results are presented
and discussed in Section 5. Finally, in the last section, some conclusions are
drawn and directions of future research are suggested.

§2 Data Reduction Algorithms

2.1 Selection of Reference Instances
In general, instance reduction problem concerns removing a number of in-

stances from the original training set T and thus producing the reduced training
set S. Usually, instance reduction algorithms are based on a distance calculation
between instances in the training set. In such case, selected instances, which are
situated close to the center of clusters of similar instances, serve as the refer-
ence instances.8) The approach requires using some clustering algorithms. Other
approaches, known as instance-based methods, remove an instance if it has the
same output class as its k nearest neighbors assuming that all neighborhood
instances will be, after all, correctly classified. Instance-based methods must, in
general, decide what examples to store for use in the learning process. However,
these methods have several weaknesses. They very often use a single distance
function that can be inappropriate for different types of attributes (for example,
linear and nominal ones). Besides, there is a needed to store all of the available
training examples in the model. Furthermore, the discussed methods are, in gen-
eral, very slow during the execution, because all of the training instances must
be reviewed in order to classify each new instance. These and others weaknesses
of the nearest neighbor algorithm and others based on a distance classifications
are widely discussed in 33). To eliminate the above weaknesses of the nearest
neighbor algorithm many approaches has been proposed, including CNN,15) IB2
and IB3,1) SNN,27) ENN 34) and DROP1-DROP5.34) The other group of meth-
ods (i.e. for example IRA1-IRA2, All k-NN) try to eliminate unwanted training
examples basing on some removal criteria that need to be fulfilled.9,32) Instance
reduction problem, often referred to as the prototype selection problem, can be
also solved by heuristics, random or evolutionary search.7,28,30) The Wilson and
Martinez in 34) suggested that the search for the reduced training set S can be
carried out in one of the three modes, incremental, decremental and batch.

In the literature, one can also find others approaches to instance selection.
For example, in 20) and 24), the technique for data reduction based on the idea
of sampling has been proposed. Sampling methods start with small number of
instances in the initial iteration and than boost the training dataset until model
accuracy no longer improves. Another approach, called stratification strategy,
derives, randomly, the initial dataset into a set of strata. In next step prototypes
from each strata are selected. In this case, the number of strata is a parameter
of the strategy.7)

In 9), the instance reduction is achieved through calculating, for each
instance from the original set, the value of its similarity coefficient, and then
grouping instances into clusters consisting of instances with identical values of
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this coefficient, selecting the representation of instances for each cluster and
removing the remaining instances. Finally, the selected reference vectors produce
the reduced training set. In this case, clusters, corresponding to strata, are
created based on similarity between instances. In 9), it was shown that such an
approach can result in reducing the number of instances and still preserving a
quality of the data mining results. It was also demonstrated that, in some cases,
reducing the training set size can increase efficiency of the supervised learning.

The data reduction approach, proposed in this paper, uses to identify
clusters of instances values of the similarity coefficient calculated as in 9). After
grouping instances into clusters with identical values of the similarity coefficients,
prototypes are selected by the agent-based population learning algorithm.

To present the proposed approach in a formal manner the following nota-
tion needs to be introduced. Let x denote a training example, N denote the num-
ber of instances in the original training set T and n - the number of attributes.
Total length of each instance (i.e. training example) is equal to n + 1, where
element numbered n+1 contains the class label. The class label of each example
can take any value from a finite set of decision classes C = {cl : l = 1, . . . , k},
which has cardinality k. Also, let X = {xij} (i = 1, . . . , N ; j = 1, . . . , n + 1)
denote the matrix of n + 1 columns and N rows containing values of all in-
stances from T . The detailed pseudo-code of the procedure producing clusters
of instances is shown below as Algorithm 1.

Algorithm 1: The instance grouping procedure

Input : X - the matrix containing values of all instances from T .
Output : Y1, . . . , Yt, where t is the number of clusters consisting of instances with
identical value of the similarity coefficient.
1. Transform data instances: each {xij} for i = 1, . . . , N and j = 1, . . . , n is
normalized into interval [0, 1] and then rounded to the nearest integer,
that is 0 or 1.
2. Calculate values:

sj =
N∑

i=1

xij , where j = 1, . . . , n. (1)

3. For instances from X, belonging to the class cl (where l = 1, . . . , k), calculate
the value of its similarity coefficient Ii:

∀x:xi,n+1=cl
Ii =

n∑

j=1

xijsj , where i ∈ {1, 2, . . . , N}. (2)

4. Map input vectors from X with the same value of similarity coefficient Ii into
clusters. Let Y1, . . . , Yt denote the obtained clusters.

Thus, the above procedure groups instances from T , based on its sim-

ilarity, into t disjoint subsets Y1, . . . , Yt such that T =
t⋃

i=1

Yi and Yi ∩ Yj = ∅
∀i 6= j. Next from these subsets the reference instances could be selected and the
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reduced training set S could be produced, where initially S = ∅. The selection
is based on the following rules:

- If |Yi| = 1 then S := S ∪ Yi, where i = 1, . . . , t.
- If |Yi| > 1 then S := S ∪ {

xi
}
, where xi is a reference instance selected

from the cluster Yi. In this paper, this reference vector is selected by the
agent-based population learning algorithm described in Section 4.

Applying the above algorithm can result is substantial reduction of train-
ing set size as compared with the original data set. We claim that reducing
training set can still preserve features of the analysed data. Intuitively, this can
be observed in case of the Example 1.

Example 1: In Fig. 1, the distribution of values of the sepal length and width
from the Iris problem from the UCI Machine Learning Repository 3) consist-
ing originally of 150 instances is shown and compared with their distribution
obtained after applying the Algorithm 1 and reducing the number of instances
from 150 to 11.

Fig. 1 Initial distribution of values of attributes “sepal length” and
“sepal width” from the Iris problem (on the left) and their
final distribution after reduction of the number of instances
(on the right).

2.2 Feature Selection
Equally important, as the selection of reference instances, is the reduction

of the number of features, also known as feature selection, variable selection, fea-
ture reduction, attribute selection or variable subset selection. Feature selection
is the technique, commonly used in machine learning, of selecting a subset of
relevant features for building robust learning models. The goal of the feature
selection is a reduction of the search space, by selection of relevant features and
removal of the remaining irrelevant features. That is, feature selection selects m
features from the entire set of n features such that m < n. Ideally m <<< n.
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The problem of finding the optimal subset of features is NP-hard.36) Fea-
ture selection method based on enumeration and review of all subset of features
leads directly to finding the best one. However, this procedure is very time con-
suming and in majority of cases not feasible. The statistical methods evaluate
independently each attribute. Other approaches attempt to evaluate and rank
some subsets of features that were generated by heuristics, random or genetic
search procedures. All feature selection methods that have been so far proposed,
try to find the best subset of features satisfying certain criteria. Among them are:
the classifier error rate, information entropy, dependence measure, consistency
measure or distance measure. The discussion of the feature selection approaches
can be found in 10,19,26,38).

§3 Integrated and Adaptive Classification
As it was pointed in Section 1, integration of the data reduction with the

learning classifier has been recognized as a promising step towards increasing
effectiveness of the KDD process. Such an integration allows also to introduce
same adaptation mechanisms into the KDD process. An integrated adaptive
classifiers should possess two important features:

- Integration, at least partial, of data reduction and data mining stages.
- The existence of a positive feedback whereby more effective data reduction

leads to a higher classification accuracy, and in return, higher classifica-
tion accuracy results in even more effective data reduction.

Within the traditional model of the KDD, feature and instance selection
processes are not integrated with the learning classifier. Training set thus pro-
duced forms approximation space, which is not adaptable. In another words,
approximation space used for the purpose of the classifier construction remains
constant. In such case, the machine classification problem can be defined as
follows: given the approximation space in the form of the training set produced
at the pre-processing stage, construct classifier which performs best from the
point of view of the performance criterion used.

Situation changes with the introduction of the integrated and adaptive
classifier. In such case, some processes within the pre-processing stage, like in-
stance selection and/or feature selection can be integrated with the construction
of the classifier which allows for introducing adaptability of the approximation
space. Thus the machine classification problem can be formulated as follows:
construct classifier which performs best from the point of view of the perfor-
mance criterion by finding the representation of the approximation space and,
at the same time, deciding on the classifier features. Unfortunately, integration
of the pre-processing and classifier construction stages leads to a considerable
extension of the decision space at the classifier construction phase.

Based on the above review of the instance and feature selection techniques,
the following integration schemes can be considered:

- Integration of the instance selection with the learning classifier stage - the
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approach allows to construct a classifier and, at the same time, to modify
the approximation space obtained from the training set by changing the
way instances are represented or simply by selecting instances. Modified
approximation space allows to improve the classifier performance. Ad-
ditionally, such schema allows others data improving mechanisms, like
feature selection, at the pre-processing stage.

- Integration of feature selection with the learning classifier stage - this
allows to construct the classifier and, at same time, to modify the ap-
proximation space obtained from the training set by selecting a subset
of features. Modified approximation space allows to improve the classi-
fier performance. Additionally, this schema allows others data improving
mechanisms, like instance selection, at the pre-processing stage.

- Integration of the both - instance and feature selection, with the learn-
ing classifier stage - instances and features are selected iteratively while
constructing the classifier.

§4 A Solution of the Integrated and Adaptive Classification
Problem

4.1 Main Features of the Proposed Approach
Since 1976 when Holland proposed Learning Classifier Systems,17) the idea

of applying machine learning techniques which combine evolutionary computing,
reinforcement learning, supervised learning and heuristics to produce adaptive
systems have been gaining a growing interest from the machine intelligence re-
search community. The approach proposed in this paper integrates features of
the evolutionary computation,23) local search algorithms,13) population learning
algorithm,18) multiple-agent systems and the A-Team concept.31)

The proposed solution provides instance and feature reduction capabilities
integrated with the learning classifier process. The idea is to build and use an
A-Team structure where multiple agents search for the best combination of fea-
tures and instances using local search heuristics and population based methods.
The best combination of features the A-Team is searching for, is selected from
the population of potential solutions which are kept in the common memory.
Specialized agents try to improve solutions from the common memory by chang-
ing values of the decision variables (either selected instances or features). All
agents can work asynchronously and in parallel. Agents cooperate to construct
or find a solution by selecting and modifying solutions, which are drawn from
the shared common memory and store them back after attempted improvement.
Their interactions provide for the required adaptation capabilities and for the
evolution of the population of potential solutions.

In our case, the shared memory is used to store a population of solutions.
Each solution is represented by the set of prototypes i.e. by the compact repre-
sentation of the data set. The team of agents is used to find the best solution.
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4.2 Solution Representation
Population of solutions to the considered problem consists of feasible so-

lutions. A feasible solution s, which is a set of selected data, is represented by
a string consisting of numbers of selected reference instances and numbers of
selected features. The first t numbers represent instance numbers from the re-
duced data set T , where t is a number of clusters of potential reference instances.
The value of t is calculated at the initial population generation phase, where at
first, the clusters of instances are identified through applying the Algorithm 1.
Thus, the first t numbers refer to the respective reference instances from each
cluster. In such a representation, each cluster is represented by a single instance.
The second part of the solution is a string containing numbers of the selected
features. It has a length of minimum 1 and maximum n. The example of the
feasible solution is shown below.

Example 2: The number of instances in the original data set is 15 numbered
from 1 to 15, and there are 6 attributes numbered from 1 to 6. Let the considered
string be: s = [4, 7, 12, 1, 2, 4, 5, 6] with t = 3, where t determines the number of
clusters in s, thus:

- the first 3 position include numbers of the reference instances that repre-
sent three clusters,

- s1 = 4 is the number of vector selected to represent the first cluster,
- s2 = 7 is the number of vector selected to represent the second cluster,
- s3 = 12 is the number of vector selected to represent the third cluster and
- si, for i ∈ {4, 5, 6, 7, 8}, represents number of the selected feature. In the

example, features numbered 1, 2, 4, 5 and 6 are selected.

4.3 Agent-based Search
The proposed solution, based on a dedicated team of agents, has been de-

noted as IAC (Integrated and Adaptive Classification). The IAC functionality
is realized by two main types of agents. The first one - optimizing agents, are
implementation of the improvement algorithms, which aim at improving the cur-
rent solution. Each optimizing agent represents a single improvement algorithm.
The second one, called as solution manager, is responsible for management of
the population of solution and updating individuals in the population. The op-
timizing agents cooperate to find a better solution with the solution manager
and work in parallel.

The solution manager role is to manage the population of solutions, which,
at the initial phase, is generated randomly and stored in the shared memory.
It means, that at the initial phase potential solutions are generated by random
selection of a single instance from each cluster and by random selection of feature
numbers. It also means, that before the initial phase the solution manager
runs Algorithm 1 to obtain clusters with instances having identical value of
the similarity coefficient. Such a procedure is expected to assure the required
diversity within the initial population of solutions.

After the initialization phase the solution manager continues reading in-
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dividuals from the common memory and storing them back after attempted
improvement until a stopping criterion is met. During this process, the solution
manager keeps sending single individuals (solutions) from the common memo-
ry to optimizing agents. Solutions forwarded to optimizing agents are drawn
randomly. Each optimizing agent tries to improve quality of the received solu-
tions and afterwards sends them back to the solution manager, which, in turn,
updates common memory by replacing a randomly selected or worst individual
(depending on the preferred evolution strategy) with the improved one. The
whole process continues until some stoping criteria is met.

To solve the data reduction problem four types of optimizing agents car-
rying out different improvement procedures have been implemented. The pro-
cedures used by respective agents are shown as algorithms 2, 3, 4 and 5.

Algorithm 2: Local search with tabu list for instance selection

Input : s - individual representing a solution encoded as a string defined in Section 4.2;

L - list of the problem instance numbers not in s; t - number of clusters in s; T = ∅ -

tabu list; x - number of iterations an instance number stays on the tabu list.

Output : solution - the improved individual encoded as a string defined in Section 4.2.

1. Set k by drawing it at random from {1, 2, .., t}
2. Identify r which is an instance number representing the kth cluster

3. If (r ∈ T ) then goto 9.

4. Set r′ by drawing it at random from L

5. Replace an instance numbered r by an instance numbered r′ within the kth cluster

of s thus producing individual s′

6. Calculate fitness of s′

7. If (s′ is better then s) then (s := s′ AND r replaces r′ in L AND r is added to T )

8. Remove from T instances staying there for x iterations

9. If (!terminating condition) then goto 1.

10. solution := s

Algorithm 3: Local search for instance selection

Input : s - individual representing a solution encoded as a string defined in Section 4.2;

L - list of the problem instance numbers not in s; t - number of clusters in s.

Output : solution - the improved individual encoded as a string defined in Section 4.2.

1. Set k by drawing it at random from {1, 2, .., t}
2. Identify r which is an instance number representing the kth cluster

3. Set r′ by drawing it at random from L

4. Replace an instance numbered r by an instance numbered r′ within the kth cluster

of s thus producing individual s′

5. Calculate fitness of s′

6. If (s′ is better then s) then (s := s′ AND r replaces r′ in L)

7. If (!terminating condition) then goto 1.

8. solution := s
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Algorithm 4: Local search with tabu list for feature selection

Input : s - individual representing a solution encoded as a string defined in Section 4.2;

M - list of the feature numbers in s; M ′ - list of the feature numbers not in s; T = ∅ -

the tabu list; x - number of iterations a feature number stays on the tabu list.

Output : solution - the improved individual encoded as a string defined in Section 4.2.

1. Set f by drawing it at random from M

2. If (f ∈ T ) then goto 8.

3. Set f ′ by drawing it at random from M ′

4. Replace f by f ′ in s thus producing s′

5. Calculate fitness of s′

6. If (s′ is better then s) then (s := s′ AND update M and M ′ AND add f to T )

7. Remove from T features staying there for x iterations

8. If (!terminating condition) then goto 1.

9. solution := s

Algorithm 5: Local search for instance and feature selection

Input : s - individual representing a solution encoded as a string defined in Section 4.2;

L - list of the problem instance numbers not in s; M - list of the feature numbers in s;

M ′ - list of the feature numbers not in s.

Output : solution - the improved individual encoded as a string defined in Section 4.2.

1. Set i:=0

2. Set h by drawing it at random from {0, 1}
3. If ((i mod h) is not 0) then goto 14.

4. Set d by drawing it at random from {0, 1}
5. If (d is not 0) then goto 10.

6. Set f ′ by drawing it at random from M ′

7. Add f ′ to s producing s′

8. Calculate fitness of s′

9. If (s′ is better then s) then (s := s′ AND update M and M ′ AND goto 20.)

10. Set f by drawing it at random from M

11. Remove f from s producing s′

12. Calculate fitness of s′

13. If (s′ is better then s) then (s := s′ AND update M and M ′ AND goto 20.)

14. Set k by drawing it at random from {1, 2, .., t}
15. Identify r which is an instance number representing the kth cluster

16. Set r′ by drawing it at random from L

17. Replace an instance numbered r by an instance numbered r′ within the kth cluster

of s thus producing individual s′

18. Calculate fitness of s′

19. If (s′ is better then s) then (s := s′ AND r replaces r′ in L)

20. If (!terminating condition) then (i := i + 1 AND goto 3.)

21. solution := s

In each of the above cases, the modified solution replaces the current one
if it is evaluated as a better one. Evaluation of the solution is carried out by
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estimating classification accuracy of the classifier, which is constructed taking
into account the instances and features as indicated by the solution.

If, during its search, an agent successfully has improved the received so-
lution, then it stops and the improved solution is transmitted to the solution
manager. Otherwise, agent stops searching for an improvement after having
completed the prescribed number of iterations.

From the technical point of view, the IAC was implemented using JADE-
Based A-Team (JABAT) environment. JABAT, based on JAVA code, is a mid-
dleware supporting the construction of the dedicated A-Team architecture that
can be used for solving a variety of computationally hard optimization problems.
A detailed description of JABAT can be found in 4).

§5 Computational Experiment Results
To evaluate the performance of the proposed algorithm, it has been de-

cided to carry out the computational experiment. The aim of the experiment
was to evaluate to what extend the proposed approach could contribute towards
increasing classification accuracy of classifier induced from the set of prototypes
selected by applying an agent-based population learning algorithm with the in-
herent adaptation mechanism. The aim of the experiment was also to compare
the performance of different integration schemes. Classification accuracy of the
classifier obtained using the proposed approach (i.e. using the set of prototypes,
found by simultaneously selecting reference instances and removing irrelevant
attributes, and by integration of data reduction with learning model) has been
compared with:

- results obtained by machine classification without the integrated data
reduction, that is using full dataset,

- results obtained by machine classification with the different integration
and reduction schemes.

To validate the proposed approach several benchmark classification prob-
lems have been solved. Datasets for each problem have been obtained from the
UCI Machine Learning Repository.3) They include: Cleveland heart disease (303
instances, 13 attributes, 2 classes), credit approval (690, 15, 2), Wisconsin breast
cancer (699, 9, 2) and sonar problem (208, 60, 2).

Each benchmarking problem has been solved 30 times and the reported
values of the quality measures have been averaged over all runs. The quality
measure in all cases was the correct classification ratio calculated using the 10-
cross-validation approach. All optimization agents have been allowed to continue
iterating until 100 iterations have been performed. The common memory size
was set to 100 individuals. The number of iterations and the size of common
memory have been set out experimentally at the fine-tuning phase. The whole
process of searching for the best solution stops when there are no improvements
of the best solution during the last 3 minutes of computation.

Experiment results are shown in Table 1. These results have been ob-
tained by using the: C 4.5 classifier without pruned leaves and with pruned
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Table 1 Accuracy (%) of Classification Results Obtained for Different
Selected Learning Schemes

Classifier 1NN 10NN Bayes WLSVM C 4.5 C 4.5
Problem Network (pruned) (unpruned)

Case A: no data reduction applied
cancer 95.71 96.71 96.00 95.57 94.57 95.00
credit 82.46 86.38 75.36 85.22 84.93 83.19
heart 77.23 80.86 83.50 80.53 77.89 76.90
sonar 94.23 75.00 73.08 72.12 74.04 74.04
average 87.41 84.74 81.98 83.36 82.86 82.28

Case B: feature selection at the pre-processing stage
cancer 94.57 95.00 96.00 95.14 94.43 94.43
credit 79.57 84.64 84.93 85.51 77.25 74.78
heart 71.95 80.53 80.53 80.86 79.87 79.54
sonar 79.33 81.25 61.54 73.08 72.10 71.23
average 81.35 85.35 80.75 83.65 80.91 79.99

Case C: integrated instance selection, no feature selection
cancer 96.86 97.43 96.87 90.59 97.44 98.43
credit 83.33 88.70 75.22 85.94 90.72 90.43
heart 84.00 85.67 87.33 87.00 91.21 92.42
sonar 94.23 75.00 75.00 40.38 83.65 83.65
average 89.61 86.70 83.61 75.98 90.76 91.24

Case D: integrated instance selection, feature selection carried
at the pre-processing stage

cancer 94.15 96.15 96.72 74.49 95.15 95.44
credit 75.22 72.61 77.54 64.49 81.88 81.16
heart 83.33 87.00 86.00 87.00 85.00 85.67
sonar 76.32 72.31 63.56 71.23 82.02 81.72
average 82.26 82.02 80.95 74.30 86.01 86.00

Case E: integrated feature selection, instance selection carried
at the pre-processing stage

cancer 89.31 94.73 75.16 73.64 95.01 86.45
credit 69.28 61.30 69.71 59.57 81.32 76.71
heart 75.04 81.33 76.00 83.00 81.67 81.33
sonar 74.02 79.32 71.65 65.86 78.43 76.43
average 76.91 79.17 73.13 70.52 84.11 80.23

Case F: integrated instance and feature selection
cancer 98.15 98.29 98.15 88.01 98.15 97.94
credit 87.68 89.57 85.22 85.51 92.61 90.87
heart 88.67 89.33 89.33 90.00 93.00 92.17
sonar 95.19 82.69 80.77 72.08 87.50 88.85
average 92.42 89.97 88.37 83.90 92.81 92.45

leaves,25) support vector machine (WLSVM) 37) and 1NN, kNN, Bayes Network
implemented in WEKA library.35) Further, the results in Table 1 are presented
for the following cases:
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- Case A: results obtained by machine classification using the full dataset,
- Case B: results obtained by machine classification with feature selection

at the pre-processing stage,
- Case C: results obtained by machine classification with the integrated in-

stance selection and without feature selection at the pre-processing stage,
- Case D: results obtained by machine classification with the integrated in-

stance selection and with feature selection carried out at the pre-processing
stage,

- Case E: results obtained by machine classification with the integrated fea-
ture selection and with instance selection carried out at the pre-processing
stage,

- Case F: results obtained by machine classification with the integrated
instance and feature selection.

In all cases shown in Table 1, the non-integrated feature selection was
carried out at the pre-processing stage using the wrapper technique.10) The non-
integrated instance selection was based on selection of reference vectors as pro-
posed in 9). In all the remaining cases, the results shown in Table 1 were obtained
applying the proposed approach described in Section 4.

From Table 1, it is clear that the proposed agent-based integrated data
reduction technique is competitive with respect to classification accuracy in com-
parison with the traditional approach. Moreover, it is also competitive if com-
pared with other classifiers and other approaches to data reduction. This can be
concluded from data shown in Table 2 where the results obtained by using the
fully integrated approach (case F in Table 1) are compared with the best classi-
fication results reported in the literature. The column |S|/|T | in Table 2 shows
what percentage of instances from the original training set has been retained
by the respective reduction algorithm. The column type in Table 2 indicates a
type of data reduction applied. In particular, this column contains the following
notation:

“I” - the data reduction has been carried out applying only instance selection,
“F” - the data reduction has been carried out applying only feature selection,

“IF” - the data reduction has been carried out applying simultaneous instance
and feature selection,

“N” - no data reduction applied.

Results obtained during the experiment and presented in Tables 1 & 2
show that the integration of both that is instance and feature reduction, with
learning classifier assures a very good quality of solutions in case of the analyzed
benchmark classification problems.

It can be observed that the proposed approach guarantees also quite a
satisfactory reduction of the original dataset. In case of all of the considered
problems, integrating instance and feature selection with the learning process
have increased the classification accuracy as compared with accuracy obtained by
training the classifier using the original full dataset. This observation holds true
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Table 2 Performance Comparison of Different Classifiers and Instance
Reduction Algorithms

Approach cancer heart credit sonar

type Accur.
|S|
|T | Accur.

|S|
|T | Accur.

|S|
|T | Accur.

|S|
|T |

IAC+C4.5 IF 98.15% 20% 93.0% 60% 92.61% 30% 8758% 90%
IAC+10NN IF 98.29% 20% 89.33% 60% 89.57% 30% 82.69% 90%
IAC+1NN IF 98.15% 20% 88.67% 60% 87.68% 30% 95.19% 90%
IAC+WLSVM IF 95.57% 20% 80.53% 60% 85.22% 30% 72.12% 90%
IAC+BayesNet. IF 96.0% 20% 83.5% 60% 75.36% 30% 73.08% 90%
k-NN 34) N 96.28% 100% 81.19% 100% 84.78% 100% 58.8% 100%
CNN 34) I 95.71% 7.09% 73.95% 30.84% 77.68% 24.22% 74.12% 32.85%
SNN 34) I 93.85% 8.35% 76.25% 33.88% 81.31% 28.38% 79.81% 28.26%
IB2 34) I 95.71% 7.09% 73.96% 30.29% 78.26% 24.15% 80.88% 33.87%
IB3 34) I 96.57% 3.47% 81.16% 11.11% 85.22% 4.78% 69.38% 12.02%
DROP3 34) I 96.14% 3.58% 80.84% 12.76% 83.91% 5.96% 78% 26.87%
RMHC 30) IF 70.9% 7% 82.3% 3% - - - -
GA-KJ 28) IF 95.5% 33.4% 74.7% 33.1% - - 55.3% 52.6%

1NN+RELIEF 26)
F 72.12% 100% 77.85% 100% 79.57% 100% - -

IB3+RELIEF 26)
F 73.25% 100% 79.94% 100% 71.75% 100% - -

ID3+FSS 19) F 94.53% 100% - - - - - -
ID3 11) N 94.3% 100% - - - - - -
C 4.5+BFS 11) F 95.28% 100% - - - - - -
C 4.5 16) N 94.7% 100% 77.8% 100% 85.5% 100% 76.9% 100%
BayesNet. 11) N 96.7% 100% 83.6% 100% 82.9% 100% 90.4% 100%
SVM 11) N 96.9% 100% 81.5% 100% - - 76.9% 100%
MLP+BP 11) N 96.7% 100% 81.3% 100% 84.6% 100% 90.4% 100%

independently from the machine learning tool. Gains in classification accuracy
seem to be quite substantial.

For example, classifiers based on the original training sets produce for
the set of investigated benchmark problems average classification accuracy of
82.86% and 82.28%, using C 4.5 with pruned and unpruned leaves, respectively,
while the proposed approach to integration instance and feature reduction with
learning classifier assures average accuracy of 92.81% and 92.45%, respectively.
In case of the sonar problem, considered to be a difficult one, the improvement is
even more spectacular (from the average accuracy of 74.04% to the accuracy of
88.85%, for C 4.5, when integration instance and feature selection with classifier
construction is applied). The experiment results also show that the proposed ap-
proach to feature reduction results in better classification accuracy as compared
to accuracy obtained through applying the wrapper technique.

To reinforce our conclusions, the experiment results, shown in Table 1,
have been used to perform the two-way analysis of variance. The following null
hypothesis were formulated:

I. Choice of the integration scheme does not influence the classifier perfor-
mance.

II. Choice of the classifier type does not influence the classification accuracy.
III. There are no interactions between both factors (i.e. choice of the integra-

tion scheme and choice of the classifier type).
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Table 3 The ANOVA F Test Values Summary Table

Problem df credit cancer heart sonar Fcrit

Main effect A 5 5.93683 6.86430 5.16468 7.08378 2.22267
Main effect B 5 1.62890 1.93260 2.03260 1.95232 2.22267
Interaction effect 20 0.46085 0.70185 0.42165 0.23422 1.51666

Table 4 Average Number of Rules and Average Size of the Decision Tree

Algorithm C 4.5 - pruned leaves C 4.5 - unpruned leaves
Case A B C D E A B C D E
Problem Average number of rules
credit 12.0 36.0 16.4 15.5 10.5 54.0 75.0 24.5 15.4 13.9
cancer 15.0 8.0 8.2 2.3 6.5 20.0 19.0 12.8 2.7 7.7
heart 17.0 11.0 17.6 8.7 11.5 44.0 26.0 23.8 8.4 14.3
sonar 8.0 10.0 9.0 16.0 11.0 8.0 12.0 10.0 14.0 11.4

Average size of the tree
credit 23.0 71.0 31.8 30.0 20.0 107.0 149.0 48.0 29.8 26.8
cancer 29.0 15.0 15.4 3.6 12.0 39.0 37.0 24.6 4.4 14.3
heart 33.0 21.0 34.3 16.4 22.0 87.0 35.0 46.6 15.8 27.6
sonar 15.0 20.0 17.0 19.0 21.0 15.0 25.0 19.0 17.0 21.8

It was established that with the degree of confidence set at 95% hypoth-
esis II. and III. hold true. However, hypothesis I. should be rejected. Table 3
includes, as the analyzis of variance summary, the ANOVA F test values. In
addition, Tukey test confirmed that in case of the integrated approach, there
are no statistically significant differences between mean performances obtained
using different classifiers.

On the other hand, the experiment results show that the data reduction
can result in a decreased complexity and size of the decision tree as compared
with the decision tree constructed using a full, non-reduced dataset. This can
be concluded from results presented in Table 4, where average number of rules
and average size of the decision tree are shown. It is clear that the proposed
approach results in a decreasing complexity of knowledge representation as well
as in a reduction of computation time required. This remains true not only for
decision trees but also for other machine learning techniques.

§6 Conclusions
Main contribution of the paper is proposing and validating an approach to

the integrated machine classification where data reduction in both - feature and
instance dimension is carried out iteratively and in parallel with constructing a
classifier. The proposed solution has been implemented using the multi-agent
platform. Main principles behind such an approach include population-based
computations, A-team based search for optimal solutions and the proposed sim-
ilarity factor as a tool for selecting reference instances. Combining the above
into an adaptive and distributed classification system has resulted in construct-
ing an effective and dependable classification tool. Validating experiment results
enable to draw the following further conclusions:

- reducing training set size still preserves knowledge content of the analyzed
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data,
- integration of the preprocessing stage with learning classifier assures bet-

ter results then a non-integrated solution,
- choice of the data integration scheme may significantly influence classifier

performance,
- choice of the classifier is not a decisive factor from the point of view of

performance of the integrated classifier.

The proposed technique extends the range of available approaches to clas-
sifier construction. Moreover, it is shown that the proposed algorithm can be,
for some problems, competitive in comparison with other existing techniques.
Properties of the proposed algorithm should be further studied. Future research
will also aim at refining the available data reduction techniques and extending
the approach to the distributed datasets.
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