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Considerations about the phase averaging method with application
to ELDV and PIV measurements over pitching airfoils

P. Wernert, D. Favier

Abstract Some considerations about the principles of the
phase averaging method, often used to decompose a measured
signal into mean and fluctuating parts, are presented for
periodic flow configurations involving natural and forced
unsteadiness. The order of procedure to theoretically deter-
mine the number N of cycles required to perform a correct
phase averaging decomposition is discussed and a practical
criterion is proposed. The use of this criterion is first
illustrated in the case of ELDV measurements in and outside
the boundary-layer on an airfoil oscillating in pitch at
moderate conditions of unsteadiness. The principles of the
phase averaging method are then extended to the case of PIV
measurements and both theoretical and practical criterions are
given. Examples of potential applications of the phase aver-
aging method for quantitative PIV analyses on an airfoil
oscillating through dynamic stall and submitted to strong
conditions of unsteadiness are also presented.

1
Introduction
Extracting mean and fluctuating parts from instantaneous
measurements performed in a turbulent time-varying flow is
an old problem appearing in several domains of fluid mechan-
ics and which concerns different classes of natural and forced
unsteady flow configurations. For many years, measurements
in steady flows were mainly performed with pointwise
measurement systems as for instance, pressure or temperature
probes, hot-wire anemometry and Laser Doppler Velocimetry
(LDV) for velocity measurements. The inherent flow unsteadi-
ness was thus investigated using an averaging method based on
the well-known Reynolds decomposition.

Measurements of the velocity field in complex time-depend-
ant flow configurations, as those generated over pitching
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airfoils, have been more recently performed using advanced
laser velocimetry techniques such as Embedded Laser Doppler
Velocimetry (ELDV) and Particle Image Velocimetry (PIV): see
for instance Berton et al. (1997), Pascazio et al. (1996, 1997),
Oshima and Ramaprian (1997), Wernert et al. (1996, 1997) and
Wernert (1997). Hence, the trend is now not only to obtain
a few instantaneous velocity data corresponding to some
characteristic phases of the investigated phenomenon, but also
to register a large number of quantitative instantaneous
velocity fields in order to derive mean and fluctuating parts
from them.

Additionally, some recent attemps were made to decompose
instantaneous PIV velocity fields into mean and fluctuating
parts (Yao and Parshal (1994), Raffel et al. (1996), Vogt et al.
(1996) and Ullum et al. (1997)). In these unsteady flow
configurations, the velocity flowfield is supposed to be decom-
posable into organized and turbulent components and
a @phaseA or @ensemble averaging methodA is employed.
However a critical analysis of these studies reveals that the
number N of cycles selected in the decomposition method to
extract a correct phase averaged value is generally not
considered and this can lead to misleading data and errors in
the analysis of the PIV results.

In the present work, an attempt is made to address some of
the points previously raised. The periodic flow configurations
generated over a NACA 0012 pitching airfoil are investigated
for different conditions of unsteadiness producing either
a transition/laminarisation process of the boundary-layer or
a separation/reattachment process of the flow on the airfoil
upper side. In both cases the order of procedure to theoret-
ically determine the number N of cycles required to perform
a correct phase averaged decomposition is discussed and
a practical criterion is proposed. The use of such a criterion is
first illustrated in the case of ELDV measurements across the
transitional boundary-layer at moderate conditions of un-
steadiness. The principles of the phase averaging method are
then extended to the case of PIV measurements and both
theoretical and practical criterions are given. Examples of
potential applications for quantitative PIV analyses on an
airfoil oscillating through dynamic stall and submitted to
strong conditions of unsteadiness are also presented.

2
Principles of the phase averaging method
In the case of periodic unsteady flows, several methods have
been proposed to decompose a measured time-varying signal
u(t) into a mean part and a fluctuating part: for example, phase
averaging (with or without windows) obtained by conditional
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sampling, frequency filtering, cycle-by-cycle smoothing
(Tiedermann et al. 1988; Enotiadis et al. 1990). Probably the
most widely used is the phase averaging method for which the
measured time-varying signal u(t) for the given measurement
point is written as

u(t)\Su(t)T]u@(t) (1)

where

Su(t)T\ lim
N?=

1

N

N
+
i/1

u(t](i[1)T ) (2)

is the phase average or ensemble average term,

u@(t)\u(t)[Su(t)T (3)

the fluctuations term and T, the period of the cyclic flow. In
practice, the phase average velocity has to be determined using
(2) over a finite number N of cycles, and the corresponding
estimation of Su(t)T is thus obtained as

Su(t, N )T
%45

\
1

N

N
+
i/1

u(t](i[1)T ) (4)

Based on this formulation, it appears that for N sufficiently
large, we can expect to have

DSu(t, N)T
%45

[Su(t)TD \e (5)

where e has an arbitrary small positive value: the estimation
Su(t, N )T

%45
is then converging towards the true phase average

Su(t)T. As the estimation of Su(t)T depends strongly on N, it
appears that the choice of the number N of cycles to be used in
the averaging process is the critical point of the phase
averaging method. However, in almost all experiments, this
number N is only determined by the amount of data which can
be stored on the computer hard disk system (a typical value for
N is a few hundred). Actually, in order to derive correct phase
average and fluctuating parts, N should be properly deter-
mined so as to satisfy the condition of Eq. (5). It is worthy to
note that N is not a constant but is a function of both the
instant t and the location of the considered measurement
point. In practice however (LDV measurements for example),
N is usually taken as a constant for all instant t, so that N is only
a function of the location of the considered measurement
point.

3
Practical determination of the number N of cycles required
for correct phase averaging
The above considerations have shown that the correct use of
the phase average method is in turn a problem of estimation.
The general theory of estimation indicates that a ‘‘good’’
estimator must have following properties: no bias, efficiency
and consistency (Martin 1971). Another related approach is to
use confidence intervals (Bowker and Lieberman 1965). It is
not the purpose here to discuss the use of the phase averaging
method from these points of view. Instead of that, we are
merely looking for a practical and simple criterion which is
useful for determining the number N of cycles required for
a correct use of the phase averaging method. It is then
straightforward to see that the convergence condition of Eq. (5)
is of no practical use since Su(t)T cannot be measured.
Therefore, the condition of Eq. (5) must be replaced by another

Fig. 1. Practical condition for convergence of the Su(t, N)T
%45

series

one. If N
max

denotes the maximum number of cycles being
recorded during the measurements, a simple and practical
condition would be, for example:

DSu(t, N)T
%45

[Su(t, N
.!9

)T
%45

DSeDSu(t, N
.!9

)T
%45

D (6)

which can then be rewritten as

1[e\
Su(t, N)T

%45
Su(t, N

.!9
)T

%45

\1]e (7)

It should be noticed that the condition of Eq. (7) is always
fulfilled for N\N

.!9
. Hence, two different cases can appear as

shown in Fig. 1. In case A, Eq. (7) is fulfilled for a number of
cycles N\N

A
@N

.!9
which indicates that N

A
cycles are enough

to ensure convergence of the Su(t, N)T
%45

series. In case B,
Eq. (7) is fulfilled for N\N

B
with N

B
very close to N

.!9
and

this shows that the number N
.!9

of cycles being recorded is not
sufficient for a correct estimation of Su(t)T. Examples of the
use of Eq. (7) will be given in the next section.

4
ELDV measurements on a pitching airfoil and use of the
phase averaging method
To the authors knowledge, no systematic measurements have
so far been undertaken for determining the optimal number of
cycles required to derive a correct mean flow/fluctuating flow
decomposition by means of a phase averaging process. Hence,
this problem has been recently investigated at the IRPHE/ASI
Laboratory1 using Embedded Laser Doppler Velocimetry
(ELDV) which is suited for unsteady flow measurements above
a moving surface (Favier et al. 1996; Pascazio et al. 1996, 1997;
Berton et al. 1997).

As an example, Figs. 2 and 3 show the phase average of the
longitudinal and normal velocity components SuT and SvT
which have been determined (Pascazio et al. 1996; Favier et al.
1996) using the ELDV technique along the normal distance y to
the wall (0.5 mmOyO100 mm), located at the longitudinal
abscissa s on the upper side of a NACA 0012 airfoil (chord
c\30 cm and s/c\0.67) oscillating in pitch in the following

1Laboratoire d’AeH rodynamique Subsonique Instationnaire de l’Institut
de Recherche sur les PheH nomènes Hors-Equilibre
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Fig. 2. Phase average Su(t, 200)T
%45

longitudinal velocity component on
a NACA0012 airfoil oscillating in pitch:
a
0
\6°; Da\6°; k\0.188; Re\105;

s/c\0.67

conditions: freestream velocity U
=

\5 m/s, airfoil incidence
variations a(t)\a

0
]Da cos(ut), mean incidence a

0
\6°,

incidence amplitude Da\6° and reduced frequency
k\uc/2U

=
\0.188.

For such oscillating conditions which correspond to moder-
ate conditions of unsteadiness, the period T of the pitching
motion has been divided into 256 phases ut (with 0°O
utO360°) and data acquisitions have been accumulated over
successive cycles at each phase ut of the period, until a total
amount of N

.!9
\300 velocity samples per phase was obtained

on each component. At each altitude y above the wall, Eq. (4)
has been used to get the estimation of the phase average

velocity components Su(t, N)T
%45

and Sv(t, N)T
%45

, where the
number of cycles N has been selected at 8 different values
within the range 10ONO300. In Figs. 2 and 3, the result of this
phase averaging process is examplified for the specific value of
N\200: the Su(t, 200)T

%45
and Sv(t, 200)T

%45
velocity profiles

are plotted as a function of the altitude y normal to the wall
(0.5 mmOyO100 mm) at 8 different values of the phase ut
along the period. At such an abscissa s/c\0.67 on the upper
side of the airfoil, the Su(t, 200)T

%45
and Sv(t, 200)T

%45
profiles

exhibit a typical process of transition/laminarisation of the
boundary-layer along the period as shown by Pascazio et al.
(1997) and Berton et al. (1997).
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Fig. 3. Phase average Sv(t, 200)T
%45

normal velocity component on
a NACA0012 airfoil oscillating in pitch:
(same oscillating conditions as in Fig. 2)

Some evidences of this unsteady boundary-layer behaviour
are given in Fig. 4 where the non dimensionalized velocity
component Su(t, 200)T

%45
/U

e
is plotted as a function of

g (g\yJRe
s
/s) at 8 different values of the phase ut. In this

figure, Re
s

represents the local Reynolds number based on the
curvilinear abscissa s from the leading edge (Re

s
\sU

=
/l) and

U
e

is the local longitudinal velocity component at the edge of
the boundary-layer. These experimental profiles obtained with
N\200 are compared to both laminar and turbulent theoret-
ical profiles deduced respectively from the Polhausen approxi-
mation and from the turbulent power law (1/4th). As a function
of ut, the laminar boundary-layer regime is thus shown to

occur at low values of the instantaneous incidence (160°O
utO260°), while the transitional regime to turbulence occurs
for 270°OutO360° and the laminarisation process for
135°OutO160°. More details on the occurrence of the
transition/relaminarisation process can be found in Pascazio
et al. (1996) and Favier et al. (1996).

The influence of varying the value of N in the phase
averaging process is then shown on Figs. 5 and 6 for similar
pitching conditions as in Figs. 2 to 4. In Figs. 5 and 6, the phase
average velocities Su(t, N)T

%45
and Sv(t, N)T

%45
are plotted as

a function of ut at 3 different altitudes y above the airfoil wall
corresponding to the inner region of the boundary-layer
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Fig. 4. Phase average Su(t, 200)T
%45

/Ue
as a function of g (same oscillating
conditions as in Fig. 2): Theoretical
profiles: —— laminar; — — — — turbulent
Experimental profiles; s laminar;
d turbulent

(y\0.8 mm), the edge of the boundary-layer (y\2 mm) and
the potential flow outside the boundary-layer (y\10 mm). At
each altitude y, the Su(t, N)T

%45
and Sv(t, N)T

%45
velocity

profiles are plotted for 5 different values of N within the range
10ONO200. For clarity of the plots, only 64 different values of
ut are shown (256 values were recorded for each y and each N).
The effect of increasing the number of cycles N is shown to be
small in the potential flow region (y\10 mm), at least on the
Su(t, N)T

%45
component and for phases 135°OutO270° corres-

ponding to the lower instantaneous incidences of the airfoil. At
the edge of the boundary-layer (y\2 mm), the dependence on
N of the phase average values of both Su(t, N)T

%45
and

Sv(t, N)T
%45

is shown to be more accentuated, specially during

the transitional regime (utP270°) and the turbulent regime
(utO160°). While close to the wall (y\0.8 mm), the
Su(t, N)T

%45
and Sv(t, N)T

%45
profiles are shown to be strongly

dependent on the value of N at all phases ut of the period. It is
also seen on these figures that the Sv(t, N)T

%45
profiles are

generally much more sensitive to N than the Su(t, N)T
%45

profiles.
In order to identify, for such moderate unsteady flow

conditions, which values of N are sufficiently high to fullfill the
practical condition of Eq. (7) and thus to render the above
described phase averaging process independent of the number
of cycles, Figs. 7 and 8 show the evolution of the non
dimensionalized Su(t, N)T

%45
/Su(t, 300)T

%45
and Sv(t, N)T

%45
/
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Fig. 5. Su(t, N)T
%45

velocity
component as a function of ut at
three different altitudes y above the
airfoil wall (same oscillating
conditions as in Fig. 2): s— — N\10
cycles; m—— N\50; .—— N\100;

r—— N\150; h—— N\200

Sv(t, 300)T
%45

velocity components at a given altitude y\con-
stant and as a function of N varying from N\10 to N

.!9
\300

cycles. The boundaries corresponding to the thresholds (1[e)
and (1]e) of Eq. (7) with e\0.03 are plotted in dotted lines.
The Fig. 7 clearly indicates, at the four selected values of the
phase ut\45°, 135°, 180° and 270°, that the convergence is

obtained on the Su(t, N)T
%45

component when the number of
cycles is higher than N\150 for the three considered values of
y. On the other hand, in Fig. 8, a number of cycles NP200 is
shown to be required on the Sv(t, N)T

%45
component at the edge

(y\2 mm) and outside of the boundary-layer (y\10 mm),
while N[300 cycles is required in the inner region of the

478



Fig. 6. Sv(t, N)T
%45

velocity
component as a function of ut at
three different altitudes y above the
airfoil wall (same oscillating
conditions as in Fig. 2): s— —
N\10 cycles; m—— N\50; .——
N\100; r—— N\150; —h— N\200

boundary-layer (y\0.8 mm) for ut\45° and for the
laminarisation flow regime (ut\135°).

Consequently, for the pitching conditions selected in the
present case, it appears that in order to fulfill the criterion of
Eq. (7) on both velocity components at each phase ut and

during all the laminar, transitional and turbulent boundary-
layer regimes along the period, the number N

.!9
of cycles to be

considered has to be increased to N
.!9

[300. It should also be
noticed that for oscillating conditions which involve the
dynamic stall phenomenon (for instance, a

0
\12° and
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Fig. 7. Evolution of the nondimensionalized Su(t, N)T
%45

/Su(t, 300)T
%45

longitudinal velocity component as a function of N for N
.!9

\300
cycles. The two horizontal dotted lines correspond to the thresholds
(1[e) and (1]e) of Eq. (7) with e\0.03 (same oscillating conditions
as in Fig. 2): s— — ut\45° ; j—— ut\135°; m—— ut\180°;

r—— ut\270°

Da\10°) and the occurrence of the cyclic separation/reattach-
ment process of the flow on the upper side of the airfoil, the
adequate number N needs certainly to be significantly in-
creased to fullfill the criterion of Eq. (7) at each phase of the
flow separation and flow reattachment regimes.

5
Phase averaging method in PIV measurements
Particle Image Velocimetry (PIV) is a well-known non-intru-
sive technique which provides instantaneous two-dimensional
velocity fields (components u(x, y, t) and v(x, y, t)) at an instant
t, with measurement points (x, y) located on a regular grid
(Grant (1994)). When applied to unsteady flows executing
cycles of period T, the instantaneous PIV velocity fields
measured at a given phase of the cycle can be decomposed into
mean and fluctuating parts in the same way as mentioned
before, i.e. at each measurement point (x, y) and at each
measurement time t, the velocity components can be expressed

Fig. 8. Evolution of the nondimensionalized Sv(t, N)T
%45

/Sv(t, 300)T
%45

longitudinal velocity component as a function of N for N
.!9

\300
cycles. The two horizontal dotted lines correspond to the thresholds
(1[e) and (1]e) of Eq. (7) with e\0.03 (same oscillating conditions
as in Fig. 2): s— — ut\45° ; j—— ut\135°; m—— ut\180°;

r—— ut\270°

as

u(x, y, t)\Su(x, y, t)T]u@(x, y, t) (8)

and

v(x, y, t)\Sv(x, y, t)T]v@(x, y, t) (9)

where Su(x, y, t)T, u@(x, y, t), Sv(x, y, t)T and v@(x, y, t) are
defined and calculated in a similar way as in Eqs. (1)—(4). In
practice, the terms Su(x, y, t)T and Sv(x, y, t)T are calculated
over a finite number N

x,y
of cycles as indicated in Eq. (4).

Hence, to assess a correct phase averaging decomposition, the
two following conditions must be simultaneously verified at
each measurement point (x, y):

DSu(x, y, t, N
x,y

)T
%45

[Su(x, y, t)TD\e
1

(10)

DSv(x, y, t, Nx,y)T%45
[Sv(x, y, t)TD\e

2
(11)
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Fig. 9. a (top) and b (bottom): PIV velocity
fields over a pitching NACA 0012 airfoil at the
same incidence of 24° upstroke in two
different oscillation cycles (c\20 cm,
U

=
\14 m/s, a(t)\15°]10° sin(ut),

k\0.30)

where e
1

and e
2

have small positive values. In practice, the same
criterion as in Eq. (7) will be used, i.e.:

1[e
1
\

Su(x, y, t, Nx,y)T%45
Su(x, y, t, N

.!9
)T

%45

\1]e
1

(12)

1[e
2
\

Sv(x, y, t, N
x,y

)T
%45

Sv(x, y, t, N
.!9

)T
%45

\1]e
2

(13)

These conditions lead then to the minimum number N
x,y

of
cycles to be used for each measurement point (x, y). For
a complete PIV velocity field, the minimum number N of cycles
required is then given by:

N\max(Nx,y) (14)

This is an important difference when compared to ELDV
measurements: indeed, for ELDV measurements, the number

N of cycles can be different from one point to the other. In the
case of PIV measurements, as the whole velocity field is
recorded simultaneously, the number of cycles is obviously the
same for all measurement points. As a consequence, N can
become a very high number. On another hand, N is now no
more a function of the measurement point (x, y), but is only
a function of the measurement instant t.

Phase averaging methods have already been employed in
PIV measurements and reported in the literature. For instance,
Yao and Pashal (1994) made PIV measurements in the wake of
a natural laminar airfoil flow and obtained statistics of the
flowfield by phase averaging over N\240 PIV samples. Raffel
et al. (1996) report PIV velocity fields over an helicopter rotor
model in a wind-tunnel: three different flow areas are con-
sidered and two different numbers of cycles are used: N\35
and N\100. Vogt et al. (1996) measured the wing tip vortex
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Fig. 10. a (top) and b (bottom): PIV velocity
fields over a pitching NACA 0012 airfoil at the
same incidence of 20° downstroke in two
different oscillation cycles (c\20 cm,
U

=
\14 m/s, a(t)\15°]10° sin(ut),

k\0.30)

over a NACA 0012 airfoil where the PIV velocity fields were
averaged over N\500 images. Durget et al. (1997) obtained
information about the mean and fluctuating velocity flowfield
in a combustion engine by phase averaging over 200 PIV
realizations. Finally, Ullum et al. (1997) report on the complex
separated flowfield behind a fence by averaging over almost
N\3000 PIV velocity fields.

The important point here is that the choice of the number
N of cycles used in the averaging process is not sufficiently
discussed and generally not justified in the works mentioned
above. This remark is actually valid for most experiments
using phase averaging methods, not only with the PIV
technique, but also when other global or pointwise
measurement methods (LDV, hot wires, pressure transducers
or balance techniques) are used. As a consequence, it has
not been proved that the conditions of Eq. (10) and

(11) are fulfilled and so, the decomposition into mean and
fluctuating parts may be incorrect in the above mentioned PIV
analyses.

PIV experiments have also been made at ISL2 in order to
investigate the complex separated velocity field over a NACA
0012 airfoil pitching under deep dynamic stall conditions (due
to strong conditions of unsteadiness: a

0
\10°, Da\15° and

k\0.30) in an incompressible flow (Raffel et al. 1995; Wernert
et al. 1996, 1997; Wernert 1997). The results have revealed that
the velocity field can be considered as reproducible from cycle
to cycle during the phase of increasing airfoil incidences
(Figs. 9a and b). But during the phase of decreasing airfoil
incidences, after the complete separation of the flowfield from

2French-German Research Institute of Saint-Louis
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the airfoil upper side, the PIV velocity fields clearly exhibit
a non-reproducible effect, i.e. for the same instantaneous
airfoil incidence, the measured vortex structures do not have
the same spatial characteristics (location, size) from cycle to
cycle (Figs. 10a and b). More details can be found in Wernert et
al. (1997) and Wernert (1997). The number of registered PIV
velocity fields was here too low to undertake a decomposition
by phase averaging. Although the number N of required cycles
should be very high according to Eq. (14), new PIV measure-
ments would indeed show if the deep dynamic stall phenom-
enon can, during the phase of decreasing incidences, be
reduced to a mean and a fluctuating parts. In this case, the
cycle to cycle variations observed on the vortex structures of
Figs. 10a and b can be considered as spatial fluctuations
around a mean flow. If such a reduction cannot be reached,
a new approach to the dynamic stall problem (like that
proposed by Truong (1993) based on Hopf bifurcations)
should be considered.

6
Conclusions
From the present investigation conducted on unsteady flow
configurations generated over periodic pitching airfoils, it
should be concluded on the following recommendations.
When the phase averaging method is used in LDV measure-
ments, the required number N of cycles must satisfy the
theoretical condition of Eq. (5) and a practical condition is
given by Eq. (7). When the phase averaging method is used in
PIV measurements, it is required to average over a number
N of cycles in order to fullfill the conditions of Eqs. (10) and
(11) at each point of the velocity field. A practical local
condition is then Eqs. (12) and (13) which leads to the overall
condition of Eq. (14). Potential users of this method should
also be aware of the fact that this optimal number N can
become very high in PIV, especially if measurements are to be
performed either in separated or boundary-layer flows or at
high values of the flow unsteadiness parameters. If the number
N of required cycles is too high for the capabilities of the
experimental set-up or PIV measurement system, alternative
methods must be employed like those mentioned either by
Tiedermann et al. (1988) and Enotiadis et al. (1990) or by
Brereton and Kodal (1992, 1994).

Finally, it should be underlined that the simple phase
averaging method discussed here is based on the assumption
that the period T of the flow is known and constant in time. If
T is unknown or not constant in time, other phase averaging
methods with more complex conditional sampling techniques
like the variable-interval time averaging algorithm (VITA, see
Morrison et al. (1989)) may be used.
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modèles oscillants en eH coulement 2D/3D. Rapport de synthèse,
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