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Simultaneous velocity and concentration measurements in the near field
of a turbulent low-pressure jet by digital particle image
velocimetry—planar laser-induced fluorescence

A. Borg, J. Bolinder, L. Fuchs

Abstract The main purpose of this work is to develop a
method for simultaneous measurement of velocity and
passive scalar concentration by means of digital particle
image velocimetry and planar laser-induced fluorescence.
Details of the implementation of the method are given, and
the technique is applied to measurements of concentration
and velocity in the centre-plane of a liquid jet with a
Reynolds number of 6,000. The measurements are com-
pared with large eddy simulations. Mean velocities and
concentrations, fluctuating velocities and concentrations,
and correlation between fluctuating velocities and con-
centrations are analysed for the first six diameters down-
stream of the jet exit. The general agreement between
measured and simulated results was found to be good, in
particular for mean quantities. Mean profiles are also
found to be in good agreement with other experimental
work on jets reported in the literature. The “whole-plane”
measurement method was found to be very useful for
detailed comparisons of turbulent statistics with simulated
data. The inadequacy of models for turbulent mass
transport based on the standard gradient diffusion concept
is demonstrated through the experimental data.

1

Introduction

Coupled diffusion-convection of a scalar quantity, such as
temperature or concentration is relevant for many pro-
cesses, such as mixing in combustion chambers or distri-
bution of drugs in biomedical applications. The possibility
of measuring velocity and a scalar simultaneously with a
high spatial and/or temporal resolution is of fundamental
importance for the validation and development of nu-
merical models of turbulence and turbulent mixing. Si-
multaneous measurements of velocity and concentration
allow the determination of the correlation of fluctuating
velocity and fluctuating concentration, which offers the
possibility of determining the validity of different models
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for turbulent mass transport. The experimental method
employed here provides velocity and concentration in a
plane at the same time instant. This has several advantages
over single point measurements: Two-dimensional data
allow the identification of coherent structures present in
the flow, and turbulent statistics which are calculated by
ensemble averaging over a set of flow field images are
available in the full plane. Simultaneous instantaneous
velocity and concentration data in a plane allow the vali-
dation of turbulence models based on spatial filtering
[sub-grid scale (SGS), terms in large eddy simulations
(LES)] as well as providing experimental data for the
turbulent concentration fluxes. A good example of utilis-
ing PIV data for this kind of analysis is the paper by Liu
et al. (1994), in which it is shown that eddy-viscosity
closures of the Smagorinsky type show very low correla-
tion with the real sub-grid scale stress. For highly resolved
simultaneous velocity and concentration measurements
(beyond the Taylor micro-scale), the same type of testing
can be done for models of SGS mixing. This work utilises
particle image velocimetry (PIV) for velocity measure-
ments and laser-induced fluorescence (LIF) for concen-
tration measurements. Examples of earlier work on
measurements of concentration and velocity in a turbulent
jet include the measurements by Lemoine et al. (1996).
They performed simultaneous one-point measurements by
LIF and laser Doppler velocimetry (LDV), for a submerged
turbulent water jet at Re = 5,500. A technique close to the
one adopted in this paper was used by Sakakibara et al.
(1997) to measure the velocity and temperature of an
impinging plane jet. They used a fluorescing dye with
strong temperature dependence (Rhodamine B) to mea-
sure temperature. Their technique differs from ours in the
implementation and in details of the post-processing as
will be discussed below.

The success of the combination of PIV and PLIF is to a
large extent determined by the proper implementation of
the two techniques separately. An additional difficulty
when doing the combined measurement is the alignment
of the cameras so that they view the same region in space.
Some interpolation scheme is required to match the po-
sition of the velocity and concentration data. Techniques
to handle this are presented in the paper. The measure-
ment method and the numerical simulation procedure
presented in this paper are applied to study the near field
of a circular turbulent jet. A short description of the
physical properties of this particular flow is as follows.

The circular jet is a model problem for axisymmetric
turbulent shear flow. The circular jet was studied for decades



and its properties are rather well known. The following de-
scription of the near-field dynamics of the turbulent jet is
given by Danaila et al. (1997): “For alarge range of Reynolds
numbers (5,500 < Re < 10°) the scenario of the early stages
of evolution of the round jet seems to be universal (inde-
pendent of the Reynolds number): the shear layer origin from
the inlet (nozzle or pipe exit) is inviscidly unstable via a
Kelvin-Helmolz primary instability; the instability grows
downstream and rolls up into coherent vortex rings; the
structures merge as they are convected downstream.
Streamwise vortex structures develop through a secondary
three-dimensional instability of the thin vorticity layer
between two neighbouring vortex rings.”

The primary aim of this study is to present a method of
simultaneously measuring velocity and concentration in a
plane, and the current measurements are used to assess
turbulent statistics in the near inlet region of a turbulent
jet (0-6 D). The results are compared with simulated re-
sults of the same flow with large eddy simulations. Com-
parison with some earlier experimental data is also made.
The experimental data are used to point out conceptual
weaknesses in a commonly used gradient diffusion model
for turbulent mass transport.

2
Methods

2.1

Concentration measurements by PLIF

The principle of planar laser-induced fluorescence (PLIF)
is to excite a particular electronic transition of a molecular
tracer with a laser sheet whose frequency is tuned to cause
excitation. In the present investigation, we use Rhodamine
B as a tracer, which is excited by the second harmonic
(532 nm) from a pulsed Nd:YAG laser. The dye then emits
broadband fluorescence with a peak around 590 nm, and
the fluorescence is captured by a CCD camera with a high-
pass filter (>550 nm) to remove scattered light. To de-
scribe the process of how the detected emission at each
pixel in the digital camera array depends on local con-
centration for each laser pulse, we follow van Cruyningen
et al. (1990). The process can be divided into three steps: a
number of photons are emitted; of these a number of
photons reach the collecting optics; and finally conversion
into a digital signal. For unsaturated excitation and con-
stant properties of the carrier fluid (temperature, oxygen
content, pH value) the total light emission per unit sheet
area is given by:

N!(x,y,v,t) = {photons incident per unit height}
{photons absorbed per unit length}
{photons emitted per photons absorbed}

= {Nj)e SN o v)e(x, )
{n(v,1)}
(1)
where N/ (x,y,v,t) denotes photons per unit area at a

position in space as a function of time ¢ and frequency v,
N!(y) is the number of photons per unit height in cm™"
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from the laser, a(v) is the absorbing cross-section of the
tracer in cm?, ¢ is the Rayleigh scattering section of the
tracer in cm?, c(x, y) is the concentration of the absorbing
species in the lower energy level in cm™>, n(v, t) is the
species quantum efficiency for the transition (see van
Cruyningen et al. 1990). For a pulsed laser, the energy will
vary from pulse to pulse both in an integral sense (total
energy variation) and in the distribution over the laser
sheet. If the concentration level is low enough, Eq. (1)
becomes linear in the species concentration. The collection
optics has the purpose of imaging the fluorescence emis-
sion on the light-sensitive camera array. The amount of
light reaching the camera and its spectral content depend
on the camera lenses, the filter to remove scattered laser
light, the magnification and the limiting aperture. The
number of photons per pixel reaching the camera is given
by:
NPP(xvy’ v, t)
. . solid angle

= {emission per unit area}{area} T
{gain or loss}{spectral filter } {temporal filter}
{optical factors}

2

= {Ne(x7y7 v, t) + Nb (X,}’; Vs t)}{LXLy} {FZIZ}
{GF(v)T(t)H(x,y,v)}
(2)

where N{/(x,y,v,t) is the background emission per unit
area, L, and L, are the dimensions of a pixel in the mea-
suring plane and are related to the pixel size [, by L, =
l,/M, where M is the magnification, r is the radius of the
limiting aperture, z; is the distance from the laser-sheet to
the limiting aperture, G accounts for losses from lens and
filter surfaces, F(v) takes into account the filtering of the
signal, T(¢) is the time transfer function of the camera, and
H(x, y, v) takes into account additional optical effects
(non-ideal optics). The final signal obtained in each pixel
for each laser pulse is given by integration over the time
the array is exposed to light and by integration over fre-
quency (due to the frequency sensitivity of the CCD-chip).
For fixed optical settings in the linear range, the following
simplified equation holds for the digital signal level

ig(x, y, n) in each pixel for each laser pulse:

id(x7y7 n) = k(x,y, n)c(x,y, n) + idb(xvyv I’l) (3)

In this equation k(x, y, n) includes variations in laser
energy over the sheet for pulse n and the optical factors
discussed above and, as we measure the concentration of
Rhodamine B in pg/l, it has the unit of l/pg. ign(x, y, n) is
the background emission and depends on optical factors
and variations in the background but not on the laser
energy if scattered light is effectively filtered out. The
optical factors are constant but, to be able to measure the
instantaneous concentration, the laser energy in each pulse
must be measured over the sheet height. The rms fluctu-
ation in the total irradiance from pulse to pulse is typically
some percentage of the mean. Since we do not measure the
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laser energy, an error is introduced in the instantaneous
concentration data processing due to the pulse-to-pulse
variation. This is discussed further below. For Eq. (3) to be
valid, it is important that the intensity is linear in con-
centration, that absorption effects are negligible and that
absorption does not depend on laser intensity. In a recent
paper, Karasso and Mungal (1997) ruled out sodium flu-
orescein as a dye candidate in combination with the pulsed
Nd:YAG laser due to violation of Beer’s law. We studied
our laser and dye combination with respect to this effect.
Uniform solutions of Rhodamine B with concentrations of
192, 96 and 48 pg/l, respectively, were investigated in a
rectangular box. A light-sheet similar to the one used in
the jet experiment was formed (thickness 1.5 mm, height
5 c¢m, low angle of divergence, 25 m] per pulse). The in-
tensity along the beam-path was then measured with the
CCD camera. To eliminate optical effects, the receiving
optics is moved with respect to the laser sheet in steps of
5 mm and the recorded intensity is compared at a fixed
position in the CCD-array. Figure 1 (upper frame) shows
the logarithm of the intensity (normalised with its value
at x = 0) along the beam-path for the three different
concentrations investigated (background subtracted).
According to Beer’s law, this variation should be linear and
the absorption should increase linearly with concentration,
which is clearly seen in the figure. In the jet experiments,
the maximum concentration used is 15 pg/l. It is clearly
seen in Fig. 1 that the absorption at this concentration
level is very low for the beam-paths used in the jet ex-
periment (smaller than 20 cm). The lower frame in Fig. 1
shows the logarithm of the intensity (normalised with its
value at x = 0) along the beam path for the concentration
of 192 pg/l at two different positions in the laser sheet with
different intensities. This shows that the absorption is only
very weakly dependent on laser energy for the pulse
energies used in the experiment.

The following procedure is employed for calibration of
the concentration measurements. First, the mean back-
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Fig. 1. Validation of Beer’s law. Intensity versus beam-path for
three different concentrations (upper chart) and intensity versus
beam-path for two different places in the laser sheet with different
entrance intensities (lower chart, Iy = Iymax and Iy = 0.85Iymax)

ground emission I, in each pixel is determined by ac-
quisition of 20 images of a field with no dye present but
with scattering particles and the laser running. Thereafter,
the mean corrected intensity I3, (mean background
emission subtracted) is used to determine the mean co-
efficient K(x, y) in each pixel as an average over 20 images
of six known concentrations in the linear range

(0-15 pg/l). Taking the ensemble average of Eq. (3) for a
constant concentration gives the following equation
(capitals denote ensemble averaged quantities):

Idc(xay) = Id(x7y) - Idb(xvy) = K(xvy)c (4)

The constant K(x, y) is determined by a least square fit to
Eq. (4) over the tested concentrations, i.e.

N

K(x,y) Z ¢ = cillac(x.)); ()

i=1

where N denotes the number of tested concentrations.

Figure 2 shows the detected intensities versus concen-
tration and the corresponding linear fit at a position in the
camera array. The mean uncertainty in the parameter
K(x, y) is 5% (with 95% confidence). The measured in-
stantaneous concentration c¢,,(x, y) is given by the
following equation:

o idc(x;)’) o

cm(x,y) = m =

K (x,y)
K(x,y)

c(x,y) + ldb(xvy)

K(x,y)
(6)

The rms values of k" and iy, are determined as an average
over the array. The variance of i4./K versus the square of
the concentration shows linear behaviour. Using these
data, we found that the laser energy variation is about
2.5% of the mean energy and that the variation in the
background corresponds to a concentration of 0.1 pg/l,
which is 1% of the inlet concentration used in the jet
experiment.
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Fig. 2. LIF-pixel intensity versus concentration at an arbitrary
position in the camera array together with the linear least square
fit



The laser intensity fluctuations and the background
fluorescent light fluctuations are independent of each
other. This fact can be used to improve the estimation of
the turbulent statistics involving concentration. The mea-
sured mean value is not affected by the fluctuations as can
be seen from:

K+ K)e+ i,
T (7)

The measured concentration fluctuations are effected by
the laser and background fluctuations and are related to
the real concentration fluctuations by the following
equation:

— ((K—f—k’)(?—i—c’)—&—iéb_E)Z

Céz(cm_my: K

=cC

/

K(c+c)+ip)’
_ / db
(c +—K >
_ k'(c+c')+1i, K\
_n / db =) (f =/ 7]
c +26( X )+(K) (S +2cc’ +c'?)
etk

K 2—2 K 2—/2 iéib ’ n
<K>C—|—<K>C —|—<K> +c (8)
This relation is used to improve the estimation of the
concentration fluctuations. The velocity-concentration
correlation is not affected by fluctuations in laser energy or
in the background, if it assumed that these stochastic
processes are independent, since:

y ((K + k/)(zK+ ) +iy z)

(u/c/)m =

)

We tested the algorithm on a laminar jet for which the

core concentration is constant for long distances. It was
found that the centreline concentration varied less than
5% in that laminar jet, and that the procedure described
above reduced the measured concentration fluctuations

in the jet due to laser and background fluctuations below
1%.

:u’<c’+g(f+c’)+i3—b> =ud
K K

2.2

Velocity measurements by DPIV

The general principle of PIV is to illuminate tracer parti-
cles in the flow field with a plane sheet of light, and to
acquire two images of the scattered light from the particles
with a known time separation. In PIV, the displacement
field is determined as an average displacement within a so-
called interrogation area of the image plane during the
known time separation between the acquisition of the two
images. An FFT-based cross-correlation is used to de-
termine the average displacement in the interrogation

area. Sub-pixel interpolation is done with a Gaussian peak
fit, see Raffel et al. (1998). The present algorithm utilises
local window shifting and bias correction. Local window
shifting was shown to reduce the measurement noise (rms
error) and is described by Westerweel et al. (1997). An
initial pass with a larger interrogation cell size is used,
which gives more reliable displacements due to the higher
particle image density. For the present measurement an
initial cell size of 32 pixels and a final cell size of 16 pixels
with a 50% overlap was used. For the post-processing of
the vector fields, a local median test was used to remove
stray vectors. In the local median test, the median velocity
in a 3 X 3 region around the vector to be tested was first
computed. This was done individually for each compo-
nent. The allowed deviation from the median was fixed for
the whole vector field to 2 pixels for both components. If
the highest correlation peak did not pass the median test,
the next highest peak was tested and so forth down to the
fourth highest peak. Places where no acceptable vector
could be found were filled up with the average of the
neighbouring eight vectors. The median test was repeated
once with a filling-up pass in between. No smoothing of
the vector fields was done. The uncertainty in the dis-
placement calculation is estimated to 0.1-0.5 pixels, which
for a maximum displacement of around 6 pixels gives an
accuracy (in uniform flow regions) of at best 1.5% for the
velocity estimate.
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Flow system and instrumentation

The geometry of the experimental set-up is shown in

Fig. 3, with the employed coordinate axes indicated. The
jet box and the jet pipe are made by Plexi-glass. An ele-
vated tank supplies the necessary head to drive the system,
and the pipe has an inner diameter of 10 mm, the wall is
0.5 mm thick and 1 m long. This length is sufficient to
make the outlet profile fully developed turbulent. The box
has the dimensions of H = 1.2 m and B = 0.28 m. During
the experiment the water surface is located 10 cm above
the pipe exit. Water at a temperature of 12 °C is used and

Pipe

Water
surface

Fig. 3. Sketch of the experimental set-up
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the mean cross-sectional velocity in the pipe is 0.75 m/s. In
terms of non-dimensional parameters, the flow can be
described by the Reynolds number Re = 6,000 and the
Schmidt number Sc = 0(1,000). The concentration

of Rhodamine B was close to 10 pg/l in all runs.

A modified commercial system (LaVision) is used for
DPIV and PLIF measurements. It consists of two high-
resolution (1,280 x 1,024), 12-bit, cross-correlation CCD
cameras mounted on a plate, with a beam splitter and a
mirror to split the incoming light between the cameras.
The light source is a double-cavity 25 m] Nd:YAG laser
with a maximum repetition rate of 15 Hz. Optical high-
and low-pass filters are placed in front of the cameras so
that one camera detects the fluorescence of Rhodamine B,
and the other detects scattered light from the particles. The
principal set-up is shown in Fig. 4.

For the PIV camera, the following parameters hold:

1 pixel corresponds to 37 um in the measurement plane,
which means that a measurement covers about three and a
half pipe diameters. An interrogation cell size of 16 pixels
is used with an overlap of 50%. This means that we get 34
vectors across the span of the pipe (though not repre-
senting fully independent measurements). The light-sheet
thickness is about 1 mm, and the measurement volume
has dimensions of 0.6 X 0.6 X 1 mm. This volume is ade-
quate, since we expect that the out-of-plane motion is of
the same order of magnitude as the in-plane motion. With
an image magnification M = 0.18 and a numerical aper-
ture f” = 8, the depth of field is about 7 mm, which is
wider than the light-sheet thickness. The flow is seeded
with hollow glass particles around 10 pm in size. The
particle image density is about eight per interrogation
area, computed with a threshold set to three times the
background noise level, and the particle image diameter is
about 3.5 pixels. For the camera that detects the LIF signal,
binning of 4 pixels to one is done, resulting in an effective
pixel dimension of 74 um. The numerical aperture for this
camera is 2.8, giving an estimated depth of field of 1 mm.
When performing cross-correlation analysis between
velocity and concentration fields, it is important that the

Md-Yag lnser
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Fig. 4. Top view of the experimental set-up
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cameras view the same region in space. This requirement
was treated as follows. First, images of a calibration target
with known dimensions are taken with both cameras. The
target consists of a white background with a sequence of
squares. The cameras are adjusted so that the magnifica-
tion is the same and the edges of the squares overlap as
closely as possible by adjusting screws on the mounting
plate. After this, the calibration target is removed and
replaced with a Plexi-glass box filled with water and tracer
particles. Images of the tracer particle field are acquired
using the Nd:YAG laser for illumination. The two images
are then cross correlated with each other using the same
interrogation areas and cross-correlation algorithm as in
the measurements, which gives the offset between the
images in each interrogation cell. After fine-tuning with
the adjustment screws, the average offset over the image is
1 pixel with a rms value over the image of 0.24 pixels. In
physical space, this means that the spatial bias between the
images is limited to 37 pm.
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Experimental procedure and data processing

The following experimental procedure was used in the
collection and processing of the CCD-frames. With the
magnification used, one picture covers 3.7 jet diameters.
To cover the first six diameters, the jet box is moved
vertically with respect to the cameras and the laser. For
each position, 80 pictures are taken. These 80 pictures are
taken from four different runs with 20 pictures in each
run. The reason for this is that the present problem is
transient and the molecular tracer concentration and the
tank volume increase during the run. For each series, the
jet is run for 15 s to allow the jet to develop fully , then
20 pictures are taken with a framing rate of 2 Hz. This
procedure generates approximately the same background
field with a low concentration (6%) for each run. The
flow field changes only slightly during the 10 s when
the actual measurements are done. The water surface is
elevated by 7 mm during the 10 s when the images are
acquired. The influence of this is, however, rather small
for the following reasons: The distance from the pipe
exit to the surface is long (10 D), the surface velocity is
very low (0.1% of the inlet velocity), and the decrease
in head is 0.5%, resulting in a change of inlet velocity
by 0.3%.

Next, we describe the routine for interpolation of con-
centration values to the centre of the interrogation cells
used in the PIV-analysis. We used the adaptive Gaussian
window (AGW) function proposed by Agiii and Jiminez
(1986) with the recommended optimal window width. The
AGW scheme is given by:

N
()
q)(x*) — ZHT\II %n ”’
Zn:l %n

—(X* _ x")2 (10)
oy = exp <4>, H =1.249

H?2

where @ is the variable to be interpolated to the position
x*, N is the number of values used in the interpolation,



and H is the window width. The interpolation of con-
centration to the position where the velocity is stored
involves 4 x 4 pixels on the concentration image (16 X 16
interrogation area/4 due to overlap and pixel binning),
N =16 and ¢ is equal to the pixel size on the concen-
tration image.

Due to the finite number of samples in the calculation of
the turbulent statistics, the error in the estimations of
these is not negligible. For the special case where the
fluctuating signals are Gaussian white noise processes,
analytical expressions for the errors in the estimation of
the mean ®, the standard deviation o4, and the cross-
correlation Rey as a function of sample size exists.

The relative uncertainties (€) in these quantities, re-
spectively, are given by Bendat and Piersol (1986):

) ezzl(@y
N\o
2 _ 1
o & =3y (11)

2 _ 1 1

&N (1 + (Pcw)z)

Typical values for the relative uncertainty € in our mea-
surements in the shear layers are 3% for mean values, 8%
for the standard deviations and 25% for the cross corre-
lation (at a correlation coefficient pgy = 0.5). This is
manifested in the measured data, where both mean values
and standard deviations are smooth and symmetric,
whereas this is not the case for the cross-correlation map.
The uncertainty in the cross-correlation is high due to the
limited number of samples collected for practical reasons.
To reduce the uncertainty in the cross-correlation to
around 12% would require 320 images and to reduce it to
5% would require 5,000 images. These estimations have
also been verified using data from the numerical simula-
tions.
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2.5

Theory and numerical methods

Consider the flow of an incompressible Newtonian fluid,
which is governed by the Navier-Stokes equations. In
Cartesian tensorial form, they read:

auj

—J_ 12
. (12)
% auiuj — _la_p i% (13)
ot 0x; p 0x; 0x; Ox;

where u; is the velocity in the j direction, x; is the coor-
dinate in the j direction, p is the density, p is the pressure,
and v is the kinematic viscosity. The evolution of the
concentration field is assumed to be:

% u.ﬁf g@ (14)
ot ’Gx]-_ éxjaxj

where c is the species concentration, u the velocity, ¢ the
time and D the diffusion coefficient of the species, which is
assumed to be a constant.

Modelling of turbulent flow and mixing involves some
kind of filtering in time and/or space. For a variable f, this
can be written as

f(xiyf)Z/oc/oo /OC /OOG(xi_Civt_T)f(Chf)

x d¢,d¢,d¢sdr

where G is the filter kernel.
The variable f can then be decomposed into a mean and
a fluctuating part:

f=r+f (16)
The Reynolds averaged Navier-Stokes equations (RANS)
are based on filtering in time:

(15)

T
Flw) = Jim & [ o) de (17)

This leads to new unknown terms in the momentum
Egs. (13) and in the concentration Eq. (14) originating
from the non-linear terms. The unknown terms in the
corresponding RANS equations are

Tij = UjU; (18)

¥ =ud (19)

The combination of PIV and LIF in a plane can provide
three of the six terms in Eq. (18) and two of the three
terms in Eq. (19). A common way to model these terms is
based on an eddy diffusivity formulation. In analogy to
Fick’s law for molecular diffusion, the turbulent flux is in
the direction of the concentration gradient. The common
RANS modelling of ‘¥; is thus
g — o G

—_ - 2
j Sc, 0x; ' 0x; (20)

where Sc, is the turbulent Schmidt number which relates
the turbulent diffusivity D, to the turbulent viscosity v,.
This type of model is inadequate in more complex situa-
tions such as found in combustion where “counter-
gradient” diffusion may often be present. More general
expressions may be formulated where the turbulent dif-
fusivity is a tensor. If the space filtered approach is applied
to Eq. (14), the space filtered concentration evolution
equation becomes:

@ + EE = EE — % (21)
ot J 6x]- - ax]' an 6x]~
where

¥, = — uc (22)
is the subgrid turbulent flux term which has to be mod-
elled.

The system of the filtered equations, i.e. the momentum
and continuity equations and the scalar transport equation
(Eq. 21), is discretised on a staggered Cartesian grid. The
terms in the equations are approximated by finite differ-
ences. All linear terms in the equations (first- and second-
order derivatives) are discretised by central schemes. The
non-linear convective terms in the momentum equations
and the scalar transport equation are discretised by
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upwind schemes. Higher-order accuracy is introduced
through a single-step defect correction (Fuchs 1984). The
spatial accuracy in the present code is O(h®) for the mo-
mentum equations, O(h*) for the continuity equation and
O(h)-0O(H?) for the scalar transport equation. The time
integration is implicit and second order in time. In each
time step, the system of equations is solved iteratively by a
multi-grid solver. These numerical techniques have been
used for several different LES simulations (Olsson and
Fuchs 1996, 1998; Revstedt et al. 1998). These works deal
with free or impinging jets, and the effect of different sub-
grid scale models are investigated. The first two papers
deal with dynamic and scale similarity models while, in the
third one, SGS-models for both the flow and mixing are
considered. It has been shown in these papers that the
inclusion of an explicit SGS term has a smaller influence
on the mean fields than on the turbulent fluctuation fields
and, overall, a rather small influence on the result. In this
work, we choose therefore not to use an explicit SGS-
model. The fact that the Reynolds number in this inves-
tigation is a factor of two lower than in any of the refer-
ences mentioned above and that the employed spatial
resolution is higher gives further support for the present
approach. Simulations were made on a sequence of locally
refined grids as shown in Fig. 5.

The grids G1-G3 represent global grids, whereas G4-G6
are a sequence of locally refined grids. The mesh spacing
of each of the grids in the sequence is half of that of its
coarser “parent” grid. The computational geometry is that
of a semi-confined jet with large distance to distal the
walls, which is a good approximation of the real geometry.
At the outlet boundary, the axial gradient of the velocity
vector and of the concentration are set to zero. A funda-
mental problem in most large eddy simulations is the
specification of inlet conditions. The most correct way to
do this is to perform a time-dependent simulation of the
whole inlet geometry together with the flow region by LES
or DNS. In the jet flow case under consideration, one may
carry out separate simulation of a fully developed turbu-
lent pipe flow from which inlet conditions can be easily
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Fig. 5. The computational domain and the extent of the local
grids used in the numerical simulation

extracted. Simplified inlet conditions may be imposed by
assuming or computing the spectral content of the tur-
bulence at the inlet and superimpose this on the mean
profile. A more sophisticated approach is the one pro-
posed by Na and Moin (1998). The inlet conditions for the
velocity are computed through the instantaneous (spatial)
field for which the phase information of the fluctuations is
preserved, while the amplitude is randomly perturbed. In
our computations, we imposed random fluctuations with a
flat spectrum. These random perturbations are imposed
on a mean velocity profile at the inlet:

7y 0.125
u(r) Umax<1 R)

The axial velocity disturbance has random noise with an
amplitude of 7% of the mean centreline velocity for

r/R < 0.4 and 15% for 0.4 < r/R < 0.5. The disturbance
amplitude in the other velocity components is 7% of the
mean centreline velocity. The mean velocity profile and the
disturbance intensity at the inlet are set to correspond to
the measured inlet velocity profile (not shown). The inlet
concentration is specified as a top hat profile with zero
disturbance level, which seems to be reasonable from a
physical point of view, although the measured concentra-
tion disturbance level shortly after the inlet is greater than
zero. The background concentration is set to 6% of the
inlet concentration. The cell distribution on the different
grids is given in Table 1.

Grid distribution

In the simulations, the flow is first allowed to develop for
40 time units (D/Up,.y), where one time unit is the time it
takes for a particle to travel one diameter with the mean
inlet velocity. Turbulent statistics are based on time inte-
gration for the following 160 time units corresponding
approximately to 160 statistically independent samples.
The time-step is 0.02 time units, which corresponds to

Table 1. Cell distribution on the different grids

Grid No. Limits No. of cells

1 x/D=-4108 8 x12x12
y/D=-71t07
z/ID=-7t07

2 x/D =—-410 8 16 X 24 X 24
y/D=-7t07
z/ID=-7t07

3 x/D =—-410 8 32 X 48 X 48
y/D=-71t07
z/D=-7t07

4 x/D =-1.51t07.5 48 X 34 X 34
y/D = =25 to 2.5
z/D = =2.5 to 2.5

5 x/D = —0.5 to 6.5 74 X 54 X 54
y/D=-2to02
z/D=-2to 2

6 x/D = -0.2 to 6.3 140 x 82 x 82

y/D=-15to0 1.5
z/D = —-1.5t0 1.5




0.2 ms. The total number of time-steps is 10,000. The
convergence of the statistics was checked across the shear
layer six diameters downstream of the inlet and was
compared with the error estimates given in Eq. (11). These
investigations show that the differences in mean concen-
tration between sample sizes of 80 and 160 samples are
smaller than 3%. For the rms values, it is smaller than 8%,
and for the cross-correlation of velocity and concentration
it is around 20-25% maximum.

3

Results and discussion

Figure 6 shows the instantaneous velocity vector field
obtained by DPIV together with the concentration field for
the near inlet region of the jet (approximately 0-2.5 dia-
meters downstream of the inlet). One can see that the
concentration along the centreline is nearly constant over
this distance. The unstable character of the shear layer is
clearly visible and rapid mixing takes place immediately
after the inlet. The existence of large vortex structures can
be seen, which act to entrain fluid with low concentration
into the jet. These structures appear very close to the inlet
and are coupled to the instability mechanisms discussed in
the introduction. As pointed out by Crow and Champagne
(1971), the development of these structures is sensitive to
certain perturbation frequencies and their amplitude at the
inlet. In their experiments, perturbations at and close to
the most amplified mode [Strouhal number (S¢) ~ 0.3]
resulted in an earlier and stronger decrease in the mean
velocity along the centre line. As the inlet flow is a fully
developed turbulent pipe flow, the disturbances in this
case represent a continuous spectrum of frequencies. For
nozzle flows, the region close to the inlet, where the ve-
locity along the centreline is unaffected, is named the
potential core due to its nearly irrotational character. We

Fig. 6. Instantaneous velocity-vector and concentration fields
(0-2.5 D)

name this the core region, even though in this case it
contains small-scale turbulence.

Figure 7 shows the field of ensemble concentration
fluctuation field. The width of the annular shear-layer
grows as the distance from the inlet increases and in our
case the layer becomes circular at approximately three
diameters downstream of the inlet. In the core, the fluc-
tuation levels are low compared with the shear layers.

3.1

Comparison with earlier experimental results

The experimental work of Lemoine et al. (1996) is the one
found in the literature which is closest to the present one
in terms of inlet Reynolds number and flow configuration.
Although they primarily investigate the flow in the self-
similar far field region of the jet, they provide mean ve-
locity and mean concentration profiles some diameters
downstream of the inlet. The main differences in the
present work is that we used a fully developed turbulent
profile at the inlet, whereas they used a “top-hat”-like
nozzle flow, and that they have a very slow co-flow around
the jet. Figure 8 shows a comparison for normalised mean
axial velocity at x/D = 4, and Fig. 9 shows the normalised
mean concentration at the same axial position. The nor-
malised mean axial velocity and the normalised mean
concentration are defined as:
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c(x,y)

U* — u(x>)’) C*

u(x,0) ¢(x,0)
The radial distance was normalised by the half-width
radius for velocity and concentration denoted by r, and r,,

respectively, and the sampling distance is defined by the
following relations:

Fig. 7. Mean concentration fluctuations
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Ut(x,1y) =1 C*(x,rc) =1
«_ ) «_
y=r =y

It can be seen that both the velocity and the concentration
profiles agree rather well.

The concentration in our experiment settles at around
6% of its maximum value due to the background con-
centration present in the experiment. The scaling used
above is normally applied in the self-similar region where
appropriately scaled results, taken at different downstream
positions, overlap. Mean velocity and mean concentration
fields reach self-similarity very quickly after the shear
layers have merged, and we have observed that self-
similarity in the mean variables is almost obtained after
x/D = 4.
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Fig. 8. Non-dimensional mean axial velocity at x/D = 4; also the
experimental results of Lemoine et al. (1996)
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Fig. 9. Non-dimensional mean concentration at x/D = 4; also the
experiments of Lemoine et al. (1996)

3.2

Comparison with numerical simulations

Numerical and experimental results were compared along
the centre-line. The experimental and numerical results
agree well with a slightly larger deviation for the mean
concentration. The core region extends to approximately
three diameters downstream of the inlet.

Both numerical and experimental data show a nearly
constant level of fluctuation for both velocity and con-
centration in the core. The disturbance level in the core for
the velocity fluctuations are higher than the concentration
fluctuations due to the fully developed turbulent pipe flow.
We note that the random noise imposed at the inlet on the
mean flow profile in the numerical simulations decrease
slightly in the core region. Concentration fluctuations
evolve in roughly the same manner as the velocity fluc-
tuations. The fluctuation level for concentration is low in
the core region, and the end of the core is characterised by
a rapid increase in fluctuation levels, which is captured
well by the numerical simulation.

3.2.1

Radial profiles

Consider the radial mean profiles for velocity and con-
centration, respectively. Figure 10 shows mean profiles for
axial velocity at three downstream locations. The agree-
ment between measured and simulated profiles is good.
The same holds for the concentration profiles shown in
Fig. 11, with a slightly larger deviation for the position
x/D = 4.

Next we examine turbulent stresses and turbulent
concentration fluctuations at different downstream loca-
tions.

Figure 12 shows the radial distribution of axial velocity
fluctuations normalised with the inlet centreline velocity at
three different downstream positions, and Fig. 13 shows
the turbulent shear stress, normalised with the square of

0.5

U/U(x,0)
K=

—

wD

Fig. 10. Radial profiles of the mean axial velocity at three differ-
ent positions along the jet centreline: upper chart, x/D = 2;
middle chart, x/D = 4; lower chart, x/D = 6



the inlet centreline velocity for the same locations
(Txy/Uin Uin = u,V//Uin Uin)-

The levels of axial velocity fluctuations obtained from
experiments and numerical simulations agree well. This
good agreement is, however, a little bit illusory because, as
shown in Fig. 13, the level of turbulent shear in the nu-
merical results is significantly lower at the position closest
to the nozzle. Qualitatively, the evolution of both the axial
velocity fluctuations and the turbulent shear is different
for the numerical simulations and the experiments. This is
attributed to the boundary condition imposed on the ve-
locity fluctuations at the inlet. The resolution of the shear-
layer at the inlet may also play some role in the discrep-
ancy. In the experiments, both velocity fluctuations and
the turbulent shear have a maximum very close to the inlet
(x/D) < 1, which is followed by a decrease further down-
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Fig. 11. Radial profiles of the mean concentration field at
three different positions along the jet centreline: upper chart,
x/D = 2; middle chart, x/D = 4; lower chart, x/ID = 6
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Fig. 12. Radial profiles of the axial velocity fluctuations at
three different positions along the jet centreline: upper chart,
x/D = 2; middle chart, x/ID = 4; lower chart, x/D = 6

stream. This behaviour was also observed by Sami et al.
(1967) for nozzle flow with a Reynolds number of 22 000.
The numerical results show a delayed growth of fluctua-
tions in the shear layer and a maximum for (x/D) > 2. In
spite of this, the levels and shapes agree very well for
x/D = 4 and x/D = 6. Figure 14 shows the levels of con-
centration fluctuations across the shear layer at x/D = 2,4
and 6, respectively. These profiles show the same beha-
viour as the velocity fluctuations but do not agree equally
well in their magnitude. The shapes and degree of radial
spreading agree well but the peak levels in the mixing layer
differ by as much as 30%. Similar qualitative behaviour is
observed for the velocity fluctuations; namely, the exper-
iments show maxima in the shear layers very close to the
inlet, whereas the numerical analyses show a delayed
growth and larger peak values.
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Fig. 13. Radial profiles of the Reynolds shear stress at three dif-
ferent positions along the jet centreline: upper chart, x/D = 2;
middle chart, x/D = 4; lower chart, x/D = 6
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Fig. 14. Radial profiles of the concentration fluctuations for

three different positions along the jet centreline: upper chart,
x/D = 2; middle chart, x/D = 4; lower chart, x/D = 6
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The most interesting variables that can be obtained
from the simultaneous measurements of velocity and
concentration are the turbulent mass transport terms.
Figure 15 depicts the radial distribution of the turbulent
concentration flux in the radial direction normalised with
the inlet centreline velocity and the inlet concentration.
The profile is anti-symmetric and shows peaks in the shear
layers. Note that, in Fig. 15, numerical results are pre-
sented for y/D < 0 and experimental results for y/D > 0.

The shapes and radial spreading are similar but,
quantitatively, the difference is as large as 50% between
numerical and experimental data. The good agreement of
the shapes and radial spreading is shown in Fig. 16, which
presents the same data as in Fig. 15 but each set was
normalised with its maximum value to facilitate com-
parison.
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Fig. 15. Radial profiles of the radial turbulent flux of the tracer

at three different positions along the jet centreline: upper chart,
x/D = 2; middle chart, x/D = 4; lower chart, x/D = 6. Numerical
results are shown for y/D < 0 and experimental results for y/D > 0
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Fig. 16. Radial profiles of the radial turbulent flux of the tracer
normalised with their respective peak values

It can also be seen that the agreement in the magnitudes
improves further downstream of the inlet. It can be con-
firmed that the main difference in the results comes from
the magnitude difference in the velocity and concentration
fluctuations and is not due to a significant lower correla-
tion between fluctuating velocity and fluctuating concen-
tration. This is achieved by considering the normalised
correlation coefficient for the radial-velocity and concen-
tration fluctuations p,., defined as:

v

Pve = 7= =

Vv
This variable is always between —1 and 1. The radial
variation in p,. for the experimental and the numerical
data is shown for the position x/D = 6 in Fig. 17. The
experimental correlation coefficient has no expressed
tendency of being lower than the corresponding numerical
data. This observation supports the assertion that the
difference in absolute values is due to lower measured
amplitude of the fluctuations in velocity and concentra-
tion.

For completeness we also present the turbulent con-
centration flux in the axial direction. The radial distribu-
tion of the turbulent concentration flux in the axial
direction normalised with the peak value at that position is
presented in Fig. 18. This profile is symmetric, and shows
the same tendency as that observed for the turbulent
concentration flux in the radial direction. A rather good
agreement of the shapes and radial spreading between
experimental and numerical data can be seen.
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Turbulent diffusivity

As discussed in Sect. 2.5, a usual way to model the tur-
bulent species flux in RANS models is by the gradient
diffusion model Eq. (20). In the measurements, we have
access to two of the components in this equation, namely
the axial and the radial components. If this were an ideal
model, the calculation of the turbulent diffusivity from the
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Fig. 17. Radial profile of the correlation coefficient for radial
velocity-concentration correlation at x/D = 6



axial and radial turbulent mass transport would end up
with the same turbulent diffusivity. Figure 19 shows the
turbulent diffusivity calculated by the radial transport
term:

ac
%y
for the axial positions x/D = 2,4 and 6, respectively.
In the upper chart, the numerical results are shown for
yID < 0 and results obtained from experimental data are

shown for y/D > 0. Due to numerical difficulties when the
mean concentration derivative is small, the curves are not
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Fig. 18. Radial profiles of the axial turbulent flux of the tracer:
experiments and numerical simulations normalised with their
respective peak values

Fig. 19. Turbulent mass-diffusivity computed from the radial
velocity-concentration correlation and the radial concentration
gradient. The upper chart shows the turbulent mass-diffusivity in
dimensional form [m?/s]: experiments (left) and numerical sim-
ulations (right). In the lower chart the turbulent diffusivity is
normalised with its peak value in each cross-section, experiments
for (y/D < 0) and numerical simulations for (y/D > 0)

shown close to y = 0. The lower chart depicts the eddy
mass diffusivity normalised with its maximum value at
each axial location to facilitate the comparison of the
shape and radial distribution. The turbulent mass diffu-
sivity obtained from the turbulent concentration flux in
the radial direction is positive and symmetric. It increases
in the axial direction due to the faster decay of the mean
concentration gradient than the velocity-concentration
correlation. The magnitude of the eddy mass diffusivity is
approximately 100 times larger than the kinematic vis-
cosity of water. The radial distribution is similar to the
velocity fluctuation profile, which is reasonable from a
modelling point of view. In the k-& model, the turbulent
diffusivity is proportional to k*/¢, where k is the kinetic
energy and ¢ is the dissipation rate. This quantity is pro-
portional to the velocity fluctuations multiplied by a tur-
bulent length scale. This would imply (for a slowly varying
turbulent length scale) that the profile of D, would be close
to that of the velocity fluctuations. If instead we determine
the turbulent diffusivity from the axial component:
— doc

!~ —
u'c Dy P
the picture is completely different. This is shown for the
location x/D = 6 in Fig. 20.

The magnitude is now approximately ten times larger
(the axial turbulent mass flux has approximately the same
magnitude in the peaks, but the axial concentration gra-
dient is smaller). The most striking thing, however, is that
at the edges of the jet the turbulent diffusivity is negative.
This occurs because, as the dye spreads in the radial di-
rection as it moves downstream, the axial concentration
gradient becomes positive near the edges of the jet, but the
velocity-concentration correlation in the axial direction is
also positive. Thus near the edges of the jet, “counter-
gradient” diffusion occurs. This cannot be modelled by a
simple gradient diffusion model.
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Fig. 20. Turbulent diffusivity computed from the axial velocity-
concentration correlation and the axial concentration gradient
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4

Concluding remarks

A method for the simultaneous measurement of velocity
and concentration by PIV and PLIF was developed and
successfully applied to the near inlet region of a spatially
developing turbulent jet. A procedure for checking the
overlap of the images of the concentration field and the
particle field was presented as well as the interpolation
scheme used to obtain the concentration and velocity at
the same spatial location. This is necessary for the de-
termination of the cross-correlation between velocity and
concentration with good accuracy. Turbulent statistics for
velocity and concentration including the cross-correlation
between velocity and concentration fluctuations were
determined for the first six diameters downstream of the
inlet. The experimental data were compared with earlier
experimental data and large eddy simulations of the flow.
The general agreement between experiments and simu-
lations was found to be good. The mean centreline ve-
locity and concentration along the centreline agree well.
The same holds for the growth of velocity and concen-
tration fluctuations along the centreline. Radial profiles of
mean axial velocity agree well both with earlier experi-
ments and with the current simulations. Differences be-
tween measured and simulated quantities are found
mainly in radial distribution of the concentration fluc-
tuations, for which the experiment data have a lower
level. Together with the slightly lower values in velocity
fluctuations this gives a significant difference in turbulent
mass transport terms. However, the agreement of the
velocity—-concentration correlation coefficient is good,
which is attributed to the normalisation that eliminates
the scaling problem. Also, if better accuracy of the fluc-
tuating quantities is desired, larger samples of data must
be used. Conceptual problems for a turbulent mass
transport model based on gradient diffusion with a scalar
turbulent mass diffusivity are pointed out by the aid of
the experimental data.
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