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Abstract 
This paper describes the measurement methodology for quantifying the instantaneous full 3D scalar dissipation rate (SDR 
or � ) in order to characterize the rate of mixing. Measurements are performed in a near field of a jet-in-swirling-coflow 
configuration. All three components of � are measured using a dual-plane acetone planar laser-induced fluorescence 
technique. To minimize noise, a Wiener filtering approach is used. The out-of-plane SDR component ( �

3
 ) is validated by 

assuming isotropy between axial and azimuthal components of SDR. An optimum laser-sheet separation distance ( �s ) is 
identified by comparing the SDR components on the basis of instantaneous, mean, and probability density function data. 
The in-plane resolution needs to match the Batchelor scale ( �

B
 ) for the central difference scheme-based SDR deduction. 

However, the out-of-plane resolution, �s , requirement is different owing to the use of two-point difference based SDR and 
systematic biases. The optimum �s is found to be 2.5�

B
 . Finally, measurement guidelines are provided to assess the accuracy 

of 3D SDR measurements.

1  Introduction

Low emission non-premixed or partially premixed combus-
tion requires air–fuel mixing to occur at a certain rate and 
proportion. Air–fuel mixing in gas turbine combustors and 
industrial burners is frequently achieved through turbulent 
swirling flows. Such flows, besides mixing, also facilitate 
flame stabilization owing to a swirl-induced recirculation 
zone near the burner exit. The key combustion characteris-
tics, such as flame stabilization and pollutant formation, are 
influenced by the rate of air–fuel mixing. Thus, an under-
standing of the turbulent mixing process is of practical 
significance.

The degree of air–fuel mixing can be characterized by a 
conserved scalar, such as the concentration of passive spe-
cies or mixture fraction. The rate at which scalar fluctuations 
dissipate can be estimated using the scalar dissipation rate 
(SDR) term, which is expressed as � ≡ 2D∇� .∇� , where 
D is the molecular diffusivity and � is a conserved scalar. 

�−1 can be interpreted as a diffusion time scale (or � as a 
rate of molecular mixing), imposed by a given mixing field 
(Peters 1983). Consequently, � is of significance in model-
ling non-premixed or partially premixed turbulent combus-
tion, especially for ignition and flame extinction, as used 
in flamelet models (Peters 1998). � values can be obtained 
from the scalar field which could be deduced from computa-
tions or measurements. SDR has been evaluated using data 
from direct numerical simulation (DNS) in turbulent round 
non-reacting jets (Vlad 2021) and planar jet flames (Hawkes 
et al. 2009; Chakraborty et al. 2013). Numerical computa-
tions of practical turbulent flames at high Reynolds number 
(Re) are generally not feasible due to the need to resolve 
the finer length scales. Conversely, experimental measure-
ments appear promising due to the following reasons. Firstly, 
there are no direct consequences of not resolving the fin-
est scales on flow characterization over a chosen range of 
scales (Dimotakis 2005). Secondly, the finest scales can be 
resolved with current advances in optical techniques. Addi-
tionally, non-homogeneous and spatially developing turbu-
lent flows (which cannot be readily simulated/modeled) can 
be investigated through measurements. Nonetheless, DNS 
or theoretical analysis can provide useful relationships or 
insights to facilitate experimental deduction of the full three-
component SDR, as discussed subsequently.
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The scalar dissipation rate in turbulent gas-phase non-
reacting flows has been measured by several research groups 
to quantify the rate of mixing. To estimate � , conserved 
scalar ( � ) could be based either on temperature or concen-
tration. Typically, the mole fraction is used as a conserved 
scalar in non-reacting flows, whereas the mixture fraction is 
used in reacting flows to deduce � . Note that to evaluate the 
∇� term (for � estimation), the scalar gradients in all three 
directions are needed. Most of the past measurements were 
limited to either one or two dimensions, which consequently 
restricted � evaluation to one or two components ( �2C ). The 
reported flow configurations included round jets (Mi et al. 
1995; Tsurikov and Clemens 2002), planar jets (Su and Cle-
mens 1999; Kothnur and Clemens 2005), starting jets (Sou-
lopoulos et al. 2015), axisymmetric plumes (Markides and 
Mastorakos 2006), turbulent wake (Chen et al. 2020), and 
turbulent swirling flows (Stetsyuk et al. 2016; Feikema et al. 
1996). Feikema et al. (1996) reported SDR measurements in 
three flow configurations, namely round turbulent jet, jet with 
coflowing non-swirling air, and jet with coflowing swirling 
air. 2D measurements were made from which the full SDR 
was obtained by assuming isotropy between radial and azi-
muthal components of SDR. Mean SDR for the jet in a swirl-
ing coflow measured nearly twice as of a simple jet flow case. 
The authors concluded that the higher mean SDR values in the 
swirling flow were due to an increase in the number of SDR 
layers in space and not due to higher values of SDR within a 
given SDR layer. The presence of a swirl enhances the rate of 
mixing through an increase in the number of mixture fraction 
gradient surfaces through azimuthal distortion. An instantane-
ous peak SDR across three flow conditions was reported to be 
of a similar magnitude.

SDR in reacting gas-phase flows has been measured by a 
few research groups. Such evaluation is extremely difficult as 
it requires multi-scalar measurements (Karpetis and Barlow 
2002; Fuest et al. 2018). Thus, an indirect estimate of � based 
on certain marker species was proposed (Bijjula and Kyrit-
sis 2005). In a turbulent flame, imaging of � was achieved 
(Sutton and Driscoll 2013) through NO molecule which was 
shown to be passive in CO flames. In a turbulent hydrocarbon 
flame, imaging of Krypton gas concentration has been demon-
strated to provide the quantitative mixture fraction (Hsu et al. 
2011) and scalar dissipation rate (Park et al. 2019). Mixing in 
liquid-phase turbulent flows has also been investigated (Dahm 
et al. 1991; Buch and Dahm 1996) through � evaluation.

Although several measurements of SDR have been 
reported in the past, data is generally prone to uncertainties. 
There are two main sources of error, namely finite resolution 
and noise, that together determine the accuracy of measured 
SDR. The influence of these factors on SDR has been studied 
in great depth. The resolution requirement is compared with 
the smallest scale. The smallest characteristic scale for scalar 
mixing is considered to be the Bachelor scale ( �B ). Thus, it 

is necessary to compare �B with the measurement resolution. 
For measurements, wire-based probes or laser-based tech-
niques are used. In wire-based scalar (temperature) measure-
ments, generally, the wire diameter is small, but the length 
could exceed �B . The impact of wire length has been inves-
tigated using a modeled dissipation spectrum (Wyngaard 
1971). This analysis indicated that to measure SDR within 
10% accuracy, the wire length should be less than 2 �B . To 
account for a finite wire length, a correction approach was 
proposed by considering isotropy and a modeled spectrum. 
A single wire cannot directly provide spatial gradients for 
which two parallel wires have been used. In the case of 
two-wire measurements, the influence of wire spacing on 
SDR has been assessed by Antonia and Mi (1993a) using a 
measured 1D spectrum and isotropy assumption. To measure 
SDR within 10% of its true value, a resolution requirement 
of 2 �B was noted, similar to Wyngaard (1971). Apart from 
wire-based measurements, the impact of resolution on SDR 
in laser-based measurements has also been investigated. For 
planar measurements, the influence of in-plane and out-of-
plane resolutions was studied by Kaiser and Frank (2011). 
The in-plane resolution is generally determined by imaging 
optics and camera pixel spacing, whereas the out-of-plane 
resolution is governed by the laser-sheet thickness. SDR was 
shown to be much more sensitive to the in-plane resolution 
degradation than the out-of-plane resolution degradation. 
Consequently, the resolution requirements in the direction of 
the gradient (in-plane) and in the orthogonal direction (out-
of-plane) are different. A model was developed to provide 
a relationship between in-plane and out-of-plane resolution 
requirements for equal SDR sensitivity to both resolution 
parameters (Kaiser and Frank 2011).

Inadequate resolution tends to underestimate SDR, 
whereas excessive noise overestimates SDR relative to its 
true value. Therefore, both the effects were studied together 
by Wang et al. (2007b) through a system model. The model 
also considered data filtering and numerical stencil that 
is used to obtain the scalar gradient. In the presence of 
noise, enhanced resolution generates a large positive bias 
in the measured SDR. The identical observations have been 
reported in wire-based measurements, where wire spacing 
less than 2 �B was found to increase noise contribution 
significantly (Antonia and Mi 1993b). In another study 
by Danaila et al. (2000), the optimum wire separation was 
determined to be 3 �B . Such estimates are not necessarily 
universal since measurements can have different noise/
bias characteristics. For a noise-free case, the resolution 
requirement of ��B was suggested (Wang et al. 2007).

For laser-based measurements, the resolution requirement 
could be satisfied for moderate Reynolds number flows; 
however, measurement noise cannot be avoided. The main 
contribution comes from the photon shot noise. To evaluate 
the scalar gradient, generally, noise needs to be filtered out. 
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Different approaches have been used to reduce noise from 
an imaged scalar field. An interlacing approach has been 
reported by Kaiser and Frank (2007) to reduce noise in mean 
SDR. In this technique, power spectral densities (PSDs) for 
even and odd rows of a given image are evaluated. Since 
the noise is uncorrelated between adjacent rows, the noise 
in the mean spectrum cancels when both (odd/even rows) 
PSDs are considered. This approach is useful for obtaining 
the mean SDR from PSD. Note, such noise reduction is 
feasible only when the scalar field is spatially over-resolved 
(Kaiser and Frank 2007). For instantaneous SDR deduction 
from single-shot data, image smoothing is needed. The 
reported smoothing methods include median, adaptive 
Wiener, and wavelet filtering (Markides and Mastorakos 
2006), and Gaussian kernel smoothing (Kaiser and Frank 
2007, 2011). Krawczynski et al. (2006) compared different 
filtering approaches, namely Gaussian, adaptive Wiener, 
and frequency filters. In frequency filtering (Miller and 
Dimotakis 1991, 1996), beyond a certain cut-off frequency, 
a noise-contaminated part of the spectrum is replaced by a 
modeled spectrum. The composite (measured and modeled) 
spectrum is utilized to design an optimal filter which in turn 
is used to remove the noise from instantaneous images. 
Based on the decay of the dissipation spectrum, it was found 
that the frequency filtering was superior to other filtering 
approaches. An identical frequency filtering approach has 
been implemented by Soulopoulos et al. (2014) where the 
designed filter was referred to as an optimal Wiener filter, 
following Miller and Dimotakis (1991). The present work 
utilizes a similar technique to design a Wiener filter.

To measure scalars, a non-intrusive in-situ approach 
is preferred. The laser-based techniques include Raman 
scattering for multi-species measurements, Rayleigh 
scattering either for a species or temperature measurement, 
and laser-induced f luorescence (LIF) for species 
concentration. Early measurements were one-dimensional. 
Eventually, with the advances in lasers and cameras, two-
dimensional (i.e., planar) Rayleigh and LIF techniques 
became established. In the planar LIF (PLIF) technique, 
a tracer can be seeded in one of the streams to mark the 
conserved scalar, � . From a PLIF image, gradients only in 
two in-plane directions are accessible, which consequently 
limits � evaluation to two components ( �2C ). Note that 
even the evaluation of �2C is a challenging task due to 
measurement noise and limited spatial resolution, as 
discussed above. Consequently, the accuracy assessment 
of � is a very difficult task. These difficulties are well 
recognized in the turbulent non-reacting (Ghandhi 2006) and 
reacting (Fuest et al. 2018) flow communities. Despite these 
challenges, a few researchers measured all three components 
of � , for instance, in non-reacting gas-phase planar jets (Su 
and Clemens 1999), liquid-phase flows (Dahm et al. 1991), 
and in reacting flows (Karpetis and Barlow 2005). The 

out-of-plane gradient was obtained through multi-planar 
imaging of � . However, as discussed by Bilger (2004), such 
measurements can contain appreciable uncertainty.

Since the full 3D SDR measurements are susceptible to 
errors, previous studies have estimated the full SDR ( � ) 
from 1D or 2D measurements. If local isotropy is assumed, 
then the mean full SDR can be deduced simply as, ⟨�⟩ = 
3 ⟨�1C⟩ , where �1C is a single component SDR obtained 
from 1D measurements. However, with this approach, the 
resulting PDF of � deviated from the well-established log-
normal profile (Dahm and Buch 1989). Therefore, Dahm 
and Buch (1989) developed a relationship to reconstruct a 
PDF of the full SDR from 1D measurements through the 
assumption of the isotropic scalar field. The distribution of 
the full SDR was found to be log-normal. This analysis was 
extended further by Hawkes et al. (2009) by replacing the 
isotropic assumption with an assumed distribution of the 
scalar gradient vector orientation. Through the developed 
analysis, the mean and variance of full SDR were related 
to its lower-order (1D or 2D) projections by assuming the 
log-normal distribution of � . This analysis was validated 
against DNS data of turbulent planar jet flames. Based on 
this agreement, the developed relationships were used to 
reconstruct PDF of � from the measured 1D and 2D scalar 
data for a planar jet flame. The shapes of reconstructed PDFs 
were close to the log-normal profile, similar to the DNS 
data. A similar analysis was performed by Chakraborty 
et al. (2013) where a relationship for the full SDR was 
presented from 2D SDR, as ⟨�⟩ = 3∕2 × ⟨�2C⟩ . The authors 
assumed the isotropic distribution of the PDF of scalar 
gradient orientation angle. The developed expressions were 
verified against the DNS data of a planar turbulent flame. 
In an anisotropic field, instead of assuming a particular 
distribution of scalar gradient orientation, the measurement 
can be performed through multi-planar imaging. In turbulent 
non-premixed flames (Karpetis and Barlow 2005; Cutcher 
et al. 2018), the radial component of SDR and measured 
local flame-normal vector were used to obtain the full SDR.

In turbulent swirling flows of practical relevance, so far, 
only the �2C measurements have been reported (Feikema 
et al. 1996; Stetsyuk et al. 2016). These flows are highly 
three-dimensional, and thus a direct three-component 
(3C) measurement of �  is desired. The present work 
reports planar 3C scalar dissipation rate measurements in a 
turbulent swirling flow for the first time. The measurements 
are performed in the developing near-field region of the 
flow. The near-field properties are important since they 
govern the stabilization (and local extinction) of the 
flame. Such near-field measurements of �  are difficult 
since the dissipation length scales are the smallest, which 
consequently necessities a high spatial resolution. The dual-
plane acetone-PLIF technique is used to image the � field 
in three dimensions, from which � is evaluated. Although 
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dual-plane measurements have been reported in the past (Su 
and Clemens 1999; Dahm et al. 1991; Karpetis and Barlow 
2005), the influence of laser-sheet separation distance has 
not been rigorously analyzed in previous studies. As noted 
earlier from parallel wire measurements (Antonia and Mi 
1993b; Danaila et al. 2000), a smaller separation distance 
( < 3𝜆B ) could introduce noise biases in the measured SDR. 
In the present work, we assess the accuracy of the out-
of-plane SDR component as a function of the separation 
distance between measurement planes. We present the 
measurement technique, data reduction method, and 
validation approach to evaluate the full three-component � 
in a turbulent swirling flow. The out-of-plane component 
of � is rigorously validated through several approaches. 
This paper provides guidelines to measure and validate � in 
high Reynolds number flows using the dual-plane imaging 
technique.

2 � Methodology

2.1 � Flow facility

A turbulent non-reacting swirling flow was generated using 
an existing swirl burner. The details of this facility are avail-
able in the following Refs. (Stetsyuk et al. 2016; Stetsyuk 
2014). The setup consisted of a central jet (intended for fuel) 
which is surrounded by a swirling air coflow, as illustrated 
in Fig. 1. The central tube has an internal diameter, d of 
15 mm and a wall thickness of 1.5 mm. The outer tube has 
an internal diameter, Da of 50.8 mm. The central tube ter-
minates 8 mm upstream of the outer tube. The coordinates 
are defined at the exit plane of the central tube, along the 
axis, as illustrated in Fig. 1. The swirl was generated within 
the annular coflow. To control the swirl intensity, air coflow 
was divided into two parts, namely tangential and axial. The 

axial-air stream does not contain any swirl generator, while 
the tangential-air stream passes through a swirler containing 
six tangential slots. Further details of the burner geometry 
can be found in Ref. (Stetsyuk 2014).

The swirling flow was established at atmospheric 
pressure. Instead of fuel, the air was supplied to the central 
jet stream at a rate of Qc = 40 liters per minute (lpm). 
Since the air was seeded with acetone ( ≈ 19.4% ), the 
total flow rate was approximately 48 lpm, which translates 
to the area-averaged bulk velocity of 4.5 m/s. Details of 
acetone seeding are provided subsequently. To generate a 
turbulent swirling flow, air flow rates through an annular 
opening were set as follows: tangential air, Qt = 400 
lpm, and axial air, Qa = 390  lpm. The flow through this 
facility was characterized by the swirl number and bulk 
Reynolds number (Re). The swirl number is defined as 
S = 2G�∕GzDa , where G� and Gz are the axial fluxes of 
angular and axial momentum, respectively. To calculate 
momentum, the axial and tangential components of velocity 
are needed. A previous work (Milosavljevic 1993) measured 
the corresponding velocities for imposed Qa and Qt flow 
rates, based on which the swirl numbers were determined. 
Three swirl numbers were obtained in Refs. (Milosavljevic 
1993; Stetsyuk et al. 2016) by varying the ratio of Qt/Qa , 
at a constant total ( Qa + Qt ) air flow rate. Based on this 
characterization, for the present flow conditions, the swirl 
number (S) is estimated to be 0.4. The overall effect of 
a swirl is to increase the jet spread. Depending upon the 
degree of swirl, flows can be classified in low ( S <≃ 0.4 ) 
and high ( S >≃ 0.6 ) swirl regimes (Lilley 1977). This 
classification is primarily based on the formation of a central 
toroidal recirculation zone (CTRZ) at S ≃ 0.6 . At a low swirl 
number, CTRZ is not formed. In the present case, only the 
annular flow has been imparted with a swirling motion. The 
absence of swirl in the central jet and low swirl number of 
annular flow results mainly in an increase in the jet spread 

Fig. 1   Optical layout of dual-
plane acetone-PLIF setup. L: 
laser, C: Camera, BS: beam 
sampler, and FP: fluorescent 
acrylic plate. A schematic of the 
swirl flow facility with a coor-
dinate system is shown on the 
left. The area-averaged nominal 
velocity magnitude through 
the central jet is 4.5 m/s and 
through the annulus is 7.4 m/s
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without the formation of CTRZ. The central jet is expected to 
have a negligible mean azimuthal velocity component, while 
the annular flow has swirl-induced azimuthal velocity. This 
leads to a rotational shear that enhances mixing between two 
streams. The difference in axial velocity components of the 
central jet and annular stream also assist in mixing through 
convective transport across the shear layer.

For the present flow, Re is estimated to be 24000, based 
on the bulk velocity ( V ≈ 7 m/s) obtained for a total flow 
rate ( Qc + Qa + Qt ) and outer tube diameter (Da). For non-
swirling shear flows, the local Reynolds number ( Re� ) 
based on the shear layer thickness and velocity difference 
has been used, for instance, in Slessor et al. (1998). In the 
present swirling flow, Re� could not be obtained precisely 
since the velocity measurements were not performed for the 
present test case. Nonetheless, based on past measurements 
(Milosavljevic 1993) on the identical burner at z = 12 mm, 
we estimate Re� of 3000. This value is based on the 
interpolated azimuthal velocity difference at a swirl number 
of 0.4 and the shear layer width measured from the present 
data (as 2–98% of peak Xf  ). For a given total flow rate, with 
varying swirl numbers, Re would remain constant, but Re� 
would vary. Thus, for turbulent mixing in the shear layer, Re� 
is more relevant than Re.

The mixing between the central jet and the swirling 
coflow is characterized by the mole fraction of the central 
jet air. This quantity is a conserved passive scalar ( � ) 
for non-reacting flows. To measure the mole fraction, 
the acetone-PLIF technique was employed. The air was 
seeded with acetone vapor using a bubbler. Due to the 
continuous evaporation of acetone, the temperature of the 
acetone bubbler can decrease. Therefore, the bubbler was 
kept in a constant temperature hot water bath at 30 ◦ C. 
This arrangement ensured a steady-state acetone vapor 
concentration in the jet stream. No drift in the acetone-PLIF 
signal was noted over a test duration (800 images over 80 s), 
suggesting a steady-state acetone concentration. At 30 ◦ C 
temperature, the saturation acetone concentration calculated 
using the vapor pressure is around 37.5%. The temperature 
of the air/acetone mixture is not necessarily 30 ◦ C. In the 
present experiments, mixture temperature was not measured. 
Nonetheless, an acetone concentration estimate can be 
obtained by observing the attenuation of the PLIF signal in 
the acetone-seeded uniform part of the jet. Such a uniform 
region exists near the jet exit in both laminar and turbulent 
flow conditions. The considered uniform region was from 
z = 11.4 to 13.7 mm and from r = −2 to +2 mm. To reduce 
noise influence, LIF signal values were averaged vertically 
(over  2.4 mm height). The axially averaged radial extinction 
profile was fitted with the exponential function. The fitted 
function was used to deduce the acetone concentration. To 
extract the concentration value, the Beer-Lambert law was 
considered (e.g., Wagner et al. (2009)). The absorption cross 

section value of 4.36 × 10−24 m2 (relevant to 266 nm) was 
used (Frackowiak et al. 2008). At a relatively low air flow 
rate of 5 lpm through the bubbler, the attenuation-based 
acetone concentration value is 37.1%, which is quite close to 
the vapor pressure based value. However, at a high air flow 
rate of 40 lpm, the attenuation-based acetone concentration 
value is 19.4%. Recall that no drift in the PLIF signal was 
noted over the test duration. This suggests that despite the 
use of a constant temperature hot water bath, depending 
upon the air flow rate, a dynamic equilibrium is reached at a 
certain intermediate temperature. Note, the bubbler inlet air 
flow rate of 40 lpm becomes 48 lpm of air/acetone mixture 
at the jet exit.

2.2 � Dual‑plane PLIF

A dual-plane acetone-PLIF system was set up to obtain all 
three components of the gradient of the conserved scalar 
(i.e., mole fraction). The dual-plane approach has been 
used by Yip and Long (1986) and Su and Clemens (1999) 
to obtain all three components of the scalar gradient. In 
the past (Su and Clemens 1999), the acetone-PLIF was 
used in combination with Rayleigh scattering to avoid 
the signal cross-talk between two planes. The Rayleigh 
scattering technique is not preferred (relative to acetone-
PLIF) due to—(1) a stringent requirement of the flow to be 
particle/dust-free since particles can cause Mie scattering 
interference in the Rayleigh signal, and (2) the requirement 
of sufficient contrast of Rayleigh scattering cross section 
between the jet and surrounding fluids, which motivated the 
use of propane jet in Su and Clemens (1999). Our present 
approach utilizes air in both the central jet and annular flow, 
which simplifies the experiment. The acetone-PLIF approach 
is preferred since a high signal-to-noise ratio (SNR) can be 
obtained at relatively low laser pulse energy. Additionally, 
the broadband absorption spectrum of acetone permits the 
use of the readily accessible fourth harmonic (266 nm) of 
the Nd:YAG laser. Since the acetone-PLIF signal can be 
sufficiently strong, an intensified camera is not necessary. 
Therefore, besides the cost-benefit, by using an unintensified 
CCD camera, noise associated with the intensifier can be 
eliminated. A cross-talk of the PLIF signals between the 
planes can be avoided through a sub-microsecond delay 
between image acquisitions.

To facilitate a statistical analysis, 1600 image pairs were 
acquired at a 10 Hz repetition rate in two consecutive runs 
(of 800 images each). Figure 1 shows the schematic of the 
optical layout. Two Laser/Camera pairs, labeled as L1/C1 
and L2/C2, constituted two independent PLIF systems. 
This setup provided mixing fields in two adjacent planes 
separated by an out-of-plane distance, �s . �s is defined as 
the peak-to-peak distance between two laser sheets. PLIF 
images acquired from L1/C1 and L2/C2 systems are denoted 
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as I1 and I2, respectively. The laser sheets were separated 
in time by 0.8 μ s, which is small enough (compared to the 
flow time-scale) to facilitate quasi-simultaneous imaging. 
This time delay was necessary to avoid the cross-talk of 
PLIF signal between cameras C1 and C2, as the minimum 
exposure time was limited to 1 μ s for the used CCD cameras.

Two datasets were obtained; one with mean �s = 304 μ m 
and another with mean �s = 109 μ m. Between these two 
campaigns, laser energy and C3 camera (used for �s 
deduction) parameters were optimized. These variations are 
stated subsequently.

2.2.1 � Laser sheets

Acetone molecules seeded in the air were excited using the 
fourth harmonic (266 nm) of a Nd:YAG laser. Two of the 
four sets of a multi-channel Nd:YAG laser (Thales) were 
used to obtain two laser beams. A single laser channel/
unit consisted of an oscillator and an amplifier, which 
generated the laser beam with 1064 nm wavelength and 
9 mm beam diameter. The Thales laser bench included 
optical elements that generate second harmonics (532 nm) 
from each laser channel. These 532 nm beams from each 
of the four channels were recombined in space using a set 
of mirrors. The overlapped beams were passed through a 

single fourth harmonic generation unit. The output of this 
stage contained a minor laser residual at 532 nm (despite 
the wavelength separation through two dichroic mirrors), 
which can interfere with the PLIF signal. This issue was 
resolved by using a Pellin-Broca prism (at the laser exit), 
which separated the 532 nm residual light from 266 nm. 
Next, the laser beams were converted to a sheet by using a 
spherical ( f = 1000 mm) and a cylindrical ( f = −75 mm) 
lenses. The resulting sheets were ∼45 mm wide and ∼0.11 to 
0.14 mm thick (FWHM). A detailed characterization of the 
laser sheet is provided subsequently. A central portion of the 
sheet (25 mm wide) was used for imaging the acetone-PLIF 
signal. Beams from L1 and L2 lasers were aligned in the 
vertical plane. The horizontal (normal to the imaging plane) 
separation (see �s in Fig. 1) was achieved by manipulating 
the beam recombination mirrors. This approach provided a 
robust control of �s . The laser beam travel from the laser 
exit to the measurement plane was approximately 3 m. A 
shot-to-shot beam pointing instability exists in lasers, which 
could result in fluctuations of �s . Thus, �s was monitored 
on a shot-to-shot basis by a third camera (labeled as C3 in 
Fig. 1). A fraction of the light-sheet was sampled using a 
set of beam samplers (BSF-10UV, Thorlabs). The sampled 
UV light-sheet was directed onto a fluorescent acrylic plate 
(FSK2, Thorlabs). The generated emission was imaged by 

Fig. 2   Laser sheet characteriza-
tion: a L1 sheet with FWHM 
value, b L2 sheet with FWHM 
value, c L1 and L2 separated 
by 300 μ m, and d L1 and L2 
separated by 164 μm
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the C3 CCD camera (Imager Intense, LaVision). To avoid 
camera saturation, a delay of 67 μ s was used relative to 
the first laser pulse while the camera exposure was set to 
100 μ s for the mean �s = 304 μ m dataset. For the mean 
�s = 109 μ m dataset, the delay value was optimized to 
52 μ s while maintaining 100 μ s exposure. The presence 
of an emission signal with such a long delay is probably 
due to phosphorescence. Acrylic polymers can have a 
long phosphorescence lifetime, as noted in Unterleitner 
and Hormats (1965). The C3 camera was equipped with a 
visible-spectrum lens (50 mm f# 1.4, AF Nikkor, Nikkon) 
that blocks excitation UV light. Spacers were used to achieve 
the desired digital resolution in the range of 47 (for mean 
�s = 304 μ m) to 140 (for mean �s = 109 μ m) pixels/mm. 
This scaling is sufficient to resolve �s . Depending upon the 
requirement, �s can be varied from 50 to 350 μm.

To determine the sheet thickness, each laser sheet was 
imaged independently. Figure  2a and b shows the L1 
and L2 laser-sheet profiles derived from a single-shot/
instantaneous image. The laser pulse energy of L1 and L2 
was 9 mJ and 36 mJ, respectively. To deduce these profiles, 
an image was acquired at 140 pixels/mm digital resolution. 
For improving the SNR, data was vertically averaged over 
a  0.3 mm height. The full width at half maximum (FWHM) 
was used to characterize the sheet thickness. For L1, FWHM 
was 143 μ m, while for L2, the FWHM value was 107 μ m. 
Figure 2c and d shows L1 and L2 sheets together (temporally 
separated by 800 ns) along with the corresponding �s value. 
For �s = 300 μ m, spatial discretization was 47 pixels/
mm. For improving the SNR, data was vertically averaged 
over a  3.2 mm height. The average laser energy was 5 mJ 
and 40 mJ for L1 and L2, respectively. This energy ratio 
is approximately reflected in Fig. 2c. For such separation 
distance, L1 and L2 sheets are reasonably separated with 
minimal overlap. The peak of the light-sheet profile was 
determined by fitting a Gaussian distribution to the data. 
Thus, �s can be located within a sub-pixel range.

For �s = 164 μ m (Fig. 2d), there was an appreciable 
overlap between laser sheets. Nonetheless, peaks can be 
discerned without any difficulty. This data was acquired 
with 140 pixels/mm discretization. In order to improve the 
SNR, data was vertically averaged over a  0.3 mm height. 
Unlike 47 pixels/mm data, for 140 pixels/mm data, peaks 
were identified without fitting any curve, as the spatial dis-
cretization was sufficient. The laser energy was 9 mJ and 
36 mJ for L1 and L2, respectively. To maintain comparable 
signal intensity across L1 and L2 sheets, the bottom region 
of the light-sheet was imaged. Since both light-sheet heights 
were not identical (due to minor differences in beam diam-
eters), the proportionate signal was not observed in Fig. 2d, 
unlike Fig. 2c where a nearly central region of the light-sheet 
was imaged.

2.2.2 � Imaging cameras

The acetone-PLIF signal in the visible spectrum was 
collected normal to the light-sheet using a CCD camera 
(Imager Intense, LaVision). An intensified CCD camera 
was not preferred since it can lead to higher photon shot 
noise, as indicated earlier. All three cameras, C1, C2, and 
C3 (indicated in Fig. 1), were identical with a resolution 
of 1376 × 1040  pixels. To enhance the SNR, hardware 
binning of factor two was incorporated. Thus, the effective 
resolution was reduced to 688 × 520 pixels. The signal was 
imaged through a visible-spectrum imaging lens. Since this 
lens blocks UV wavelengths, no separate filter was needed 
to block the excitation wavelength (266 nm). For the C1 
camera, a 58 mm f/2.8 (Sigma) lens was used. For the C2 
camera, a 105 mm f/2 (AF-DC Nikkor, Nikon) lens was 
used. To reach the desired magnification, spacers were 
used between the lens and camera. The digital resolution 
for both cameras was around 20.5 pixels/mm. Note that 
the optical resolution differs from the digital resolution. 
We characterized the optical resolution by imaging a sharp 
line printed on a transparent sheet. A traversing knife-edge 
approach could have been used for better accuracy. Due to 
limited resolution, the edge/step response function (SRF) 
deteriorates, and this signature can provide an estimate of 
the resolution. The spatial derivative of SRF provides a line 
spread function (LSF). In this deduction, to minimize the 
noise influence, data were fitted with appropriate functions. 
The fitted curves were used for further processing. SRF was 
fitted with a sigmoid function which is close to the error 
function. LSF was fitted with a Gaussian function. For the 
Gaussian LSF assumption, resolution can be defined by 
the standard deviation ( �LSF ), similar to Kaiser and Frank 
(2011). The estimated optical resolutions, �LSF , for the C1 
and C2 cameras were 78 μ m and 62 μ m, respectively. This 
resolution is comparable to the light-sheet thickness. By 
assuming a Gaussian beam profile, the standard deviation 
thickness of a light-sheet ( �LS ) can be obtained from 
FWHM. For L1 and L2 laser-sheets, �LS is 61 μ m and 45 μ m, 
respectively. These values are comparable to the Batchelor 
scale ( 56 − 62 μ m estimated subsequently). The imaged 
field-of-view (FOV) was 31 mm × 25 mm . To evaluate the 
out-of-plane gradient, PLIF images from both planes need 
to be perfectly aligned. FOVs of C1 and C2 cameras (i.e., I1 
and I2 images, respectively) were spatially aligned within 
a few pixels during the data acquisition. Next, a pixel-by-
pixel mapping across I1 and I2 was achieved by applying a 
second-degree polynomial transformation using a calibration 
target printed on a transparent sheet. This procedure ensured 
the overlap of I1 and I2 images within a pixel ( ∼50 μm). 
The I1 image was used as a reference. For the transformed 
I2 image, the deduced optical resolution was �LSF = 79 μ m, 
nearly the same as of I1. The in-plane gradients of SDR 
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were evaluated from the transformed I2 image. The I1 and 
I2 images were used for obtaining the out-of-plane scalar 
gradient.

2.2.3 � Laser fluence

The linearity of the acetone-PLIF signal with laser energy 
was verified. The acetone-PLIF signal in a potential core 
of the laminar jet was measured as a function of the laser 
energy. The laser energy was controlled by a beam attenuator 
which consisted of a half-wave plate and a polarizer. The 
use of an attenuator facilitated energy variation at a constant 
laser pulse width ( ∼6 ns). The PLIF signal was confirmed 
to be nearly linear until 40 mJ energy. A mild non-linearity 
was noted between the 40–76 mJ energy range. Beyond 
76 mJ energy, the PLIF signal saturated and even reduced 
mildly. The reduction in PLIF signal is likely attributed to 
the photodissociation of acetone which can occur at higher 
laser fluence. Therefore, we restricted the laser energy to 
40 mJ, which translates to the corresponding fluence of 0.6 
J/cm2.

Note that our above-stated fluence characterization is 
valid only for a pulse repetition rate of 10 Hz. It has been 
shown that at a higher pulse repetition rate, acetone tends to 
dissociate even at a lower fluence (Papageorge and Sutton 
2017). For dual-plane PLIF, we used two successive laser 
pulses separated temporally by 800 ns. Although light-sheet 
peaks were spatially separated, low-intensity regions of the 
light-sheet overlapped in space, as observed from Fig. 2c. 
This overlap increased with a reduction in sheet separation 
distance, as observed from Fig. 2d. Due to such overlap, 
there was a possibility of photodissociation. To confirm 
this, we compared successive PLIF images. Recall that PLIF 
images acquired from L1/C1 and L2/C2 systems are denoted 
as I1 and I2, respectively. The first laser pulse corresponds 
to L1. The subsequent laser pulse (L2) was delivered after 
800 ns relative to L1.

In the I1 image, no artifacts were noted even at a moderate 
pulse energy of 40  mJ, conforming to the previously 
mentioned linear-LIF regime. However, the use of energy 
beyond 10 mJ of L1 resulted in artifacts in the second image 
I2. In I2, we noted a region of lower (relative to I1) PLIF 

signal. This is attributed to the photodissociation created by 
the L1 pulse. The PLIF image from the first L1 plane did 
not show any such artifact since the laser pulse is only ∼6 ns 
long. Acetone dissociation timescales are expected to be 
longer than the laser pulse width and associated fluorescence 
lifetime. The dissociation effect becomes apparent in the 
I2 PLIF image, which was acquired after 800 ns relative 
to L1. This implies that the photodissociation effect exists 
even below 40 mJ energy (within the linear PLIF regime); 
however, this effect is not captured since the PLIF signal 
timescale is only a few ns. At substantially higher laser 
energy (e.g., > 76 mJ), the rate of photodissociation may 
match the LIF timescale. Consequently, the LIF signal 
reduction effect is reflected instantaneously at high laser 
energy. To minimize the dissociation-induced artifacts 
in the I2 image, the laser energy of L1 was reduced. It 
was found that below 10 mJ energy of L1, there were no 
apparent artifacts in the I2 image. The use of higher energy 
(up to 70 mJ) for the L2 did not show any artifacts on the 
corresponding I2 image. Consequently, we chose to use the 
energy of 5 mJ for L1 and 40 mJ for L2 for the data acquired 
at a mean �s of 304 μ m. These energy values were further 
optimized for the mean �s = 109 μ m dataset, where 9 mJ 
was used for L1 (to improve the SNR) and 36 mJ for L2. 
Such variation of laser energy did not affect the deduced 
SDR appreciably, as evidenced by the comparison of mean 
2D SDR fields (detailed in Sect. 3.1.1).

2.3 � Image corrections

Quantification of mole fraction from the acetone-PLIF signal 
requires a series of image corrections. Raw PLIF images are 
corrected for background noise, laser-sheet energy profile, 
and laser-sheet extinction. Figure 3a shows the instantaneous 
raw PLIF image (from the C1 camera) acquired in a laminar 
jet of air. The acetone-seeded air was passed through the 
central tube. The air flow rate through the acetone bubbler 
was 5 lpm. As indicated in Sect. 2.1, the estimated acetone 
concentration was 37% . Thus, the acetone-air mixture flow 
rate was 6.85 lpm. The background signal was acquired 
without any flow but with the laser switched on. The laser-
sheet (LS) profile was acquired in a potential core of the 

Fig. 3   An illustration of PLIF 
image correction in a laminar 
jet: a raw image, b light-sheet 
profile corrected image, c 
extinction corrected image. The 
images are 31 mm × 25 mm in 
size
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present laminar jet. Acetone concentration within the 
potential core is assumed to be constant. The LS corrected 
image is shown in Fig. 3b. This correction partially accounts 
for flat-field correction. Since only a single 1D profile is 
considered, field-wide system response in the horizontal 
direction is not accounted for. Since SDR is a small-scale 
quantity with sharp gradients in a narrow region, the error 
associated with the partial flat-field correction is expected 
to be negligible. The laser energy decreases exponentially 
in the propagation direction due to photon absorption by 
acetone molecules. Within the potential core of the jet, 
we obtain this exponential decay, and the same is used to 
incorporate an approximate extinction correction. The 
corrected image is shown in Fig. 3c.

For the turbulent case, nearly identical image processing 
steps were used. The images were corrected for the LS pro-
file in two steps. Firstly, the time-averaged LS profile was 
used. Next, the laser extinction correction was implemented 
by considering the exponential decay of the LIF signal in 
the direction of laser propagation. Next, to account for shot-
to-shot fluctuation of the laser-sheet profile, instantaneous 
LS correction was incorporated. Due to low swirl inten-
sity, unmixed regions of the jet were available throughout 
the imaged axial distance. The LIF signal intensity in the 
unmixed region at each axial pixel location was radially 
averaged, from which a residual LS profile correction was 
performed. Finally, the arbitrary camera counts were con-
verted to the jet mole fraction by assuming Xf = 1 in the 
potential core of the jet. The spatially averaged value in a 
1.5 mm square region, centered at 11 mm above the jet exit 
(along the axis), was selected to assign Xf = 1 . Such spatial 
averaging enhances the reliability of Xf  instead of consider-
ing the maximum value which is affected by the noise. This 
normalization was performed on an instantaneous basis. 
Consequently, any shot-to-shot variations of laser energy 
and sheet profile have been accounted for. The background 
signal was subtracted based on a spatially averaged value 
by assuming Xf = 0 away from the jet where no mixing is 
expected. Though we incorporate time-averaged background 
subtraction, a minute time-variation of background signal is 
possible in CCD cameras. Thus, spatially averaged value in 
a 0.5 mm square region, centered at (r, z) = (16.5, 10.5) mm, 
was selected to assign Xf = 0 in each image.

3 � Results and discussion

3.1 � In‑plane 2D SDR

In this section, in-plane two-component SDR is presented 
along with a discussion on various aspects that can affect the 
SDR accuracy. In the following subsection, the influence of 
noise on SDR is presented along with details of the Wiener 

filtering method. A systematic bias in SDR is assessed by 
comparing 2D SDR from I1 and I2 datasets at different laser 
energies. The subsequent section deals with the resolution 
assessment. Both the in-plane and out-of-plane resolutions 
are discussed. The resolution requirement is deduced from 
the dissipation spectrum using the Bachelor scale estimate. 
Through the noise and resolution analysis, uncertainty in 
2D SDR is assessed in the last subsection. The full three-
component SDR deduction is discussed subsequently 
(Sect. 3.2.1).

3.1.1 � Noise filtering

As indicated in the Introduction, the evaluation of SDR 
is difficult due to noise and limited spatial resolution. We 
first demonstrate the influence of noise. Figure 4a shows 
the background, light-sheet, and extinction corrected jet 
concentration field for the considered turbulent swirl flow. 
In principle, values of Xf  should lie in the range of 0 to 1. 
However, values outside this range are apparent in Fig. 4a 
due to noise. The signal intensity fluctuates from pixel to 
pixel; however, area-averaged values of Xf  in the potential 
core are close to the expected value (i.e., 1). To quantify the 
extent of noise, the SNR is deduced from the mean ( μ ) and 
standard deviation ( � ) of signal intensity within a potential 
core region. The value of SNR ( μ∕� ) for an unfiltered image 
is ≈ 18 for an I1 (from the C1 camera) image acquired at 
5 mJ mean laser energy. At 9 mJ mean energy, the SNR of 
I1 improved to ≈ 23 . For the I2 image (from the C2 cam-
era) acquired at 40 mJ laser energy, the corresponding SNR 
is ≈ 29 . Recall, for I2 acquisition, the energy between two 
campaigns did not vary appreciably (36–40 mJ).

Figure  4b shows the two-component SDR, �2C , 
evaluated from the unfiltered Xf  image. To evaluate SDR, 
it is convenient to use the Cartesian coordinates, where 
unit vectors x1 , x2 , and x3 are aligned to r, z, and azimuthal 
(normal to the imaging plane) directions, respectively. Let, 
conserved scalar � be Xf  . Then, SDR can be expressed as,

From a planar image, gradients only in x1 and x2 directions 
are accessible. Therefore, two-component SDR is expressed 
as,

The gradients are obtained through the central difference 
method. In the potential core of the jet, �2C should be 
negligible since no spatial variation of Xf  is expected. 
However, in Fig. 4b appreciable values of �2C are observed 
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due to noise. To mitigate this issue, a special Wiener 
filtering is performed on the Xf  image as detailed in Refs. 
Soulopoulos et al. (2014) and Stetsyuk et al. (2016). The 
procedure is briefly summarized here. A 2D scalar energy 
spectrum is evaluated for each instantaneous image. A 
discrete/fast Fourier transform (FFT) of the fluctuating 
component of the mole fraction ( � � = � − ⟨�⟩ ) is evaluated. 
The square of the FFT term provides PSD of scalar energy 
(see, for instance, Wang et  al. (2007, 2007a)). 2D FFT 
fields are averaged over the number of images to provide 
the ensemble-averaged energy spectrum. Next, a profile in 
a radial direction of the wavenumber space is extracted to 
obtain a 1D radial energy spectrum (presented subsequently 
in Fig. 6). This radial spectrum provides an estimate of the 
noise in the wavenumber space. At large flow scales (i.e., 

low wavenumbers), the spectrum is nearly noise-free. On 
the other hand, the energy spectrum at small scales (high 
wavenumber) is substantially noisy. The spectrum decreases 
with wavenumber and eventually reaches a plateau due to 
noise which is referred to as a noise-floor (Wang et al. 2007, 
2007a).

Based on a general trend of the PSD, behavior for the 
noisy part of the PSD (from a certain cut-off wavenumber) 
can be modeled (or extrapolated) by an exponential function. 
Besides the noise correction, the Wiener filter also accounts 
for image blurring. A point spread function (PSF) is used 
to quantify the image blur caused by the limited optical 
resolution. The camera response to a sharp edge (i.e., 
step) of the printed line is used to obtain the line spread 
function (LSF) as indicated earlier in Sect. 2.2.2. For the 

Fig. 4   SDR demonstration 
in the turbulent swirl flow at 
�s = 338 μ m: a Unfiltered jet 
mole fraction, b SDR from an 
unfiltered image, c Filtered 
mole fraction from I1, d SDR 
from filtered I1 image, e Fil-
tered mole fraction from I2, and 
f SDR from filtered I2 image. z 
axis begins from the exit plane 
of the inner tube as shown in 
Fig. 1
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Gaussian shape, LSF can be approximated to PSF (Smith 
1997). This PSF information is included while designing 
the Wiener filter to account for a limited optical resolution. 
Further details of this intricate procedure are elucidated in 
Soulopoulos et al. (2014). The cut-off length scale for the 
modeled part of the PSD is 0.5 mm in the present work.

Figure  4c shows the Wiener-filtered image, which 
exhibits the SNR of ≈ 80 . This is a substantial enhancement 
relative to an unfiltered image (where the SNR was around 
18). Due to reduced noise, Xf  approaches the expected range 
of 0 to 1. �2C evaluated from the filtered image is shown in 
Fig. 4d which shows significant enhancement. �2C values 
in the jet core are negligible, as expected. Additionally, 
SDR layers appear smooth relative to Fig. 4b. Besides the 
I1 (from C1/L1) image, we also evaluate 2D SDR from I2 
(from C2/L2) image acquired in the adjacent plane with 
�s = 338 μ m. Figure 4e shows the filtered image from I2 
data, which exhibits the SNR of ≈ 94 . The SNR is more due 
to the higher laser energy of L2. �2C from I1 and I2 (Fig. 4f) 
are remarkably similar in distribution and in intensity. SDR 
values appear higher in the I2 data. The peak �2C in I1 data 
is 245 s−1 , while it is about 310 s−1 for I2. There are mild 
differences in the SDR-layer shapes. Note, SDR from I1 
and I2 are not expected to be identical since �s is larger 
than the smallest mixing length scale (that is estimated 
subsequently). Nonetheless, to assess systematic biases 
between two independent PLIF systems, we compared mean 
�2C fields deduced from I1 and I2 datasets. In I2, due to the 
use of higher laser energy (that led to better SNR), SDR 
values were mildly higher. To quantify the difference, we 
evaluated the spatial average over the entire FOV. The area-
averaged SDR values for I1 (at 5 mJ) and I2 (at 40 mJ) are 
in agreement within ±2% . Although, local differences at a 
few locations are as high as ±13% . The agreement between 
I1 and I2 improves when L1 laser energy is increased. The 
mean SDR for the I1 (at 9 mJ) and I2 (at 36 mJ) dataset is 
presented in the Appendix (Fig. 17), which shows nearly 
identical SDR fields between two PLIF systems. The highest 
difference between local SDR is reduced to ±11% , which is 
within the estimated uncertainty (see Sect. 3.1.3).

Peak �2C values are around 250 to 300 s−1 . We compare 
this magnitude with the past �2C reported at approximately 
identical condition ( S = 0.3 and Re = 27000). The present 
�2C is one order of magnitude greater than reported in 
Stetsyuk et al. (2016). Likely reasons for this discrepancy 
are discussed next. There are a few differences in the optical 
setup and flow instrumentation. In Stetsyuk et al. (2016), 
pre-calibrated rotameters were used for flow metering, while 
the present work uses thermal mass flow controllers which 
provide superior accuracy over the former. Nonetheless, if 
flows are sufficiently turbulent, differences in flow conditions 
should not alter SDR by an order of magnitude. There are 
two key differences in the optical setup, namely resolution 

and laser fluence. In Stetsyuk et al. (2016), the resolution was 
estimated to be 350 μ m at 50% of the peak MTF (obtained 
using a slanted-edge technique). In the present case, the 
corresponding resolution value (at 50% of peak MTF) is 
estimated to be 200 μ m for C1 and transformed C2 images. 
This difference in resolution may lead to an appreciable 
reduction in SDR in Stetsyuk et al. (2016). Although the 
limited optical resolution is accounted for through PSF 
during Wiener filtering, there exists uncertainty in the PSF 
measurements in both the present and Stetsyuk et al. (2016) 
experiments. Furthermore, in Stetsyuk et al. (2016), a 50 mm 
focal length imaging lens was used at an f-number of 1.4. 
Due to the smaller f-number, there is a possibility of image 
de-focusing. We used f-number between 2 to 2.8. Despite 
the finite optical resolution correction, errors can occur due 
to uncertainty in MTF measurement and also due to lens 
de-focusing. Next, we discuss the influence of laser fluence 
which was appreciably higher (estimated to be 4 J/cm2 ) in 
Stetsyuk et al. (2016). Such high fluence can dissociate 
acetone, as verified in the present work (up to 1.5 J/cm2 ). If 
dissociation occurs to the same extent throughout the imaged 
field, then the impact on SDR would be lower. Note that 
the local fluence can change due to the variation of laser-
sheet thickness along the width of the FOV. In Stetsyuk et al. 
(2016), laser-sheet was formed using a single cylindrical 
lens of f = 310 mm. Such a short focal length alters the 
fluence spatially. The variation of fluence in a non-linear 
regime (especially with photodissociation) may skew the 
acetone-PLIF profile, which in turn affects SDR deduction. 
Therefore, it is advised to perform quantitative acetone-
PLIF measurements at low laser fluence. In summary, the 
SDR differences between the present and Stetsyuk et al. 
(2016) measurements could primarily be attributed to low 
resolution and high laser fluence used in the past, with a 
minor contribution from the difference in flow condition. 
Diffusivity value in Stetsyuk et al. (2016) was taken as 
0.124 cm2/s, while in the present work it is 0.1 cm2 /s based 
on the correlation (Yaws 2009) and assumed gas temperature 
of 20 ◦ C. For identical diffusivity, differences in SDR would 
further be higher.

3.1.2 � Resolution assessment

A limited resolution could underestimate the SDR value. 
Note that the effect of a finite light-sheet thickness on 
SDR is demonstrated (Kaiser and Frank 2011) to be of 
lesser concern up to a certain sheet thickness. Instead, the 
in-plane resolution, where differentiation is performed, plays 
a primary role. The in-plane and out-of-plane resolution 
contributions to SDR are matched when the laser-sheet 
thickness is approximately four times the in-plane resolution 
(Kaiser and Frank 2011). As indicated earlier, the present 
in-plane resolution, �LSF is 62 − 78 μ m and light-sheet 
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thickness, �LS is 45 − 61 μ m. Thus, the influence of finite 
sheet thickness (out-of-plane resolution) on SDR is expected 
to be significantly lower than the in-plane resolution effect. 
As indicated earlier, we accounted for the finite in-plane 
optical resolution through PSF in the Wiener filtering 
process.

Due to hardware binning, camera digital resolution is 
reduced to 50 μm∕pixel . This finite digital resolution spa-
tially averages any Xf  differences occurring within 50 μ m 
pixel resolution. To estimate the impact of this pixel resolu-
tion, we successively degrade images, similar to (Barlow and 
Karpetis 2005; Wang and Barlow 2007). The resolution of a 
Wiener-filtered Xf  image (e.g., Fig. 4c) is degraded by using 
a Box filter. Though the resolution is degraded, the sampling 
frequency (i.e., spacing or number of pixels) remains the 
same. SDR is deduced for Box-filtered images with differ-
ent box sizes. A peak SDR intensity (in a given FOV) is 
used as a representative value. Figure 5 shows the effect of 
a Box filter size. The overall trend of this resolution curve 
is quite similar to the analysis of Wang and Barlow (2007). 
To extrapolate the SDR value at a zero filter width, we fit 
a Sigmoid function to the data. Based on the extrapolated 

value, the finite resolution of the present data is expected to 
negatively bias the SDR only by ∼6% . Besides the experi-
mental data, we also examined the influence of the filtering 
analytically using the model spectrum similar to Wang et al. 
(2007b). This analysis is included in Appendix 1 for the 
present �B and assumed Re� . For the resolution of 50 μ m, 
the SDR accuracy of better than 1% can be achieved in the 
absence of noise. Thus, the present resolution appears to be 
sufficient to resolve the finer mixing length scales.

The smallest mixing length scale is described by the 
Batchelor scale, �B . In the past, a strain-limited diffusive 
length scale ( �D ) has been used to determine the resolution 
requirement. However, depending upon the gradient stencil, 
the resolution requirement can approach �B (discussed 
subsequently in Sect.  3.1.3). Consequently, accurate 
estimation of even in-plane SDR ( �2C ) is extremely difficult, 
especially at higher Re, as of the present case. It is also 
difficult to estimate �B apriori for the present swirling flow. 
For simple configurations such as round or planar jets, �B 
and Reynolds number correlations (Antonia et al. 1980; 
Mi and Nathan 2003) are available for fully developed 
regions of the flow. Since the present configuration 
differs from a jet (due to swirl and near-field developing 
region), correlations reported previously could not be 
used for obtaining �B . Therefore, an alternative approach 
based on the dissipation spectrum is used to obtain �B . 
Wang et al. (2007) demonstrated that �B could be linked 
to a wavenumber where the power of dissipation spectrum 
measures 2% of the peak value. This approach is relatively 
robust and can be applied to a range of turbulent flows, e.g., 
reacting, developing, or swirling flows. Therefore, several 
studies (Frank and Kaiser 2007; Petersen and Ghandhi 2011; 
Kaiser and Frank 2011; Soulopoulos et al. 2014; Stetsyuk 
et al. 2016) have deduced �B from the dissipation spectrum. 
Note that the portion of the scalar dissipation spectrum 
where power drops to 2% of the peak needs to be sufficiently 
noise-free. Our present PSD data satisfies this requirement 
thanks to the Wiener-filtering strategy. We evaluate �B from 
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Fig. 5   Effect of spatial resolution on instantaneous peak SDR

Fig. 6   Mean radial spectrum of 
fluctuating scalar, � ′ , a energy 
and b dissipation. The Bachelor 
scale is indicated for each PSD 
curve. The data is from I2 
image set with laser energy of 
40 mJ
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a radial profile of the 2D spectrum. The energy spectrum is 
evaluated for the fluctuating component of the scalar ( � ′ ), 
following Wang et al. (2007a). An ensemble-averaged 2D 
PSD field is obtained, from which a radial PSD profile is 
extracted similar to Soulopoulos et al. (2014). From this 
energy spectrum profile, a dissipation spectrum is obtained 
similar to Wang et al. (2007a). Such 1D PSD profiles of 

energy and dissipation are shown in Fig. 6. Besides the raw 
(unfiltered) spectrum, filtered spectra are also deduced. 
Different filtering approaches were compared to assess the 
effectiveness of the implemented Wiener filter. Ordinary 
median (kernel size 3 pixels) filtered � ′ fields are used 
to reduce noise. A noise-floor (NF) subtraction-based 
spectrum is also deduced following Renfro et al. (2000). 
The noise-floor cut-off wavenumber is identified where the 
raw dissipation spectrum measures minimum. The energy 
spectrum beyond this wavenumber is dominated by noise. 
Thus, the average magnitude value of the noisy part of the 
spectrum is subtracted from the raw energy spectrum. The 
spectrum of Wiener filtered data with and without point 
spread function correction is also examined. For each of 
these spectra, �B is evaluated as a scale where dissipation 
spectrum magnitude reaches 2% of the peak value.

As the spectrum is evaluated for the entire imaged field 
(as in Fig. 4c), the calculated �B is the global estimate for 
a given FOV. Since the data is acquired in two planes (cor-
responding to I1 and I2 images), two independent estimates 
of �B can be obtained. �B from I1 and I2 lies in the range of 
58– 60 μ m. Owing to a better SNR, PSDs from the I2 image 
set (at 40 mJ laser energy) are shown in Fig. 6.

Overall, there is a good agreement between NF-filtered 
PSD and Wiener-filtered PSD. The inclusion of PSF 
provides a mildly distinct PSD form. Next, the Bachelor 

Fig. 7   Bottom, mid, and top regions of interest marked on the mean 
2D SDR field

Fig. 8   Mean spectrum of fluc-
tuating scalar, � ′ , for the bottom 
ROI a radial energy, b radial 
dissipation, c axial energy, d 
axial dissipation. The Bachelor 
scale is indicated for each PSD 
curve
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scale from each of the PSD curves is compared. Due to a 
better SNR of the I2 set, even the raw spectrum appears to 
provide a close estimate of the Bachelor scale. �B increases 
with noise filtering. For NF-filtered and Median-filtered 
data, �B is almost the same. Wiener-filtered PSD provides 
nearly the same �B as the raw PSD. Wiener- and PSF-filtered 
PSD provides a smaller �B since PSF compensates for the 
limited optical resolution. Therefore, for the overall field, �B 
is taken to be 60 μm.

Since the Bachelor scale varies with downstream dis-
tance, we also evaluate the regional PSDs. As shown in 
Fig. 7, three regions around the shear layer are consid-
ered. For bottom, mid, and top regions of interest (ROIs), 
(r, z) ranges are (4.7–10, 12–15.2), (2.8–10.1, 23–26.9), 
(0.3–10.1, 32.2–36.2) mm, respectively. For each ROI, both 
the axial and radial PSDs are evaluated. Similar to Fig. 6, 
data from I2 image set (at 40 mJ) is used to obtain PSDs.

Similar to the previous analysis, PSDs from different 
filtering methods are included in Fig. 8 for the bottom 
ROI. Unlike Fig. 6, there are differences in PSDs at high 
wavenumber. This is due to the global correction nature of 
the designed Wiener filter. The present Wiener filter is based 
on the radial energy spectrum of the entire imaged field. 
For regional PSDs, �B based on PSF correction and Wiener 
filtering is taken as a relevant scale for further discussion. 
As expected, �B obtained from the radial spectrum is smaller 
than its axial counterpart. The regional radial �B ( 56 μ m) is 
mildly lower than the earlier global estimate of 60 μ m. For 
the axial spectrum, in the noise-dominated region, a distinct 
peak is observed owing to the interline-transfer CCD camera 
that can produce discontinuity of the signal between pixel 
rows. This noise reduces with the median filtering, whereas 
the application of the Wiener filter removes this noise peak 
entirely.

For mid and top ROIs, radial and axial spectra are 
included in the appendix (Figs. 19 and 20). The agreement 
between different filtering methods improves with axial dis-
tance. Within the shear layer, �B based on the radial spec-
trum increases from 56 to 62 μ m with axial distance. As 
expected, �B obtained from the axial spectrum measures 
higher, ranging from 69 to 99 μ m. Even the raw spectrum is 
reasonably resolved to provide the Bachelor scale estimate. 
The raw spectrum is free from systematic biases that may 
arise through the filtering process. �B deduced from the raw 
radial spectrum varies from 54 to 69 μ m, whereas its axial 
counterpart varies from 75 to 102 μm.

Based on this analysis, the resolution requirement is 
determined to be 56 μ m for the present flow, which is very 
stringent for optical techniques. Note, though the measured 
optical resolution is lower ( �LSF = 78 − 79 μm), we account 
for it through PSF correction during Wiener filtering. The 
resolution curve (Fig. 5) and camera scaling ( 50 μm∕pixel ) 
suggest that the present measurement, with associated 

post-processing, satisfies the resolution requirement for SDR 
evaluation.

3.1.3 � Uncertainty in 2D SDR

SDR measurement is primarily affected by biases resulting 
from a limited SNR, noise filtering effects, and finite 
resolution. The uncertainty in the Xf  field is mainly caused 
by the photon shot noise. Based on SNR, the uncertainty in 
a filtered Xf  is estimated to be ±2.5% with a 95% confidence 
interval (CI). Consequently, the uncertainty in SDR is 
estimated to be ±10% through a sensitivity analysis. Note 
that this estimate only accounts for a finite SNR. The 
uncertainty from a sub-optimal Wiener filter is assessed 
by varying the cut-off wavenumber beyond which the 
spectrum is modeled with an exponential fit. A reduction in 
cut-off wavenumber from 2 to 1.43 mm−1 reduces the peak 
instantaneous SDR by 23% . For a given cut-off wavenumber 
(2 mm−1 ), there is an excellent agreement in the mean SDR 
fields across two PLIF systems, as observed from Fig. 17. 
Nevertheless, based on the differences between the Bachelor 
scales evaluated from different filtering approaches, the 
filtering uncertainty is approximated to be ±10%.

The use of a central difference scheme (to evaluate 
gradient) leads to artificial filtering, which could reduce 
SDR. To assess the extent of SDR reduction, we compare 
the SDR obtained through central difference with that of 
two-point (forward/backward) difference. SDR with the 
central difference is under-predicted by ≈ 6% relative to a 
two-point difference. Such a small influence is due to the 
reduction in noise through Wiener filtering. For the ordinary 
median filtered field, variation in central and two-point 
differenced SDR is as high as ≈ 40% . Since the error for 
Wiener filtered data is not significant, we retain the central 
difference approach in favour of its lower sensitivity to 
noise. The influence of numerical stencil (used to obtain 
gradient) on SDR has been analyzed by Wang et al. (2007b). 
For central difference stencil, over-resolved data is needed 
to minimize the errors in SDR. To resolve the dissipation 
spectrum up to the characteristic cut-off scale of 2��B , the 
minimum resolution needs to be ��B (Wang et al. 2007). 
If the optical blurring effects are accounted for through 
the point spread function, then the effective resolution is 
determined by the sampling frequency. For the present 
data, the sampling resolution is 50 μ m. Thus, data appears 
to be over-resolved by a factor of 3.5 considering the lower 
estimate of �B = 56 μ m. The closer agreement (within 6% ) 
between the two-point and centrally differenced SDR values 
confirms the over-resolution of the present data, based on the 
results of Wang et al. (2007b).

By considering errors in Xf  , Wiener filtering, finite 
resolution (Fig.  5), and central difference filtering, the 
combined uncertainty in an instantaneous �2C is estimated 
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to be ±17% . Note that since this value is deduced by 
considering various measurement biases, it is a relative 
estimate of uncertainty. Due to the complexity of swirling 
flow in the developing region, the absolute estimate of 
uncertainty could not be obtained. For simple configurations, 
such as planar or round jets, a reference SDR value could be 
obtained from previous measurements.

3.2 � SDR components

The discussion in the earlier section is focused on in-plane 
two-component SDR and associated measurement biases. 
The present section examines the influence of laser-sheet 
separation distance on the out-of-plane SDR component.

3.2.1 � Out‑of‑plane SDR component

The full three-component SDR requires a scalar gradient in 
the third direction as well, as indicated by Eq. 1. We define 
the SDR components as, �i = 2D(��∕�xi)

2 . Consequently, 
�1 , �2 , and �3 are the SDR components in x1 , x2 , and x3 
directions, respectively. x1 , x2 , and x3 are radial, axial, 
and azimuthal directions, respectively, as defined earlier. 
To obtain the gradient in the x3 direction, we acquire the 
mixing field on two planes that are separated by distance �s , 
as illustrated in Fig. 1. In the past (Buch and Dahm 1998; 
Su and Clemens 1999), �s requirement had been determined 
based on �D rather than �B . Recall, the in-plane �1 and �2 
components are obtained through central difference, whereas 
�3 is deduced through two-point difference. Consequently, 
the resolution requirements of in-plane and out-of-plane 
SDR components are not identical, as discussed earlier. 
From the previous analysis (Fig. 5), resolution for central 
difference needs to approach �B . For �3 , due to the two-point 
difference scheme, the minimum resolution requirement can 
be larger than �B (but < 𝜋𝜆B ). Note, in the absence of noise, 
over-resolution should not alter �3 values. If one applies the 
in-plane resolution requirement based on �B , �s needs to 

be 60 μm (global estimate). In this section, we assess the 
impact of �s on �3.

It is worthwhile to note that, due to several challenges, 
the accuracy of �3 for planar measurements has not yet been 
rigorously assessed. Although this is a difficult task, we can 
rely on in-plane components, �1 and �2 . The radial compo-
nent of SDR ( �1 ) is higher than the axial component ( �2 ), 
as expected. This is consistent with the past observations in 
reacting (Stårner et al. 1994) or non-reacting (Vlad 2021) 
turbulent jets. In general, axial and radial components are 
obtained from planar measurements. To obtain the full SDR, 
isotropy between radial and azimuthal components was 
assumed in the past (Namazian et al. 1988; Feikema et al. 
1996; Stårner et al. 1994). Stårner et al. (1994) relied upon 
off-axis measurements that indicated anisotropy between 
radial and azimuthal components to be in the range of 0–20% 
for a turbulent round jet. Feikema et al. (1996), argued that 
at a high Reynolds number, instantaneous mixture fraction 
iso-contours would be highly contorted/wrinkled. Therefore, 
the normal to a given wrinkled iso-surface will have an equal 
probability of pointing in radial and azimuthal directions. 
Thus, isotropy between radial and azimuthal components 
was assumed. Measurements of Mi et al. (1995) also appear 
to support the radial-azimuthal isotropy assumption. How-
ever, recent DNS results of (Vlad 2021) show that the radial 
component of mean SDR is stronger than its azimuthal 
component. Instead, the azimuthal and axial components of 
SDR are of similar magnitude. Note, most of these previous 
studies are for the fully developed self-similar region of the 
round jet, without any swirl. The present measurements are 
in the developing region of the jet which is surrounded by 
a swirling coflow of air. Despite this difference, we assume 
isotropy between axial and azimuthal SDR components 
based on Vlad (2021). However, the accuracy of azimuthal-
axial isotropy was not verified through measurements. An 
off-axis measurement within the shear layer could have been 
performed to assess the anisotropy between three compo-
nents of SDR.

Fig. 9   PDF of laser-sheet sepa-
ration distance and correspond-
ing standard deviation at mean 
�s of a 304 μ m, and b 109 μm
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Recall that we have access to laser-sheet separation dis-
tance, �s , on a shot-to-shot basis. The data was acquired 
at mean �s values of 109 and 304 μ m. Figure 9 shows the 
histogram of �s variation for each dataset. For the mean 304 
μ m dataset, instantaneous �s varies from 215 to 370 μ m. 
For the mean 109 μ m dataset, instantaneous �s varies from 
55 to 165 μ m. Across both datasets, the standard deviation 
of �s (indicated on the PDF) remains nearly identical. Such 
fluctuation of �s signifies the need to measure sheet separa-
tion distance on a shot-to-shot basis.

Figure 10 shows components of instantaneous � at dif-
ferent values of �s . For a preliminary assessment, �3 is 
compared to �2 . At a larger �s in Fig. 10a, values of �3 are 
substantially lower than �2 . Additionally, SDR layers in 
�3 appear more diffused than �1 or �2 . This suggests that 
�s = 338 μ m is insufficient to resolve �3 structure and inten-
sity. If �s is reduced to nearly the Batchelor scale at 64 μ m, 
�3 values are overestimated, as evident from Fig.  10d. 
Though the values are overestimated, high-intensity layers 
of �3 generally remain as thin as �1 or �2 . The overestimation 

Fig. 10   Effect of laser-sheet 
spacing on �

3
 component 

of SDR: a �s = 338 μ m, b 
�s = 214 μ m, c �s = 114 μ m, 
and d �s = 64 μ m. Note in (a) 
and (d), �

3
 has been scaled for 

better visibility
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of �3 at �s ≈ �B is not surprising. As indicated in the Intro-
duction, from wire-based measurements (Antonia and Mi 
1993b) of SDR, 𝛥s < 2𝜆B was observed to produce large 
values of SDR owing to random and systematic errors, 
which become dominant at smaller separation distance. In 
the analytical study (Antonia and Mi 1993a) where measure-
ment noise or systematic error is absent, it has been shown 
that the smaller separation distance between two parallel 
wire probes can provide true SDR even at 𝛥s < 𝜆B . However, 
in measurements, due to the presence of noise, �s of 3 �B 
(Danaila et al. 2000) was suggested to provide true SDR for 
a given wire probe. This estimate of ideal/optimum �s var-
ies between 1 and 3.33�B across different wire probe-based 
studies, as reviewed by Antonia and Mi (1993b). The ideal 
�s is linked to noise characteristics and systematic biases of 
a given measurement technique, and the differencing stencil 
(used to obtain the gradient). The present laser-based meas-
urement differs from wire probes due to the larger thickness 
of laser sheets (FWHM of 107 − 143 μ m) relative to fine 
wires. Therefore, it is necessary to analyze the influence 
of �s on SDR to identify the optimum separation distance. 
To obtain �3 accurately, two requirements, namely infini-
tesimally thin laser sheet and infinite SNR, need to be met. 
These conditions are impossible to satisfy experimentally. 
We vary �s between the noise-limited and resolution-limited 
bounds. Figure 10b and c shows the SDR components with 
�s of 214 and 114 μ m, respectively. In these figures, �3 field 
is comparable to �2 . The �s optimization is further assessed 
through mean SDR components.

3.2.2 � Mean SDR components

Instantaneous images of �i provided the preliminary assess-
ment and ideal range of �s . However, to verify this finding, 
an analysis based on statistics is necessary to reduce any 
uncertainty associated with instantaneous fluctuating fields. 
For isotropic flows, three components of the mean SDR, 
⟨�i⟩ , should be equal, as indicated by Mi et al. (1995) in a 
turbulent jet. For the present measurements, a high level of 
anisotropy is noted between radial and axial components 
of SDR. As discussed in the previous section, based on the 
DNS data for round jet (Vlad 2021), we assume axial-azi-
muthal isotropy, i.e., ⟨�2⟩ = ⟨�3⟩ . We first obtain the esti-
mate of the in-plane SDR anisotropy. Figure 11 shows ⟨�1⟩ , 
⟨�2⟩ , and ⟨�3⟩ for mean �s = 304 μ m. A regional anisotropy 
is deduced as, K12 = ⟨�1⟩∕⟨�2⟩ . For this evaluation, only the 
region where ⟨�1⟩ is greater than 5% of the peak intensity is 
considered to avoid bias due to negligible values. Anisotropy 
at three axial zones, namely at the base where z = 11 to 15 
mm, the mid-region with z = 20 to 25 mm, and top zone 
with z = 30 to 35 mm, is evaluated. For a given zone, ⟨�i⟩ 
values are area-averaged to estimate the regional anisotropy. 
The anisotropy values of K12 are 1.55, 1.34, and 1.26 at the 
base, mid, and top zones, respectively. This indicates that 
the present flow is highly anisotropic, especially near the jet 
exit, while anisotropy decreases with downstream distance.

To validate the out-of-plane SDR component, we assume 
⟨�2⟩ = ⟨�3⟩ . Departure from this equality provides an esti-
mate of the error in ⟨�3⟩ . A mean SDR component ratio 
( P23 ) is defined as ⟨�2⟩∕⟨�3⟩ . Note, unlike K12 , P23 is not an 
anisotropy; rather it is a parameter that indicates error in �3 . 

Fig. 11   Mean SDR components 
at mean laser-sheet separation 
�s = 304 μm

Fig. 12   Mean SDR components 
at mean �s = 140 μm
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P23 is evaluated at the identical three axial zones as stated 
previously. The area-averaged P23 values are 1.36, 1.50, and 
1.62, at the base, mid, and top zones, respectively, for mean 
�s = 304 μ m. A possible reason for the increase in P23 with 
height can be attributed to the increased fluctuations of Xf  
owing to the central jet interaction with the annular swirling 
coflow. Overall, the departure of P23 from unity is significant. 
Thus, �s = 0.3 mm is insufficient to resolve Xf  gradients in 
x3 direction. Therefore, �s needs to be reduced further. As 
observed from instantaneous �i images in Fig. 10, �s around 
0.15 mm appears to be sufficient to resolve �3 . Thus, another 
dataset containing 1600 image pairs was acquired with mean 
�s = 109 μ m, where due to shot-to-shot laser instability, �s 
fluctuated between 55 to 165 μ m. From this data, the global 
(averaged over the entire FOV) value of P23 is found to be 
0.67. This implies that �3 is overestimated owing to noise 
or minute errors in Xf  , which gets amplified in SDR, espe-
cially at lower �s . Systematic errors/biases also affect �3 . 
Since �s for each realization is known, we select images in 
a range of �s = 135 to 165 μ m, with the mean value of 140 
μ m. The mean SDR components from this dataset are shown 
in Fig. 12. Only 165 realizations (out of 1600) were within 
the desired �s range. Consequently, mean SDR components 
shown in Fig. 12 are less converged. The global P23 for the 
�s = 140 μ m subset is 0.94, which is close to the expected 
value. Regional values of P23 are evaluated at three axial 

locations in an identical manner as described previously. 
At the base, P23 is 0.72, which indicates overestimation of 
�3 . At mid and top regions, P23 is 1.02 and 0.96, respec-
tively, which suggests �3 can be measured accurately with 
�s ≈ 0.15 mm. The explanation for this optimal �s value is 
provided next in terms of the Batchelor scale. Recall, the 
resolution requirement for two-point differenced �3 is not as 
stringent as centrally differenced in-plane SDR components.

3.3 � PDF of SDR components

Significant intermittency exists in the SDR field. Therefore, 
a comparison of �i based on the mean may only provide par-
tial insights. Alternatively, the probability density function 
(PDF) of �i can be evaluated. PDF approach is beneficial 
since it preserves instantaneous representation while mak-
ing use of all the available images, rather than a few samples 
(as in Fig. 10).

PDF is evaluated for each component of SDR. �i values 
over the entire FOV are considered while evaluating PDF. 
Data is divided into 100 bins. Figure 13a shows PDFs of 
�i for the mean �s = 304 μ m dataset. For a given PDF 
amplitude, 𝜒1 > 𝜒2 , which confirms the anisotropy of the 
flow. The �3 component is substantially lower than �2 , 
indicating that the Xf  gradients in the x3 direction are not 
properly resolved. PDFs for mean �s = 109 μ m dataset 

Fig. 13   Effect of laser-sheet 
spacing on PDF, P(�

i
 ) at mean: 

a �s = 304 μ m b �s = 109 μ m, 
and c �s = 140 μ m. d PDF-
based anisotropy between �

1
 

and �
2
 , and validation of �

3
 at 

different �s
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are shown in Fig.  13b. The in-plane SDR component 
ratio, �1∕�2 , is identical to that of �s = 304 μ m dataset, as 
expected. However, the �3 component is consistently higher 
than �2 , which suggests possible noise and systematic bias 
influences on the gradients of Xf  in the x3 direction. PDFs 
for the optimized mean �s = 140 μ m dataset are shown in 
Fig. 13c. In this plot, PDFs of �2 and �3 are in very close 
agreement. PDF data is further analyzed to quantify the 
anisotropy ( �1∕�2 ) and the extent of agreement between �2 
and �3.

For a given PDF amplitude, the ratio of �1∕�2 is evaluated 
to deduce anisotropy. This quantity is denoted as Kp

12
 . Ratios 

at four PDF amplitudes corresponding to the probe SDR 
values ( �p ) of �1 = 10 , 30, 100, and 250 s−1 are obtained. 
To reduce uncertainty in Kp

12
 , PDF is fitted with a piecewise 

polynomial, and the �i values are interpolated. Figure 13d 
shows the plot of Kp

12
 (i.e., PDF-based anisotropy) as a 

function of �p . At lower SDR values, �i components are 
nearly isotropic. Anisotropy increases to 1.2 at �p = 100 s−1 . 
A near-plateau is observed in Kp

12
 with a further increase 

in �p . In general, high SDR structures are observed to be 
anisotropic. Next, to validate the �3 component, ratio of 
�2∕�3 = 1 , serves as a reference with axial-azimuthal 
isotropy assumption. Similar to anisotropy, �2∕�3 ratio at 
four �p values is considered. This ratio is denoted as Pp

23
 . 

For Pp

23
 evaluation, �2 values between 10 to 250 s−1 are used 

as probe SDR locations. For mean �s = 304 μm , Pp

23
 value 

is near unity at low SDR values. Pp

23
 increases with SDR 

intensity in a quasi-linear manner. The deviation of Pp

23
 from 

unity is attributed to the underestimation of �3 due to an 
under-resolved mixing field in the out-of-plane direction. 
On the other hand, over-resolution (when laser sheets are 
too close) produces an overestimation of �3 , as evidenced 
by Pp

23
< 1 for �s = 109 μ m. For this case, Pp

23
 varies non-

monotonically with SDR. For the optimized �s = 140 μ m 
dataset, Pp

23
 approaches near-unity over the entire range of 

�p . As �p increases from 10 to 250 s−1 , the ratio varies from 
0.95 to 1. In this manner, quantification of SDR anisotropy 
and validation of �3 are achieved. For the mean analysis 
(Sect. 3.2.2), quantification is performed as a function of 
the spatial location, whereas the PDF-based quantification 
is conditioned on SDR values. Overall, the PDF analysis 
confirms the finding deduced from the mean �i analysis.

So far, through the analysis of instantaneous, mean, and 
PDF results, we have demonstrated that there exists an opti-
mum laser-sheet separation distance that can provide an 
accurate estimate of the out-of-plane SDR component. The 
optimum value of �s = 140 μ m is larger than the estimated 
Batchelor scale, �B = 56 μ m. As discussed in Sect. 3.2.1, �s 

Fig. 14   Effect of laser-sheet 
spacing on PDF of normalized 
�
i
 at mean: a �s = 304 μ m b 

�s = 109 μ m, and c �s = 140 μ

m
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need not match �B . Depending on the random noise, system-
atic biases, and differencing stencil, �s can generally be 2 
to 3 times �B . The present optimum �s value is 2.5�B . Note, 
unlike fine wire probes, �s between laser sheets could not be 
precisely obtained due to finite sheet thickness and spatial 
overlap between two sheets. This aspect also influences the 
optimum �s value, in addition to the noise and systematic 
bias characteristics of a given measurement. The use of two-
point differencing also results in a less stringent resolution 
requirement relative to the central differencing stencil.

In the preceding sections, we discussed the impact of 
over-resolution on �3 . In principle, over-resolution should 
not alter �3 . We postulated that random errors in Xf  due 
to a finite SNR propagates while evaluating �3 , along with 

systematic biases. To further examine this aspect, a fluc-
tuating component of �i is deduced. Similar to Soulopou-
los et al. (2015), a mean-subtracted normalized fluctuating 
component of �i is obtained as, 𝜒N =

(
𝜒̂ − 𝜇𝜒̂ )

)
∕𝜎𝜒̂ , where 

𝜒̂ = ln (𝜒) , � is the local mean, and � is the local standard 
deviation. Such normalization tends to remove systematic 
biases in the measurement through mean subtraction. The 
deduced PDFs of �N are shown in Fig. 14. For the mean 
�s = 304 μ m dataset, the PDF shape of �3 in Fig. 14a devi-
ates substantially from the in-plane SDR components due 
to unresolved mixing scales. For mean �s = 140 μ m data-
set in Fig. 14c, PDF shapes of all three SDR components 
are in agreement. The identical agreement is observed 
even for mean �s = 109 μ m dataset in Fig. 14b. Note, for 

Fig. 15   SDR field containing 
two and three components: 
a, b Instantaneous SDR for 
�s = 143 μ m, and c Mean SDR 
for mean �s = 140 μm
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�s = 109 μ m data, PDFs of absolute SDR components, �2 
and �3 (Fig. 13b) do not show agreement. The agreement of 
normalized �i PDFs and disagreement of absolute �i PDFs 
suggests that the absolute SDR is affected by systematic 
errors/biases. Finer �s (than the optimized 140 μ m) could 
be used if only the normalized fluctuating component of 
SDR is of interest which is typically the case in the turbu-
lence community. However, for instantaneous absolute SDR 
estimation, �s needs to be optimized through the approach 
described in this study.

3.4 � Full three‑component SDR

Now that we have rigorously validated the SDR measure-
ments, we present the full SDR field by accounting for all 
three components. Based on the above analysis, we choose 
the data only around the optimum �s . Figure 15 shows two 
samples of instantaneous two-component ( �2C ) and three-
component ( �3C ) SDR with �s = 143 μ m. The spatial struc-
tures of �2C and �3C are quite similar with a nearly identical 
thickness of SDR layers; however, the values differ consider-
ably. Out of the 1600 realizations, around 52 instances occur 
with �s ≈ 143 μ m. These 52 SDR fields are averaged. We 
use this ensemble-averaged data to quantify the difference 
between two- and three-component SDR at a given �s . Two 
regions of interest (ROIs) are identified at the bottom and 
top heights along the shear layer. ROI of 4 × 4 mm2 centered 
around a given radius (r) and axial distance (z) is consid-
ered. The larger ROI was needed due to limited samples. 
The values of (r, z) in mm are (8, 12) for bottom ROI and (5, 
36) for top ROI. Within these regions, SDR values are area-
averaged. This ensemble- and area-averaged SDR is used 
as a characteristic value for a given ROI. Such averaging 
reduces the convergence uncertainty. The convergence with 
respect to the number of samples is presented in the appen-
dix (Fig. 18a). The values are converged within 2% . The 
mean �3C∕�2C ratio measures around 1.61 at the bottom ROI 
and 1.47 at the top ROI. For the overall field, the �3C∕�2C 
ratio is 1.54. This ratio should have been less than 1.5 owing 
to the axial-azimuthal SDR isotropy assumption based �s 
optimization. Note, this optimization deduced through mean 
and PDF data is global in nature. In the mean-based analysis, 
SDR data is conditioned on spatial location, whereas in the 
PDF-based analysis, SDR data is conditioned on SDR inten-
sity. In both the analyses, SDR data within the entire FOV 
was considered, and thus, it leads to global optimization 
of �s . Nonetheless, the optimized �s is within the recom-
mended limit of 2 − 3�B . Therefore, the azimuthal compo-
nent of SDR is considered to be resolved. Consequently, the 
local SDR isotropy can be inferred by comparing SDR com-
ponents. For the base region of the flow, radial-azimuthal 
isotropy is noted (i.e., �1 ≈ �3 , within 2 − 3% ). The interac-
tion between the central jet and swirling co-flow near the 

jet exit is expected to be stronger. Consequently, �3C∕�2C 
ratio is greater than 1.5. In the downstream region, axial-
azimuthal quasi-isotropy is noted ( �2 ≈ �3 , within 10% ). The 
azimuthal component of SDR measures higher than its axial 
counterpart. Anisotropy ratios are provided subsequently.

Next, we compare mean fields of �2C and �3C in Fig. 15c. 
These plots are obtained using the mean �s = 140 μ m subset 
where instantaneous �s ranges from 135 to 165 μ m. Although 
only 165 realizations are accessible, the mean is converged 
within 1% , as observed from Fig. 18b. Both the mean �2C and 
�3C distributions appear identical, but as expected, mean �3C 
values are higher. The ensemble- and area-averaged value of 
�3C∕�2C ratio is evaluated for the identical bottom and top 
locations as of 52 sample subset analysis. Since more (165) 
samples are available for averaging, the ROI is reduced to 
2 × 2 mm2 . �3C∕�2C ratios are 1.60 at the bottom and 1.48 
at the top, which are identical to the values obtained from 
the �s = 143 μ m dataset. In isotropic flows, �3C∕�2C ratio is 
expected to be around 1.5, as discussed in the Introduction. 
We note a different value owing to anisotropy between SDR 
components. The anisotropy ratios are as follows. For the 
bottom ROI, �3∕�1 = 1.01 and �3∕�2 = 1.45 . For the top 
ROI, �3∕�1 = 0.85 and �3∕�2 = 1.10 . Recall that subscripts 
1, 2, and 3 indicate radial, axial, and azimuthal components, 
respectively.

4 � Concluding remarks

This study reports the direct measurement of fully 3D 
scalar dissipation rate (SDR) in a jet in turbulent swirling 
coflow configuration for the first time. Measurements 
were performed in a developing region of a high Reynolds 
number (Re = 24000) flow. The minimum Batchelor scale 
was estimated to be 56 μ m. A dual-plane acetone-PLIF 
technique was employed to measure the mixing field in 
three dimensions. The influence of laser-sheet separation 
distance ( �s ) on SDR was assessed meticulously through 
several approaches. Through this analysis, an optimum �s 
was identified that could accurately measure the out-of-plane 
component of SDR ( �3).

A Wiener filter-based noise reduction approach was 
demonstrated to reduce noise-induced errors in the 
SDR measurement. We showed that the in-plane spatial 
resolution needs to match the Batchelor scale to measure 
SDR accurately. Note, in the ideal case of noise-free data 
and absence of gradient-induced filtering, the resolution 
requirement is ��B (Wang et  al. 2007). The present 
requirement of 1�B is a consequence of using a central 
difference gradient stencil that requires better resolution.

The validation of �3 was achieved by assuming the isot-
ropy between axial and azimuthal components of mean SDR. 
This assumption is based on the DNS study of a turbulent jet 
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(Vlad 2021). The comparison of instantaneous SDR compo-
nents revealed the possibility of identifying the optimum �s . 
If �s is larger than the optimum value, �3 is underestimated, 
whereas smaller �s leads to an overestimation of �3 owing 
to random errors and systematic biases in the measurement. 
The time-averaged or mean fields of SDR components were 
used to identify the appropriate value of �s . �s = 0.14 mm, 
approximately 2.5 times the Batchelor scale, was found to 
determine �3 accurately. This finding was further confirmed 
through the probability density function (PDF) based analy-
sis of SDR components. Apart from PDFs of absolute SDR, 
PDFs of normalized fluctuating components of SDR were 
also analyzed. The normalized PDFs reveal that measure-
ments with �s even smaller than the identified optimum 
value could be used if the fluctuating component of SDR is 
of interest. This suggests the presence of systematic biases 
in �3 measurement. Through these validations, the full three-
component instantaneous and mean SDR measurements 
were presented. The results showed that the two-component 
SDR measurement under-predicts the true values of the 3D 
SDR by a factor of 1.48 to 1.6. The following guidelines 
are provided for full 3D SDR deduction using the dual-
plane laser-induced fluorescence technique. (a) Due to laser 
instability, it is necessary to monitor the sheet separation 
distance on a shot-to-shot basis. (b) Images need to be cor-
rected for laser-sheet intensity profile, laser extinction, and 
shot noise. (c) To identify the required imaging resolution, 
an estimate of the Bachelor scale is necessary, which can be 
obtained from the dissipation spectrum. (d) The validation 
analysis can include a comparison of in-plane and out-of-
plane SDR components. For this comparison, criteria based 
on time-averaged SDR and PDF of either absolute SDR or 
a normalized fluctuating component of SDR can be used. 

The present axial-azimuthal isotropy assumption could be 
validated through off-axis measurements.

Appendix 1

Resolution error curve

Figure 16 shows the effect of resolution on one-dimensional 
mean scalar dissipation rate. This curve is obtained using the 
model dissipation spectrum from Pope (2000) in an identi-
cal manner as of Wang et al. (2007b). The one-dimensional 
dissipation spectrum is filtered using the box, Gaussian, and 
sharp-spectral filters. The filter expressions can be found 
in Pope (2000) or Wang et al. (2007b). The mean SDR 
obtained from the unfiltered spectrum is denoted as ⟨�1⟩ , 
whereas its filtered counterpart is denoted as ⟨�1f ⟩ . �H is the 
characteristic filter width, and �B is the Bachelor length scale 
which is taken as 60 μ m based on the dissipation spectrum 
presented in Fig. 6b. A crude estimate of the Taylor scale 
Reynolds number (Re� ) is obtained by considering the lon-
gitudinal integral length scale, L11 = 0.3Da, where Da is the 
inner diameter of the outer tube. Next, the length scale used 
to evaluate the model spectrum is assumed to be L = 0.5L11 . 
Although the Re� (and corresponding spectrum) is uncertain 
due to the assumed scale, the resolution curve for SDR is 
not strongly sensitive to the Re� as shown by Wang et al. 
(2007b). Therefore, the above results can be used to obtain 
the resolution requirement for the present flow.

For the sharp-spectral filter, SDR can be obtained 
accurately even with the resolution of 3�B , whereas for 
the box or Gaussian filtered data, the error at 3�B is ≈ 7% . 
For the resolution of 1�B , the SDR accuracy of better than 
1% can be achieved even with the box or Gaussian filtered 
data. Note that these findings are deduced from the noise-
free modeled spectrum. For measurements, in addition to 
noise, the differencing stencil also influences the resolution 
requirement. Relative to the 2-point difference stencil, the 
resolution requirement for the 3-point central difference 
stencil is stringent (Wang et al. 2007b).

Appendix 2

Mean 2D SDR

See Fig. 17. 
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Fig. 16   Effect of spatial resolution on mean 1D SDR based on the 
model spectrum for Re� = 164
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Appendix 3

Convergence

See Fig. 18.

Fig. 17   Mean 2D SDR at mean 
�s = 109 μ m: a from I1 field of 
C1/L1 data at 9 mJ, and b from 
I2 field of C2/L2 data at 36 mJ, 
and c difference between SDR 
from I2 and I1

Fig. 18   Convergence of 
the ensemble- and area-
averaged normalized �

3C
 with 

the number of samples: a 52 
samples with instantaneous 
�s = 143 μ m, and b 165 sam-
ples with mean �s = 140 μ m 
where instantaneous �s ranges 
from 135 to 165 μm

Appendix 4

Energy and dissipation spectra

See Figs. 19 and 20.
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Fig. 19   Mean spectrum of fluc-
tuating scalar, � ′ , for the mid-
ROI a radial energy, b radial 
dissipation, c axial energy, d 
axial dissipation. The Bachelor 
scale is indicated for each PSD 
curve
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Fig. 20   Mean spectrum of 
fluctuating scalar, � ′ , for the top 
ROI a radial energy, b radial 
dissipation, c axial energy, d 
axial dissipation. The Bachelor 
scale is indicated for each PSD 
curve
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