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Abstract 
We analyse the metrological aspect related to systems devoted to the simultaneous measurements of (one point) velocity and 
scalar concentration statistics. We consider systems based on the coupling of an anemometer (laser Doppler or hot wire) with 
a flame ionization detector. In particular, we focus on the estimate of the cross-correlation velocity-concentration. Key aspects 
in the reliability of such measurements are related to the identification of an optimal distance between the two probes, the 
time lag with which the velocity and concentration signals are acquired, and, eventually, the influence of seeding particles 
(when using a laser Doppler anemometer) on the concentration measurements. We investigate these aspects by perform-
ing wind-tunnel experiments on the scalar dispersion downwind a ground-level source in a turbulent boundary layer. This 
analysis allowed us to identify a time delay and a convenient distance between the signals provided by the anemometer and 
the concentration detector. Results also show that the seeding used for the laser Doppler anemometer measurements modifies 
the cut-off frequency in the concentration spectra and induces a slightly larger uncertainty on the statistics of scalar field. 
The results show the reliability of both systems in estimating (horizontal and vertical) turbulent mass fluxes.
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Graphic abstract

1 Introduction

The experimental estimate of joint velocity-concentration 
statistics is a key issue for the study of the dispersion and 
mixing of scalar within a turbulent flow. This requires simul-
taneous measurements of the flow velocity and the scalar 
field, which generally imply to couple two separate acquisi-
tion systems. The use of particle image velocimetry (PIV) 
combined to other optical techniques for the concentration 
measurements is well suited in water flume experiments 
(e.g., Liao and Cowen 2002). Its use in wind-tunnel tests, 
however (Vinçont et al. 2000), still presents main shortcom-
ings, mainly concerning the control of the seeding particles 
emitted by the source (which explains the relatively low 
number of study published so far adopting these techniques).

The most reliable and robust techniques rely so far in 
the adoption of different metrological approaches for the 
measurements of combined one-point statistics. In the 
study of scalar dispersion within a turbulent boundary 
layer, several authors have combined a X-probe hot-wire 
anemometer (HWA) (providing statistics of two velocity 
components) with another technique in order to meas-
ure the concentration of a scalar (that could be either a 

chemical species or the temperature). In their heavily cited 
work, Fackrell and Robins (1982) coupled a HWA and 
flame ionization detection (FID) to characterize the disper-
sion downwind a localized release of propane. In a similar 
experimental configuration, a same HWA-FID coupling 
has been subsequently used by Koeltzsch (1999) and by 
Iacobello et al. (2019). A slightly different approach was 
instead adopted by Metzger and Klewicki (2003) and by 
Talluru et al. (2018) who used a photoionization detec-
tor for the concentration measurements (a system with a 
slightly lower resolution in frequency, compared to a FID).

To investigate dispersion downwind an elevated linear 
source, instead of releasing a chemical species, it may be 
convenient to use the temperature as passive scalar, since 
the line source can be easily designed as a suspended 
electric resistance providing a constant heat flux (heated 
by Joule effect and cooled by turbulent convection). With 
this experimental set-up, Raupach and Legg (1983) and 
Stapountzis et al. (1986) used a 3-wire probe to measure 
the velocity-temperature correlations: 2 hot-wires and a 
cold wire for the measurements of two velocity compo-
nents and the temperature, respectively.
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The approaches mentioned above have the same main 
shortcoming: the HWA is not suited for measurements within 
recirculating flows, in high turbulence intensity flow regions 
(i.e. shear layers) and its intrusiveness can modify the motion 
field. For these reasons, these approaches cannot be used to 
investigate scalar transport within and above complex geom-
etries, typically represented by idealized urban or vegetation 
canopies.

These limitations can be overcome by replacing the HWA 
with a laser Doppler anemometry (LDA) and coupling the lat-
ter with a FID. This approach was actually used to investigate 
the scalar dispersion within urban-like geometries (Contini 
et al. 2006; Carpentieri and Robins 2010; Carpentieri et al. 
2012; Kukačka et al. 2012; Nosek et al. 2016; Marucci and 
Carpentieri 2020). Even the adoption of a LDA-FID system, 
however, has to face some metrological problems, namely to: 

1. evaluate the influence of the aerosol particles used to 
seed the flow on the FID measurements;

2. compute reliable estimates of cross-correlations from 
signals (velocity and concentration) shifted in time and 
with different sampling frequencies;

3. determine an optimal distance between the FID probe 
and the measurement volume of the LDA;

4. evaluate the time lag with which the velocity and con-
centration signals are actually acquired by the two 
instruments.

It is worth noting that the latter point is also of concern for 
the use of a HWA-FID system.

Despite the non-negligible number of study adopting 
these approaches, an analysis of these metrological aspects 
has not been presented so far in the literature. To fill this 
gap, we performed a parametric study, in order to test and 
estimate the accuracy of scalar mass-flux measurements, as 
obtained by both (LDA-FID and HWA-FID) systems. After 
presenting the set-up of the experiments and giving details 
on the adopted measurement techniques (Sect. 2), we pro-
vide the main features of the velocity field within which 
the dispersion took place (Sect. 3). We then focus on the 
LDA-FID system (Sect. 4), and specifically address the four 
points raised before. Finally, we compare the results with 
those obtained through a HWA-FID system and evaluate 
the accuracy of both systems in determining the turbulent 
mass fluxes (Sect. 5).

2  Experimental set‑up and measurement 
techniques

The experiments were performed in the atmospheric 
wind tunnel of the Laboratoire de Mécanique des Fluides 
et d’Acoustique at the Ecole Centrale de Lyon in France. 

This is a recirculating wind tunnel with a working section 
measuring 9 m long, 0.7 m wide, and 1 m high. A neu-
trally stratified boundary layer was generated by combining 
the effect of a row of spires placed at the beginning of the 
test section, and roughness elements on the floor (Fig. 1a). 
The spires were of the Irwin (1981) type with a height of 
0.5 m. The entire working section floor was overlaid with 
square section sticks of length l = 0.014 m as roughness ele-
ments, spaced by a distance 3l, and placed normal to the 
flow direction. This experimental set-up allowed a boundary 
layer of a depth � = 0.55 m to be reproduced. Imposing a 
free-stream velocity u∞ = 6.33 m s−1 , the Reynolds num-
ber Re = �u∞∕� ≈ 2.3 × 105 (being � ≈ 1.52 × 10−5 m2s−2 
the air kinematic viscosity) was sufficiently high to ensure 
the adequate simulation of a fully turbulent flow (Jimènez 
2004).

In the passive scalar experiments, ethane ( C2H6 ) was 
continuously released from a ground-level line source and 
used as a tracer, since its density is similar to that of air. 
The source consisted of a metallic tube pierced with needles 
producing well mixed ethane–air release within a cavity of 
0.01 m × 0.01 m size, as shown in Fig. 1b. The flow control 
system at the source was composed of two lines, ethane and 
air, each of them equipped with a mass flow controller. The 
two lines then converged through a valve, and the ethane–air 
mixture was directed to the source. The volume flow Qtot 
was equal to 1.67 × 10−4 m3 s−1 , resulting in an injection 
velocity us ≈ 0.024 m s−1 (see Fig. 1b). The ethane mass 
rate was kept constant by the mass flow controller, work-
ing in the range 0.2–2 Nl min−1 and used within 10 and 
100% of its nominal range. The error on the ethane–air flow 
rate was estimated by systematic comparison with measure-
ments provided by a volumetric counter. The maximal dif-
ference between measurements of the two instruments did 
not exceed ±3 % (Nironi et al. 2015).

Fig. 1  Wind-tunnel set-up: a sketch of the experimental boundary 
layer,  b detail of the linear source
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2.1  LDA

The laser Doppler anemometer was equipped with a 5 W 
power laser, producing two blue and two green beams in 
perpendicular planes with wavelength �blue = 488 nm and 
�green = 514.5 nm, respectively. The beams have a diameter of 
0.1 mm and the front lens presents a focal length of 400 mm. 
The sample volume was estimated as a function of the focal 
length, the initial beam thickness, and the laser wavelength 
(e.g., Jensen 2004). The measurement volume of the blue beam 
is defined by �x = 0.11 mm, �y = 0.11 mm, and �z = 2.3 mm, 
whereas for the green beam �x = 0.12 mm, �y = 0.12 mm, 
and �z = 2.4 mm. Note that a significant source of uncertainty 
is the position of the measuring volume that we estimated as 
about ±1.0 mm for the three directions. The flow was seeded 
with olive oil (Boskou et al. 2006) injected by means of an 
atomizer generating polydisperse drops of typical diameter of 
about 1 μm. The seeding occurred before the entrance of the 
wind tunnel, upwind the spires location (about 8 m before the 
measuring section).

In order to provide insight on the LDA sampling frequency 
compared to typical time scales of the flow, we show in Fig. 2 
the vertical profile of the data density. This latter parameter 
represents the ratio of the mean time that takes the instan-
taneous velocity to change by one standard deviation to the 
mean time between samples (Adrian and Yao 1987), and it is 
defined as the samples collected on average during one Taylor 
microscale T� of the velocity signal (Adrian 1983, p. 246). We 
computed the data density as the product ṄT𝜆 , where Ṅ is the 
mean data rate. The Taylor microscale was here estimated as 
(e.g., Adrian and Yao 1987):

where the brackets denote the ensemble average of the 
enclosed expression, and �u (whose vertical profile is 

(1)T� = �u

/

√

⟨

(

du

dt

)2
⟩

,

reported in Fig. 3b) is the standard deviation of the longitu-
dinal (instantaneous) velocity u.

As shown in Fig. 2, the values of the data density across 
the vertical extent of the boundary layer flow are in the range 
1.4–2.7, which represents an “intermediate” data density 
(Edwards 1987).

2.2  HWA

We used a hot-wire constant temperature anemometer 
equipped with a X-wire probe with a velocity-vector accept-
ance angle of ±45°, allowing for the simultaneous meas-
urements of two velocity components. Calibration was car-
ried out in the wind tunnel using a Pitot tube to measure 
a reference velocity. The probe was not calibrated in yaw. 
In order to decompose the calibration velocities from the 
X-probe into the longitudinal and transversal velocity com-
ponents (Jorgensen 2002), we adopted a yaw correction with 
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constant coefficients k2
1
= k2

2
= 0.0225 . The temperature was 

constantly monitored by means of a type K thermocouple 
placed close to the probe. In case of temperature variation 
larger than 2° C during an experiment, a new calibration 
was performed.

2.3  FID

Concentration measurements were performed with a flame 
ionization detector (Fackrell 1980) using a sampling tube 0.3 
m long, permitting a frequency response of the instrument 
to about 800 Hz. Vertical and transverse (not shown here) 
profiles of concentration statistics were recorded at various 
distances downwind, from x = 0.33� ( x = 182 mm) up to 
x = 2.18� ( x = 1200 mm). The calibration was carried out 
using ethane–air mixtures with concentrations equal to 0, 
500, 1000, and 5000 ppm. As a general rule, calibration was 
performed twice a day. When the flame temperature showed 
variations of more than 2° C from the value recorded at the 
beginning of the experiment, calibration was repeated. The 
relation between ethane concentration and voltage response 
was linear, with a slope (representing the sensitivity of the 
instrument) whose variations could reach ±3 %, depending 
on the ambient conditions.

Recirculation of air in the wind tunnel implies back-
ground concentration increasing with time. To take into 
account the contribution of this drift, the background con-
centrations were recorded before and after each concentra-
tion time series. The background concentration, which was 
assumed to evolve linearly with time from its initial to its 
final value, was then subtracted from the signals.

3  Velocity field

The statistics of the velocity field, measured both with a 
LDA and HWA system, are shown in Fig. 3. The HWA 
measurements were performed over the whole boundary-
layer depth, whereas the LDA measurements were instead 
limited to about z ≈ 0.6� . All the velocity statistics com-
puted with LDA data were weighted on the transit time 
(Edwards 1987).

Furthermore, we diagnosed the transit times �n since 
commercial LDA-processors could provide values that are 
not reliable (George 1988). To that purpose, we analysed 
the scatter plots of the velocity versus �n (not shown here) 
reporting the characteristic shape (generally observed for 
positive convection velocity and moderate turbulence inten-
sity, and usually referred to as “banana” shape) that high-
lights a correlation between short residences times and high 
velocities (and vice-versa) (Velte et al. 2014; Yaacob et al. 
2020).

The two techniques—HWA and LDA—provided very 
similar vertical profiles for the mean u (Fig. 3a) and the 
standard deviation �u (Fig. 3b) of the longitudinal velocity 
component. Some differences can instead be observed in 
�w (Fig. 3b), namely close to the ground, where the HWA 
slightly underestimates �w values compared to the LDA. 
Measurements of �v were performed with HWA only. The 
main differences between the two techniques concern the 
values of the Reynolds stresses u′w′  . Notably, close to 
ground level, i.e. for z∕𝛿 < 0.3 , the Reynolds stresses meas-
ured by LDA are significantly larger than those obtained by 
HWA (see Fig 3c). This is due to well-documented short-
comings of the HWA in flows with high turbulence intensity 
�u∕u (Tutu and Chevray 1975; Kawall et al. 1983; Perry 
et al. 1987). Tutu and Chevray (1975) showed that the error 
in the estimate of u′w′ might reach 28% for 𝜎u∕u > 35% . 
According to Kawall et al. (1983), this effect is due to the 
influence of the fluctuations of the transverse velocity v, that 
becomes the main source of error as 𝜎u∕u > 15% . Perry et al. 
(1987) showed that an increasing of the included angle of 
the X-wires allowed the error to be partially reduced, but 
with a significant deterioration in the estimate of the normal 
fluctuating component w as a secondary effect. Our HWA 
measurements are consistent with the conclusions of Kawall 
et al. (1983) who showed that the error in the estimates of 
u′w′ varied between 5 and 40% for turbulent intensities in 
the range 15% < 𝜎u∕u < 40% (see Fig. 3d). Based on these 
velocity measurements, we could estimate the friction veloc-
ity u∗ =

√

−u�w� = 0.054 u∞ from LDA data (Fig. 3c), and 
the roughness length z0 = 0.0024 � by fitting a logarithmic 
law to the mean longitudinal velocity profile (Tennekes 
1982). In both cases, we referred to data collected in the 
lower part of the boundary layer, i.e. z∕� ≤ 0.25.

The other flow variable that will be useful in our follow-
ing analysis is the vertical Eulerian integral length scale Lww , 
defined as:

with r a generic distance in the vertical direction. In princi-
ple, estimating Lww(z) would require simultaneous two-point 
velocity measurements to be estimated (for instance, using a 
PIV system). Alternatively, an estimate of Lww = Lww,sp can 
be obtained by evaluating the wave number at which maxima 
of vertical velocity spectra occur (Pope 2013, p. 226). In the 
upper part of the boundary layer, the peaks of the spectra 
flatten out and, therefore, the evaluation of Lww is affected by 
a large uncertainty (the error bars in Fig. 3e corresponding 
to an uncertainty of 5% in the evaluation of the maximum 
of the vertical velocity spectrum).

In Fig. 3e, we also compare our estimates of Lww with the 
values provided by Robins (1979) for two neutral boundary 

(2)Lww(z) = ∫
∞

0

w�(z)w�(z + r)

�2
w

dr,
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layers, referred to as BL1 and BL2, characterized by a differ-
ent wall roughness: z0∕� = 0.0004 for BL1 and z0∕� = 0.022 
for BL2. Note that, according to the statements of the simi-
larity theory, the vertical evolution of Lww is not sensitive 
to the wall roughness and depends on the distance from 
the wall only. Notably, in the lower part of the boundary 
layer the vertical evolution of Lww is well approximated by 
the relation Lww = 0.4z , as predicted by the Prandtl mixing 
length theory (Schlichting 1979).

4  LDA‑FID coupling

We developed a system to provide simultaneous measure-
ments of the velocity and concentration fields by means of 
a coupling between LDA and FID (see sketch in Fig. 4). In 
order to investigate the reliability of a such experimental set-
up, we analyse the four aspects that we have already pointed 
out in the introduction, notably: (i) the influence of the aero-
sols on the FID measurements (Sect. 4.1); (ii) the choice of 
a suitable method to shift and resample velocity and con-
centration signals to compute cross-correlations (Sect. 4.2); 
(iii) the evaluation of an optimal distance between the FID 
probe and LDA measurement volume, and (iv) of the time 
lag between the signals acquired by the two instruments 
(Sect. 4.3).

4.1  Influence of LDA seeding particles on FID 
concentration measurements

The olive oil drops (Boskou et al. 2006) used to seed the 
flow potentially perturb the concentration measurements 
performed by the FID system, which is sensitive to the 
presence of organic carbon in air. For this reason, we 
analysed the concentration signals and the spectra for a 
flow with and without oil drops (Fig. 5). In particular, we 
observe that, in this example, the FID provides concentra-
tion values with a mean value equal to about 1 ppm and 
fluctuations of ±1.0 to 2.0 ppm (standard deviation equal 

to 0.34 ppm) for a flow without oil drops. On the con-
trary, the presence of seeding particles induces some high 
concentration peaks of about 20–30 ppm with a standard 
deviation of about 1.2 ppm. This is consistent with the 
findings of Kukačka et al. (2012) who investigated the 
effects of seeding the flow field (glycerine droplets) on the 
signals collected by a FID. They argued that the presence 
of drops induced very rare spikes in the time series that 
had no relevant effect on the concentration statistics. The 
influence of the oil drops is also evident on the concentra-
tion spectra: the cut-off frequency is between 400 and 500 
Hz without oil, whereas the seeding moves it between 300 
and 400 Hz, showing that the signal bandwidth is mainly 
distributed on the higher frequencies.

The analysis of the concentration statistics allows the 
impact of seeding on the scalar field to be investigated in 
more detail. Figure 6 reports the vertical profiles of the 
first four moments of the concentration centred around 
the mean c for a sampling time equal to 300 s varying 
the distance from the source location. The concentration 
statistics are normalized as:

where Ns is the number of the instantaneous concentration 
values ck collected in a measurement point and Qtot∕L is the 
linear mass flow of the passive scalar. In the following nota-
tion, m∗

2
 is referred to as �∗

c
= m∗

2
.

We observe that the high concentration peaks due to 
the oil drop seeding slightly increase on the higher-order 
concentration statistics, namely on the estimates of �∗

c
 , m∗

3
 , 

(3)m∗
i
=

[

1

Ns

Ns
∑

k=1

(ck − c)i

]1∕i

u∞�

Qtot∕L
i = 2, 3, 4,

Fig. 4  LDA-FID system

Fig. 5  Influence of the olive oil drops on the concentration signals 
measured by FID at z = 0.075� ; � represents an estimate of the Kol-
mogorov length scale
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and m∗
4
 (Fig. 6). Nevertheless, this influence is generally 

low and the differences are quite slight for all the statistics.
To quantify the impact of the presence of oil droplets on 

the accuracy and repeatability of the concentration meas-
urements, we estimate the uncertainty on the scalar field 
statistics computed over two series of 30 measurements, 
with and without the flow seeding. For each series, we have 
then computed the ensemble average Ei and the normalized 
standard deviation Si (in %) of the first four moments of the 
concentration that represents an estimate of the uncertainty 
of measurement (Joint Committee for Guides in Metrology 
2008). In Table 1, we report the data acquired at three dif-
ferent measurement positions, in the near (P1), intermedi-
ate (P2), and far field (P3). For the measurements without 
the presence of seeding particles, the values of Si are in 
general in the range 1% ≲ Si ≲ 3% for all four concentra-
tion moments, which is agreement with previous estimates 

(Nironi et al. 2015). Uncertainty of measurement in the pres-
ence of oil seeding particles is, however, larger and falls 
in the range 2% ≲ Si ≲ 5% . This analysis showed that the 
oil drops induced a slightly larger dispersion of the meas-
urements, but their influence on the concentration statistics 
remained low.

4.2  Cross‑correlation estimate

In estimating the turbulent mass fluxes u′c′ and w′c′ , we set 
the acquisition system (LDA-FID) in order to be governed 
by the LDA, i.e. the velocity and the concentration signals 
were simultaneously collected when the seed particles 
crossed the LDA sample volume. As a consequence of that, 
the sampling frequency of the concentration is also irregu-
lar. Since there is a time delay between the measurements 
obtained by LDA and FID (discussed in Sect. 4.3), we have 

Fig. 6  Influence of seeding on the vertical profiles of the concentration statistics at different distances from the source location: a x = 0.75�, b 
x = 1.75�



 Experiments in Fluids (2020) 61:245

1 3

245 Page 8 of 13

to adopt a suitable method to compute the cross-correlations 
between velocity and concentration signals. We tested two 
different methods, the slot correlation technique (Mayo 
1975; Müller et al. 1998; Nobach 2016) and the sample-and-
hold reconstruction and resampling (S+H). The former is a 
well-established technique allowing reliable estimates of the 
cross-correlation to be obtained for mixed independent and 
dependent sampling (Nobach 2016). The latter is a simpler 
method that consists of the following items:

– shifting the FID signal of a suitable time delay �tlag;
– resampling the concentration values on the temporal pat-

tern of LDA data, i.e. on the velocity signals, (Fig. 7a);
– computing the cross-correlation with transit-time weight-

ing (similarly to what presented in Nobach et al. (1998)).

Note that the S+H method is straightforward to implement 
and it has the advantage to require a very low computational 
cost. Although this method was applied to the concentration 
signals in several works (e.g. Contini et al. 2006; Kukačka 
et al. 2012; Marucci and Carpentieri 2020) to estimate the 
cross-correlations, a real discussion about the reliability of 

the results was not usually tackled. Figure 7b shows that 
the turbulent mass fluxes computed with the two methods 
are generally in good agreement, even though differences of 
about 6% occur for some points.

4.3  Estimate of the optimal distance and time lag 
between LDA and FID

Ideally, the FID probe should be placed as closest as pos-
sible to the measurement volume of the LDA. However, the 
FID is an intrusive method performing measurements by 
aspiring the fluid to a flame chamber, which implies local 
modifications of the flow field. We need therefore to evaluate 
an optimal distance �xi between the LDA and FID, that has 
to fulfil two constraints:

– be sufficiently large to avoid flow perturbation induced 
by the FID system on the LDA measurement volume;

– be sufficiently small so that the measurements of the con-
centration and the velocity can be considered as repre-
sentative of a same fluid element.

Table 1  Repeatability of concentration measurements and influence of seeding on moments of the concentration: ensemble average E
i
 and nor-

malized standard deviation S
i
 (in %)

Point Variable c
√

c′2
3

√

c′3
4

√

c′4

No seeding Seeding No seeding Seeding No seeding Seeding No seeding Seeding

P1 E
i

3.97 3.93 3.04 3.03 2.60 2.60 4.11 4.10
S
i
 (%) 1.4 3.9 1.1 3.5 1.9 1.9 1.6 3.4

P2 E
i

1.75 1.75 0.96 0.96 0.30 0.35 1.19 1.21
S
i
 (%) 1.5 3.1 1.1 2.4 3.3 2.5 1.2 2.5

P3 E
i

0.71 0.71 0.59 0.59 0.49 0.50 0.73 0.74
S
i
 (%) 2.2 4.5 1.1 3.5 1.2 3.0 1.0 3.3
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Fig. 7  Sample-and-hold reconstruction and resampling method (S+H): a raw, shifted ( �tlag is the time delay), and resampled FID signals, b scat-
ter plot of the cross-correlations u′c′ and w′c′ computed by means of the slot correlation technique and S+H method
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Moreover, �xi introduces a time lag �tlag between the 
velocity and concentration acquisitions (Fig. 4) that alters 
the estimates of u′c′ and w′c′ . This effect is further ampli-
fied by the sample travel time into the capillary until the 
flame chamber. To minimize this, we applied the tech-
niques presented in Sect. 4.2.

First indications about approximate values of �xi and 
�tlag , can be obtained based on some characteristics of 
the FID and using some simple relations. To compute the 
travel time �tlag we need some characteristics of the FID, 
as the capillary length Lc = 0.3 m, its radius rc = 0.005 

in ≈ 1.27 × 10−4 m, and the imposed pressure drop 
�pc = 33330.6 Pa. The mean travel velocity uc can be esti-
mated from the pressure drop along a smooth pipe:

where �air ≈ 1.18 kg m−3 is the air density at ambient tem-
perature and �f  is the head-loss coefficient. In laminar flow, 
the Poiseuille law states �f = 64∕Rec , where Rec = uc2rc∕� 
is the Reynolds number. With these assumptions, we 

(4)�p =
Lc

2rc

�airu
2

c

2
�f ,

Fig. 8  Correlation coefficients 
vs �tlag for varying distance 
between LDA and FID: a R

w′c′
 

vs �y∕Lww, b R
u′c′

 vs �y∕Lww
, c R

w′c′
 vs �z∕Lww, d R

u′c′
 

vs �z∕Lww, e R
w′c′

 vs �x∕Lww
, f R

u′c′
 vs �x∕Lww , The grey 

value represents the distance 
which induces a 10% lost on 
the optimal value of correlation 
coefficients
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obtain uc = 12.5 m s−1 (from Eq.  4) and, therefore, 
�tlag ≈ Lc∕uc = 24 ms, and Re = 208 (we therefore verify 
the hypothesis of laminar flow). Here, we approximated the 
velocity profile uc as uniform. If we consider that in a circu-
lar pipe the velocity profile presents a parabolic shape and, 
therefore, the maximum velocity is twice the mean velocity, 
the travel is reasonably included in the range between 12 
and 24 ms.

In order to estimate the magnitude of �xi , we consider 
that the volume flow rate in the capillary is equal to that 
crossing the spherical surface of radius rs enveloping the 
FID inlet (see Fig. 4):

where us(rs) is the mean radial velocity. Based on Eq. 5, 
we compute the distance at which us(rs) is two order of 
magnitude lower than the mean flow velocity. In our experi-
ments, we satisfy this condition—i.e. us < 0.125 m s−1—for 
rs > 0.63 mm, which, therefore, can be considered as the 
minimal �xi to be imposed.

Of course, the values previously reported have to be 
considered just as reference estimates of �tlag and �xi . To 
properly identify their optimal values, we performed a 
sensitivity analysis imposing a variable distance between 
the two measurements points in the directions x, y, and z, 
separately.

Similarly, Metzger and Klewicki (2003) investigated the 
influence of suction of a photoionization detector focusing 
on the effects on the velocity statistics measured with a 
HWA. They found that an aspiration speed of about 0.2 u∞ 
could affect the estimates of velocity statistics, especially 
the Reynolds stress, in the lower part of the boundary 
layer.

We performed several measurements in the point 
(x ≈ 1.1�, y = 0, z ≈ 0.075�) for increasing distances �xi 
(being �x1 = �x , �x2 = �y , and �x3 = �z ), and then, we 
applied the slot correlation technique (see Sect. 4.2) to com-
pute the correlation coefficients R

u′c′
 and R

w′c′
 as a function 

of �tlag (Fig. 8):

where �ui and �c are, respectively, the standard deviation of 
the velocity and of the concentration computed in a measure-
ment point, and u�

1
= u� , u�

3
= w� . The distance �xi was nor-

malized with the value of Eulerian integral length scale Lww 
(Fig. 3e) at the measurement location. It could be argued that 
other scales, such as Luu or Lvv , would be more appropriate to 
normalize distances along x and y, respectively. We decided, 
however, to use a same length scale for the three directions 
and to adopt as a reference Lww , since this is (at any given 

(5)uc�r
2
c
= 4�r2

s
us(rs),

(6)R
u�
i
c�
=

u�
i
(t)c�(t)

�ui�c
, i = 1, 3,

distance from the wall) the smallest among the three (Nironi 
et al. 2015). First of all, we observe that for low values of 
�x , �y , and �z the local maxima of R

u′c′
 and R

w′c′
 occur 

at �tlag,opt ≈ 0.016 seconds and they are irrespective of the 
displacement direction. This value of the time delay is very 
similar to that estimated in previous studies performed using 
similar measurement systems (Contini et al. 2006; Kukačka 
et al. 2012; Nosek et al. 2016).

Furthermore, a large increment of �xi produces effects 
depending on the space direction: vertical and transverse 
displacements deteriorate the correlation coefficients with-
out affecting the optimal time lag (Figs. 8a–d), whereas 
a longitudinal shift modifies the shape of the curves and 
�tlag,opt changes significantly (Figs. 8e, f). In the plots, we 
highlighted the distance where the maxima of the correlation 
coefficients reduce of 10% with respect to the highest value. 
It is worth noting that these values depend on the direction 
of the displacement, with �z = 0.61Lww , �y = 0.3Lww , and 
�x = 0.3Lww , for the vertical, transverse, and longitudinal 
shift, respectively. That means that the correlation distances 
depend on the space direction and the x- and y-directions are 
the most sensitive.

In Fig. 9, we plotted the local maxima of R
w′c′

 and R
u′c′

 
as a function of �xi for each space direction. Results show 
that the R

u′c′
 is generally less sensitive than R

w′c′
 to varia-

tions of �xi . Concerning R
w′c′

 , the variations in the longitu-
dinal direction are those that affect more its decay, whereas 
variations along y and z of order 0.2Lww reduce only slightly 
its value. Based on these results, we can therefore provide a 
general rule and fix a reference value of the distance �xi that 
ensures reliable estimates of R

u′
i
c′

 . Discarding the displace-
ment in the longitudinal direction, we can assert that the 

Fig. 9  Correlation coefficients vs �xi∕Lww
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distance �xi can be set equal to 0.2Lww , which for the present 
set of measurements corresponds generally to 4 mm.

5  Comparison with HWA‑FID measurements 
and estimate of the mass flux balance

We performed a cross-validation of the two systems—LDA-
FID and HWA-FID—by means of a comparison of the longi-
tudinal and vertical turbulent mass fluxes computed from the 
experimental data. We have subsequently compared the esti-
mates of the total longitudinal scalar flux (mean+turbulent) 
as measured by the two systems with the values provided by 
the flow meter at the source.

Note that the coupling HWA-FID does not require 
complex strategy of post-processing as slot correlation 
or S+H technique since we can impose the same constant 
sampling frequency ( f = 1000 Hz in this set of measure-
ments) for both HWA and FID. Furthermore, the flow 
seeding is no more necessary and the FID measurements 
are not altered by the presence of oil drops. The distance 
between the HWA and FID was the same as that used 
for the LDA-FID system (about 4 mm). Concerning the 
time lag between the two signals, we have just computed 
the velocity-concentration correlations varying the time 
delay and we have verified that their values were actually 
maximized for �tlag,opt = 0.016 s.

Figure 10 shows the vertical profiles of u′c′ and w′c′ at 
increasing distances from the source. We observe that the 
profiles obtained with the two systems are in very good 
agreement one with the other. In a general way, the val-
ues provided by the LDA-FID are systematically larger 
than those measured by the HWA-FID. Concerning u′c′ , 
these discrepancies are lower than 10% and are reason-
ably due to the influence of seeding on the FID response 
that induces a slight overestimate of the concentration 

fluctuations (see Fig 6). Larger differences (up to 20%) 
are instead observed for w′c′ . In that case, the lower values 
measured by the HWA-FID have also to be attributed to 
the tendency of the HWA in underestimating the verti-
cal velocity fluctuations in the surface layer (see Fig. 3b). 
Note however that the estimates of vertical turbulent mass 
fluxes w′c′ using HWA (instead of LDA) are significantly 
more accurate than the estimates of vertical momentum 
fluxes u′w′ provided by HWA (see Fig. 3c).

An evaluation of the reliability of the measurements can 
be performed by computing a simple mass balance over 
the domain. Considering that the velocity and the scalar 
fields are statistically one- and two-dimensional, respec-
tively, and that the linear source emits homogeneously:

Fig. 10  Vertical profiles of longitudinal and vertical turbulent mass fluxes varying the distance from the source location

0 0.5 1 1.5 2 2.5
-0.5

0

0.5
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Fig. 11  Longitudinal evolution of the normalized total mass flux Q∗ 
(Eq. 7), and turbulent mass fluxes measured by means of HWA-FID 
and LDA-FID
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where Q∗ is the normalized linear mass flow imposed at the 
release point and Leff is the effective width of the tunnel 
section, i.e. taking into account the presence of boundary 
layer on the lateral walls. Notably we estimated that their 
effect accounts for a reduction of approximately 7% of the 
tunnel width L. The longitudinal evolution of the normal-
ized mass flow, estimated from both LDA-FID and HWA-
FID measurements, is presented in Fig. 11. This shows 
that our estimates of Q∗ are in very good agreement with 
the measurements provided by the mass flow rates, with a 
global uncertainty of about 8% (Raupach and Legg (1983) 
considered satisfactory differences within 15 and 20%). The 
(negative) contribution of the turbulent flux u′c′ accounts for 
approximately 10–15% of the total mass flux and is affected 
by an uncertainty of 8–10% (almost the same for the two sys-
tems). Consequently, in absolute values, the largest uncer-
tainty in the estimate of the total flux Q∗ is associated to the 
mean term u c.

Note that the accuracy of the estimates of Q∗ presented 
in Fig. 11 reflects also the accuracy of two features of our 
experimental set-up, i.e. the effective homogeneity along 
the transversal direction y of i) (the statistics of) the velocity 
field and ii) of the release of the scalar at the source.

6  Conclusion

In this study, we have presented a detailed analysis on the 
settings of a system for the simultaneous measurements of 
high-frequency signals of velocity and scalar concentration 
in wind-tunnel experiments. This kind of measurements is 
essential in order to obtain direct estimates of correlation 
statistics, and therefore of the turbulent mass fluxes u′

i
c′ . To 

these purposes, we focused on data acquired by the coupling 
of two different anemometers, LDA and HWA, with a FID 
(for concentration measurements). Wind-tunnel experiments 
simulated the dispersion downwind a ground-level source 
within a neutral turbulent boundary layer over a rough 
surface. By means of a parametric study, we identified the 
optimal settings of a LDA-FID system, notably for what 
concerns the distance between the measurement volumes 
of the two instruments allowing reliable measurements to 
be performed without the velocity field is perturbed by the 
FID. Furthermore, we identified the time lag with which 
the signals are collected and we tested two different tech-
niques—slot correlation and sample-and-hold reconstruction 
and resampling (applied to the concentration signals)—to 
evaluate the cross-correlation between the velocity and sca-
lar signals. We showed that the two methods provide very 

(7)Q∗ =
Qtot

Leff
= ∫

∞

0

uc dz = ∫
∞

0

(

u c + u�c�
)

dz,
similar estimates of the turbulent mass fluxes with differ-
ences lower than 6%.

We also focused on the effects of nebulized olive oil drop-
lets (used here to seed the flow for the LDA measurements) 
on the repeatability and accuracy of concentration sampling 
performed by the FID. The presence of seeding particles 
induces a slight larger dispersion of the concentration values 
and an increase of the uncertainty in the measurements that, 
however, does not exceed 5%. We compared the measure-
ments of the turbulent scalar fluxes u′c′ and w′c′ obtained by 
the two systems, i.e. LDA-FID and HWA-FID, and discussed 
the existing differences in spite of a general good agreement. 
Finally, we estimated the longitudinal mass flux obtained by 
integrating the vertical profiles of u c with that provided by 
a flow meter at the source (of ethane). The good agreement 
between the two values of the scalar flux demonstrates fur-
ther the reliability of such measurement system.
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