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Abstract
This article describes experiments to investigate the fluid-to-wall interaction downstream of a highly underexpanded jet, with 
a pressure ratio of 120, confined in a channel. Heat transfer induced by Joule-Thomson cooling, which is a real gas effect in 
such a configuration, has critical implications on the safety of pressurised gas components. This phenomenon is challeng-
ing to model numerically due to the requirement to implement a real gas equation of state, the large range of (subsonic and 
supersonic) velocities, the high turbulence levels and the near-wall behaviour. An experimental setup with simple geometry 
and boundary conditions, and with a wide optical access was designed and implemented. It consisted of a high-pressure 
gas reservoir at controlled temperature and pressure, discharging argon through a nozzle into a square channel. This facility 
was designed to allow for a steady-state expansion from over 120 bar to atmospheric pressure for over 1 min. The choice 
of fluid, pressure and temperature regulation system, and the implementation of a high pressure particle seeding system are 
discussed. The gas dynamics of this flow was then investigated by two separate optical techniques. Schlieren measurements 
were used to locate the position of the Mach disk, and planar particle image velocimetry (PIV) was used to measure the 
turbulent velocity field in the regions of lower velocity downstream. Mie scattering images also indicated the presence of a 
condensed argon phase in the supersonic region as expected from previous studies on nucleation. The observed location of 
the sharp interface at the Mach disk was found to be in excellent agreement with the Crist correlation. Rapid statistics were 
derived from the PIV measurements at 3 kHz. The recirculation zone was found to extend about 4 channel heights down-
stream, and in the region between 2 and 3 channel heights downstream, a continuous deceleration on the centerline velocity 
was observed in line with the narrowing of the recirculation zone. The first and second velocity moments as well as Reynold 
stresses were quantified, including pdf distributions. In addition, a sensitivity and repeatability analysis, an evaluation of 
the PIV random uncertainty, as well as an estimation of errors induced by particle inertia were performed to allow for a full 
quantitative comparison with numerical simulations.
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1 Introduction

Expansion cooling (or heating) in choked flows is an 
important thermodynamic phenomenon. In many industrial 
devices, e.g. in pressure regulators or across choke valves, 
fluids are expanded from a high pressure to a moderate or 
atmospheric pressure. Due to the Joule–Thomson effect in 
real gases, this expansion can be associated with a signifi-
cant change in the fluid stagnation temperature. As an exam-
ple, expanding methane adiabatically from 200 bar and 20 ◦C 
to atmospheric pressure results in a temperature of − 68 ◦C . 
At such temperatures, many metallic alloys as well as elas-
tomers exhibit brittle behaviour, with potential catastrophic 
effects. In these conditions, the material may suddenly fail 
when exposed to a high stress (e.g. due to pressure, impact 
or thermal stress). This can lead to a loss of containment or a 
full bore rupture in the context of gas pipelines, or localised 
gas leakages which may result in jet fires ultimately com-
promising whole facilities. Thermal stresses at low tempera-
tures were responsible for the well-documented Longford 
accident, where the loss of containment led to a deflagration 
which claimed two lives and injured eight persons in Aus-
tralia (Dawson and Books 1999). Understanding the material 
temperature during a significant transient event, such as a 
depressurisation, is therefore vital to ensure safe operation. 
The fluid to wall heat transfer, the thermal properties and the 
duration of the heat transfer dictate the temperature reached 
by the materials. The internal geometry of the pressure regu-
lator or valve consists of a narrow flow passage followed by 
a larger channel, which serves to control or set the flow rate/
pressure. A pressure ratio (PR) of over 100 is frequently 
encountered. Upon leaving this narrow passage, the fluid 
flow undergoes a transition between a supersonic highly 
underexpanded “free” jet to a subsonic fully developed tur-
bulent channel flow as illustrated by the schematic of Fig. 1. 
Predicting the fluid to wall heat transfer under such con-
ditions necessitates a highly advanced computational fluid 
dynamics (CFD) model for compressible flow with non-ideal 
gases, capable of simultaneously capturing the supersonic 

region, the subsonic turbulent jet, as well as the boundary 
layer. This is undoubtedly a significant challenge. The vali-
dation of such numerical modelling effort is highly reliant 
on the availability of accurate and comprehensive data sets 
obtained in well-defined experiments.

There is a large body of literature on experimental investi-
gations of underexpanded jets. Many studies have focused on 
the compressible features of free jets, mostly using Schlieren 
imaging as in the seminal article by Crist and co-workers 
in 1966 (Crist et al. 1966), or later using advanced laser 
techniques to measure temperature, velocity, pressure and 
recently the speed of sound (Paul et al. 1989; Naik et al. 
2009; Förster et al. 2018). From a heat transfer standpoint, 
measurements of fluid-to-wall heat transfer rates were 
reported on underexpanded jets impinging on plane (Rahimi 
et al. 2003) or cylindrical surfaces (Vinze et al. 2017). In 
confined configurations, such as in the case of an underex-
panded jet issuing into a channel, there are only few experi-
mental (Meier et al. 1980; Hwang et al. 1993) or numerical 
studies (Lijo et al. 2012; Arun Kumar and Rajesh 2017), 
and they are focused on the description of the compressible 
features of the flow. No quantitative measurements of the 
velocity or temperature fields in such configurations were 
performed to date. Heat transfer studies of confined jets in 
channels were limited to the transitional region of low veloc-
ity subsonic flows downstream of sudden expansions (Krall 
and Sparrow 1966; Baughn et al. 1984). To our knowledge, 
no studies have investigated the fluid to wall heat transfer 
characteristics of underexpanded jet transitions in channels.

Since predicting the fluid to wall heat transfer is the 
ultimate goal for the low temperature design of materials 
in industrial jet expansion applications, one may question 
whether it is strictly necessary to measure fluid quantities, 
which is experimentally complex and expensive or whether 
measuring heat transfer rates, for example from relatively 
simple wall temperature measurements may be sufficient. 
Heat transfer rates derived from simulations or experiments 
are both associated with high uncertainty. In addition, a 
comparison of heat transfer rates alone does not guarantee 
that the flow physics are accurately captured. The availabil-
ity of fluid data, such as temperature, pressure, density or 
velocity, is therefore required for the validation of the CFD 
model.

For the considered compressible flow, which is associated 
with significant heat transfer and real gas effects, quanti-
ties of particular interest are: (1) the velocity field, which 
describes the turbulent flow and (2) the temperature field, 
which reveals real gas compressible effects, scalar mix-
ing, and is ultimately the driver for heat transfer. Obtaining 
temperature and velocity simultaneously would have the 
additional advantage of providing access to the products 
of the temperature and velocity fluctuations (Schreivogel 
et al. 2016). After averaging, these represent the turbulent Fig. 1  Schematic of a high pressure expansion in a channel
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diffusion terms, which are at the cornerstone of several CFD 
models. Once the simulations have attained the adequate 
level of refinement, such that agreement in the flow quanti-
ties is reached, the accuracy of the near-wall model can be 
tested by comparison with fluid-to-wall heat transfer rate 
measurements, derived for example from wall temperature 
measurements. The present article focuses on the first step 
of this validation effort, which is the design and implemen-
tation of the flow and the characterisation of the flow field 
using laser diagnostics. In the future, fluid temperature meas-
urements, as well as fluid-to-wall heat transfer rate measure-
ments will complement the flow field measurements.

The transitional nature of the flow as illustrated in Fig. 1 
calls for a thorough analysis of the diagnostic options for 
the flow field measurements. Optical measurements are well 
suited for the observation of turbulent flows, offering high 
spatial and temporal resolution, while being only weakly 
intrusive. Underexpanded jets have often been studied by 
Schlieren or shadowgraphy techniques (Crist et al. 1966). 
Those techniques are experimentally simple and yield a 
two-dimensional image of the spatial derivative along one 
direction of the density field but they have the limitation of 
being line-of-sight averaged. They are, however, well suited 
to measure the location and diameter of the Mach disk in 
highly underexpanded jets. To avoid line-of-sight averaging, 
planar laser-induced fluorescence of acetone (Yu et al. 2013) 
or NO molecules (Wilkes Inman et al. 2008) was also used, 
in which the fluorescent molecules are added to the stream 
to visualise the density field.

For measuring the velocity, three main categories of opti-
cal techniques can be considered: particle-based techniques, 
molecular Doppler effect-based techniques, and molecular 
tagging techniques. Particle-based techniques, such as Par-
ticle Image Velocimetry (PIV), Laser Doppler Velocimetry 
(LDV) or Doppler Global Velocimetry (DGV) use particles 
as tracers for the flow velocity. While those approaches can 
provide one-, two- or even three-dimensional measurements 
of up to all three components of velocity with high spatial 
(Pfadler et al. 2009; Scarano 2013) and temporal resolution 
(Abram et al. 2013), which are very comprehensive datasets, 
they rely on the particle motion following the flow velocity. 
In the regions of sudden acceleration or deceleration, such 
as across shocks, stringent requirements are imposed on the 
choice of particles in terms of a high drag and low particle 
inertia to maintain a low slip velocity. 500 nm oil droplets 
were used in combination with laser Doppler velocimetry 
in a sonic jet (Chuech et al. 1989). 2 μm porous particles 
(with a density between 0.2 and 2 g/cm3 ) were used for 
Particle Image Velocimetry in an underexpanded jet with a 
PR of 20 (Yüceil 2017). 10-nm oxide particles ( Al2O3 and 
SiO2 with a density of 2 g/cm3 ) were seeded in a supersonic 
jet ( M = 6 ) at the outlet of a combustion chamber (Chau-
veau et al. 2006). The response of similar nanometer-size 

oxide particles was also characterised across a stationary 
oblique shock, and response times on the order of 1 − 3 μs 
were reported (Ragni et al. 2011). Interestingly, ice clusters 
which formed from moist air under the low static tempera-
ture conditions of the highly supersonic region or condens-
ing droplets from acetone were also used for velocimetry 
with an estimated size of a few nanometres (Clancy and 
Samimy 1997).

To avoid issues related to particle seeding, such as the 
deposition or contamination of flow elements and particle-
flow slip, gaseous molecules can also be probed for veloci-
metry. In the planar laser-induced fluorescence approach, 
also called PLIF, the Doppler shift in the absorption line 
of NO molecules seeded into the flow is probed using vari-
ous methods such as scanning the laser wavelength (Naik 
et al. 2009), using a broadband source (Paul et al. 1989), 
or a two line approach (McMillin et al. 1993). The filtered 
Rayleigh scattering technique, which is also based on the 
Doppler shift, uses the scattered light from the constituent 
molecules of the gas, and therefore does not require gas-
eous seeding (Forkey et al. 1996). These approaches also 
permit the simultaneous measurements of the density and 
temperature, but they are limited to high velocity flows, in 
which the Doppler effect can be accurately captured and 
therefore they would not be well suited to image bound-
ary layers or recirculation zones in a confined flow. Finally, 
molecular tagging techniques typically use a write and probe 
concept. A line is written by one laser either by dissociating 
a molecule or exciting it into a long-lived state, which can 
be subsequently probed by laser-induced fluorescence with 
a second laser (Miles et al. 1989). The velocity is derived 
from observing the location of a point, a line or an array of 
lines which has been advected from the writing location. The 
relatively recent advent of high power density femtosecond 
lasers allowed for simpler approaches with a single laser 
such as FLEET (Michael et al. 2011; Burns and Danehy 
2017; DeLuca et al. 2017). This is a powerful concept for 
large high speed flow facilities, e.g. at NASA, which can also 
yield the flow acceleration, yet it has a measurement spacing 
and/or spatial resolution on the order of several millimeters, 
which is unsuitable for the description of the targeted turbu-
lent channel flow.

The challenge in the transitional flow of interest from 
both a numerical and experimental standpoint lies in the 
wide range of velocities and spatial scales. The high pres-
sure ratio results in highly supersonic velocities ( M > 5 for 
PR > 100 ) while the heat transfer is mainly influenced by 
relatively low velocity turbulent regions in the vicinity of 
the wall. While molecular velocimetry approaches would be 
well suited to derive the high velocity features of the under-
expanded jet, those techniques would offer a lower spatial 
resolution and accuracy than particle image velocimetry for 
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the investigation of the turbulent flow field in the subsonic 
regions.

In this study, planar velocity measurements were per-
formed in the subsonic regions at kHz-rate using particle 
image velocimetry of solid-seeded particles. To overcome 
the limitations of PIV in supersonic and transonic regions, it 
is complemented with Schlieren imaging which is performed 
non-simultaneously to visualise the location and the size of 
the Mach disk in the transonic region. The combination of 
those two techniques permits to address the wide range of 
velocities in this flow with a limited experiment complexity.

1.1  Roadmap through the paper

This article focuses on the design and implementation of 
the flow test case and on the characterisation of the flow gas 
dynamics. The test case consists of a nozzle which sustains 
a continuous expansion from 120 to 1 bar into a square sec-
tion for an extended duration of over a minute. The design 
of the facility is described in Sect. 2, with focus on the 
choice of fluid, the pressure and temperature regulation, 
and the implementation of a high-pressure particle seeding 
system. The implementation of the optical measurements, 
both Schlieren imaging and PIV is then discussed in Sect. 3. 
Schlieren measurements of the underexpanded jet structures, 
e.g. the Mach disk are presented in Sect. 4.1. The results of 
kHz-rate particle image velocimetry are extensively analysed 
in Sect. 4.2 and first and second order statistics derived. 
Finally, in order to enable the quantitative comparison with 
the results of numerical simulation, in Sect. 4.3, a sensitivity 
analysis based on convergence, size of interrogation area, 
and repeatability is performed together with an evaluation 
of the random PIV uncertainty and of errors related to par-
ticle tracing.

2  Experimental facility

2.1  Design criteria

This study aims at developing predictive capabilities for the 
heat transfer downstream of a choked flow, using a canoni-
cal experiment to reveal the effects encountered in real gas 
piping components. A suitable experiment should have a 
pressure ratio across the expansion which is high enough 
to reveal real gas effects representative of typical choke 
valve conditions, and run long enough and with a sufficient 
large temperature difference between the fluid and the wall 
to allow for accurate heat transfer measurements. Also the 
inlet conditions and geometry should be steady and well 
described for the validation of the numerical models.

In the simplest configuration, the channel downstream of 
the throat ends into the ambient (being the local exhaust gas 

ventilation inside the laboratory), which results in a near-
atmospheric back pressure. The inlet pressure controls the 
pressure ratio, and can be adjusted by means of a pressure 
reducing regulator placed between the pressurised gas res-
ervoir and the throat.

2.2  Fluid supply

The choice of gas plays an important role, since it deter-
mines the maximum pressure at which the test gas can be 
supplied, as well as the cooling (or heating) induced by the 
Joule–Thomson effect. Various gas cylinders were consid-
ered. To estimate the stagnation temperature of the stream 
downstream of the expansion, one can simulate an adi-
abatic expansion from the cylinder pressure to the channel 
pressure, i.e. 1 bar. Isenthalpic lines are drawn for each gas 
which crosses the initial cylinder pressure (based on avail-
able industrial gas cylinders) and the ambient temperature in 
Fig. 2. For example, an isenthalpic expansion from a 230-bar 
oxygen cylinder at 293 K to atmospheric pressure is equiva-
lent to following the oxygen line from right to left starting 
at 230 bar and 293 K and ending at 1 bar and about 240 K. 
As observed, expanding methane from 230 bar produces the 
lowest temperature (198.5 K). However, to avoid releasing 
flammable gases, methane is not considered for this experi-
ment. Argon and carbon dioxide with temperatures after 
expansion of 206.9 K and 207.6 K, respectively, would in 
principle both be safe and economical alternatives, since 
they are abundant and inert gases. As higher pressures would 
allow expansions of higher pressure ratios, which are asso-
ciated with stronger compressibility effects relevant to the 
industrial applications and more challenging for the models, 
argon cylinders at 300 bar were chosen as the fluid supply.

Fig. 2  Selected isenthalpic lines for argon, methane, nitrogen, oxygen 
and carbon dioxide, intersecting 293 K and the respective initial cyl-
inder pressures
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The selected argon cylinder (BOC #11-ZN, Argon 
Pureshield) contains a mass of 14 normal cubic meters 
( Nm3 ) of argon with 99.998% purity. Impurities are typi-
cally O2 (2 vpm or volume per million), N2 (5 vpm), CO2 (1 
vpm), CO (1 vpm), H2 (1 vpm), hydrocarbons (1 vpm) and 
moisture according to analysis of samples by the supplier.

The pressure was regulated by a single-stage pressure 
reducing regulator (Conoflow HP300B15N61PABJ) with a 
range of outlet pressures from 30 to 176 bar. The so-called 
“flow curves” provided by the manufacturer express the 
ability of the pressure regulator in maintaining a constant 
pressure at the outlet for varying flow rate or upstream pres-
sure. At a mass flow rate of 4 Nm3∕min , an outlet pressure 
initially at 120 bar will be maintained within 5 bar while 
the cylinder pressure drops from 300 to 200 bar. Together 
with the large cylinder volume, this provides a stable supply 
of high pressure fluid over a long test duration ( > 1 min ) at 
such high flow rates. A one-minute duration would allow 
sufficient cold penetration in the sidewall materials for accu-
rate heat transfer rate measurements, based on a first pass 
thermal assessment.

The throat diameter was chosen to be 1.55 mm so that 
for argon at an upstream pressure of 120, the throat mass 
flux ( 2.5 Nm3∕min ) is within the regulator capabilities. The 
throat geometry consisted of a converging nozzle starting 
from 6.9 mm at a contraction angle of 118◦ followed by a 
5-mm-long constant area section with a diameter of 1.5 mm. 
Upon flowing through the nozzle, the fluid is released into 
the centre of a square channel with an internal height 50 mm 
and a length of 500 mm. The Reynolds number considering 
the height of the test section and the mass flow rate would 
be approx. 75,000 under fully developed conditions, which 
ensures sufficiently high turbulence levels that are repre-
sentative of gas expansion phenomena found in full scale 
industrial pipelines.

2.3  High pressure particle seeder

To perform velocity measurements with particle image 
velocimetry, tracer particles must be introduced into the flow 
upstream of the expansion, where the fluid pressure is 120 
bar. For this purpose, a high pressure particle seeder was 
designed and incorporated in the fluid supply. The seeder 
consists of a pressure vessel (Newport Scientific Inc.) with 
an internal volume of 0.85 l for an inner diameter of 65 
mm and an inner length of 254 mm, and a pressure rating 
of 625 bar. Using an internal structure, fastened to the ves-
sel head, the internal volume was divided into two plenums 
separated by a sintered plate, as in traditional fluidised bed 
seeder designs. The flow enters a first 0.1-l plenum covered 
by a 5-mm-thick brass-sintered plate (Tridelta Siperm B12) 
above which there is powder which was filled to a height of 
approximately 5 cm. A critical parameter in the operation of 

fluidised bed seeder is the fluid velocity in the top plenum. 
Low pressure ( < 10 bar ) fluidised bed seeders were found to 
provide steady particle number densities (or seeding densi-
ties) in the range 5 × 1010–5 × 1011 particles per m3 , which 
is suitable for PIV, at flow rates corresponding to a veloc-
ity in the top plenum on the order of 0.1 m/s. The inner 
diameter of the vessel of 65 mm was therefore chosen to 
achieve such velocity during the rig operation. The effect of 
the pressure on the particle entrainment is not yet clear since 
it depends on the flow regime of the particle entrainment: 
there is a weak influence via the dynamic viscosity in the 
Stokes regime ( Rep < 1 ), where the drag force is

but a far stronger effect via the density at higher slip veloci-
ties in the transition drag regime ( Rep > 1 ), where the drag 
force is

with CD = 18.5Re−0.6
p

 . In these expressions, μ is the fluid 

dynamic viscosity, dp is the particle diameter, v is the parti-
cle-fluid slip velocity, � is the fluid density, and CD is the 
drag coefficient, expressed as a function of the particle Reyn-
olds number Rep =

�vdp

μ
 . Note that for argon at 120 bar, and 

considering a 1-μm sphere, the particle Reynolds number is 
15 at a slip velocity of 0.1 m/s, which is outside the Stokes 
regime. By designing for a similar fluid velocity in the sec-
ond plenum, it is anticipated that the higher density will 
increase the seeding density with respect to the low pressure 
seeders as to compensate for the decrease in the gas density, 
hence in particle number densities across the expansion. The 
described particle seeder was found to provide particle seed-
ing densities in the order of 1 × 1011–4 × 1011 particles∕m3 
downstream of the 120 to 1 bar expansion, which was ade-
quate for this experiment.

2.4  Pressure and temperature control

The lines, actuators and sensors used to control the expan-
sion are shown in Fig. 3. The main function of the system 
was to continuously supply argon at a steady pressure of 120 
bar from a 300-bar pressurised gas cylinder by means of the 
pressure reducing regulator mentioned above. Before start-
ing an experiment, all three solenoid valves were closed, and 
the pressure upstream of the valve was manually set under a 
no-flow condition using the pressure regulator. The pressure 
was set at approximately 135 bar to account for the drop in 
the outlet pressure with increasing mass flow rates as speci-
fied by the manufacturer’s “flow curves”, referred to as the 
“droop” effect. At start-up, the solenoid valve represented 

(1)FD = 3��dpv,

(2)FD =
1

2
�v2

d2
p
�

4
CD,
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at the top in Fig. 3 was opened, and the throat became the 
smallest restriction in the system. This is where the choked 
condition was eventually reached, resulting in a pressure of 
120 bar directly upstream of the nozzle, considering that the 
head losses in the piping and valves are negligible. Due to 
the large volume of the vessel, it took approximately 2 s to 
establish a steady state pressure of 120 bar upstream of the 
throat. Once the steady state pressure was reached, the valve 
upstream of the seeder was opened and the main valve was 
closed. An additional line, bypassing the seeder, allowed 
for the independent control of the seeding level by adjusting 
the pressure drop using a needle valve as represented in the 
lower branch in Fig. 3.

The critical safety aspect of this experiment was the pres-
ence of low temperatures at which steel and elastomers may 
exhibit brittle behaviour. Normal operation with an outlet 
pressure of 120 bar resulted in a temperature of 260 K at the 
pressure regulator outlet as expected from the argon isenthal-
pic line in Fig. 2. On the other end, unintended operation 
with a set regulator pressure of 1 bar would result in a tem-
perature below 210 K. High-pressure solenoid valves with 
seat materials rated to such low temperature levels could not 
be procured. Instead, the components used were all rated 
to a minimum service temperature of 243 K or lower and a 
logical control based on the signal of a pressure transducer 
prevented the valve from opening in case of a low regulator 
set pressure. Thermocouple-based control was also added for 
redundancy. In addition to prevent ice clusters from moist air 
to form blockages in the supply lines, the system was purged 
with a flow of dry nitrogen prior to operation. The purg-
ing lines are not included in Fig. 3. A safety pressure-relief 
valve (Seetru 3294) with a relief pressure of 198 bar was 
also installed downstream of the pressure regulator (also not 
shown) and routed to the local exhaust ventilation to prevent 
over pressure in case of a failed-open regulator event.

As described above, for an outlet pressure of 120 bar, the 
regulator outlet temperature is 260 K. To utilise the cooling 
from the first-stage expansion and to reduce transients, heat 
transfer from the parts between the regulator and the throat 
was minimised by placing these parts within a temperature-
controlled unit, which was a commercial freezer (Tefcold 
GM 300), with holes for connections and access to manual 
actuators as shown on Fig. 3. By matching the initial cool-
ing and temperature setpoint of the freezer, the temperature 
transition in the test unit could be significantly reduced.

The knowledge of the throat inlet temperature and pres-
sure is essential for the definition of the boundary conditions 
of the test case with the underexpanded jet. The temperature 
was measured at the throat inlet by placing a 500-μm outer 
diameter type T mineral-insulated grounded thermocouple 
at the centre of the inlet of the test section. Due to the tran-
sient nature of the rig start-up, it is important to determine 
the thermocouple response time. Using the Churchill Bern-
stein heat transfer correlation, the heat transfer coefficient 
was estimated at 4800 W∕m2∕K . For a conductivity of 2 
W/m/K (that of MgO the insulating material), the Biot num-
ber is estimated to be 0.6 which indicates that a transient 
spatially resolved heat conduction approach is necessary. 
Applying a method of separation of variables to a transient 
one-dimensional system in cylindrical coordinates resulted 
in an analytical solution based on Bessel functions (see Ref. 
Hahn and Necati Özisik 2012). The 50% and 90% response 
times of the thermocouple were estimated at 0.13 and 0.5 s, 
respectively. The accuracy of the thermocouple reading itself 
was assessed to be within 0.4 K from a two point calibration 
at −17 ◦C (in the freezer) and 20 ◦C (at room temperature) 
using a calibrated PT-100 probe as a reference.

The pressure was measured by a transducer (Omega 
PXM319-200G10V) with an accuracy of 2 bar and 
a response time of 1 ms. The sampling rates for the 

Fig. 3  Simplified flow diagram (left) and isometric view (right) of the gas supply system
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thermocouple and pressure transducer measurements were 
1.25 and 1000 Hz, respectively. Signals from the pressure 
transducer, the valve actuation voltage, as well as the camera 
recording were logged onto an oscilloscope for synchronisa-
tion. The thermocouple signals were separately read out by 
a thermocouple reader. The rising edge in the throat tem-
perature trace caused by compression at the throat following 
the valve opening was used for synchronisation, yielding an 
uncertainty of 0.4 s for the timing of the temperature meas-
urements, which is commensurate with the abovementioned 
thermocouple response time.

The evolution of the upstream conditions over time dur-
ing the expansion is shown in Fig. 4. As shown, the set 
temperature of the freezer matched the temperature down-
stream of the first expansion (257 K). Both temperatures 
were lower than the temperature expected from the isenthal-
pic profile of Fig. 2 at 130 bar (approx. 265 K). This is due 
to the expansion work exerted by the fluid in the cylinder, 
which caused the cylinder internal temperature (not shown 
here) to decrease. At the throat inlet, the maximum pres-
sure condition was reached after 2 s, and the temperature 
reached the near-steady condition after approximately 10 s, 
at 125 ± 1 bar and 259 ± 1 K , respectively. This experiment 
is therefore capable of providing steady temperature and 
pressure inlet conditions for over 50 s. From the inlet pres-
sure and temperature, the minimum stagnation temperature 
downstream of the throat can be calculated with an isenthal-
pic expansion using the NIST database (REFPROP), which 
gives a value of 198 K. This system therefore allowed to 
exploit the full Joule–Thomson cooling from 300 to 1 bar.

To validate the boundary conditions, the theoretical 
mass flux was integrated in time and compared to the loss 
of pressure in the gas cylinder. The mass flux was estimated 
considering an isentropic expansion based on inlet pressure 
and temperature conditions using REFPROP and integrated 
over the duration of the experiment shown in Fig. 4. The 
pressure in the cylinder before the experiment was com-
pared to the pressure in the cylinder 30 min. after the end 
of the experiment, and converted into mass difference using 

REFPROP. The mass difference in the cylinder was 5.45 kg 
with a 3% uncertainty based on the gauge reading. The theo-
retical time-integrated mass-flux through the throat was 5.80 
kg ( ± 4.5% ) with the main uncertainty contribution being 
the diameter of the throat, i.e. 1.535 ± 0.035mm . The two 
results agree within the measurement uncertainty, validating 
the test rig operation.

3  Optical measurements

3.1  Schlieren measurements

Due to the very high pressure ratio expansion, a wide Mach 
disk was expected. A schematic of the compressible fea-
tures of an underexpanded jet, reproduced from Crist et al. 
(1966), is shown in Fig. 7. Due to the small thickness of the 
normal shock (a few nm), and the high density ratio ( > 5 for 
a PR > 100 ), the Mach disk corresponds to a strong density 
gradient which is easily visualised using Schlieren imaging.

For the Schlieren measurements, a test section with a 
traversing optical access was used. On the front side and 
on the back side, windows with a clear aperture of 27 mm 
(H) × 52 mm (W) were mounted. A Z-shape Schlieren sys-
tem with a 6◦ angle was formed using two 15-cm diameter 
f = 1.2 m parabolic mirrors as shown on Fig. 5. A “white” 
800 mW LED (Thorlabs MCWHL5) pulsed by a driver 
(Thorlabs LEDD13) was used as a light source and focused 
on a rectangular aperture by a 50-mm f/1.4 Nikon objec-
tive, playing the role of light condenser. A CCD camera 
(La Vision Imager Intense) without camera objective and 
a f = 250 mm achromatic doublet were used to image the 
vertical mid-plane of the square test section with a field of 
view of 60 mm × 40 mm . While the exposure time of the 
CCD camera was set to 10 μs , the LED pulse duration was 
set to 500 μs . This was to prevent charge accumulation dur-
ing the long readout time of the CCD camera due to the 
relatively low extinction factor of the opaque coating of the 
interline storage pixels. If the LED was not pulsed, more 

Fig. 4  Evolution of the tempera-
ture and pressure upstream of 
the throat during an expansion 
run with an initial cylinder pres-
sure of 280 bar. The theoretical 
stagnation temperature post-
expansion is also shown
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than 80% of the signal would be accumulated during the 
readout time ( ∼ 100 ms ), with a severe loss in temporal 
resolution. To visualise the temporal evolution of the Mach 
disk instabilities, high speed Schlieren measurements were 
also performed by replacing the CCD camera with a CMOS 
camera (Photron SA-X2), allowing a frame rate of 540 kHz, 
for a region of interest of 40 × 120 pixels. A vertical knife 
edge was used, so that the intensity of the Schlieren image is 
proportional to the gradient of the index of refraction (hence 
density via the Gladstone–Dale relation) in the streamwise 
direction.

3.2  High speed particle image velocimetry

Velocity measurements were performed by particle image 
velocimetry. A test section with the same dimensions but 
with a different optical access was used, which is shown in 
Fig. 6. On the front side, a window with a clear aperture of 
52 mm × 290 mm allowed imaging the entire height of the 
test section from the bottom to the top wall. On the other 
side, a rectangular window with a clear aperture of 24 mm 
× 290 mm permitted laser illumination. Both windows were 
machined with stepped edges so that they were flush with the 
metal sidewalls, maintaining symmetry within the channel 
and avoiding steps, which would induce local recirculation 
zones and perturbations to the flow near the walls. To mini-
mise reflection from the top and bottom walls, in some of the 
measurements, instead of propagating the beam vertically, 
the beam was propagated horizontally from the exit of the 
test section using a periscope placed at the exit of the test 
section. The periscope was flushed with nitrogen to prevent 
particle deposition on the mirror. A comparison between 
measurements performed with either illumination path is 
presented in Sect. 4.3.2 to assess a possible influence of 
the presence of this periscope on the fluid flow. To obtain 
measurements at various positions along the 29-cm opti-
cal accessible part of the test section, the test section was 
translated while the illumination and detection systems were 
kept fixed. This resulted in a distance between the channel 
exit and the periscope which varied between 5 cm for the 
measurements near the throat to 27 cm for the downstream 
measurements.

Micron-size ZnO particles (Sigma-Aldrich 96476) were 
used as a seed material and introduced in the stream using 
the particle seeder described above. ZnO has a density 
of 5.6 g∕cm3 . Scanning Electron Microscope images of 
the particles can be found in Abram et al. (2015), which 
show that the particles form clusters with a primary size 
of 200 nm for a total span of 1–2 μm . The tracing ability 

Fig. 5  Top view of the optical 
setup for the Schlieren measure-
ments

Fig. 6  Computer-aided design view of the test section (top) and sche-
matic of the experimental setup for the PIV measurements (bottom)
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of such particles is expected to be far better than of 1 μm 
spheres for which the velocity response time is approxi-
mately 20 μs at room temperature. The volume-equivalent 
sphere diameter of the particles was measured by compar-
ing particle number densities and mass concentrations in 
liquid suspensions after ultrasonic dispersion, resulting in 
about 600 nm. In the Stokes regime, we can estimate the 
response time to a stepwise increase in velocity using the 
equation of motion:

where dV is the volume-equivalent sphere diameter, dH is the 
hydraulic diameter, and US is the slip velocity. The resulting 
relaxation time constant is

The sphere with an equivalent response time would therefore 

have an equivalent diameter of 
√

d3
V

dH
 , which for a hydraulic 

diameter of 1.5 μm results in a response time equivalent 
sphere diameter of 380 nm and a response time of about 2 μs 
at room temperature. To quantify the effect of particle lag in 
the comparison between simulations and experiments, 
spherical particles of two diameters (380 nm and 1 μm ) were 
inserted in the simulations and the slip velocities are evalu-
ated in Xiao et al. (2018). Further discussions of the errors 
induced by particle inertia are presented in Sect. 4.3.4.

Due to the high velocity and levels of recirculation 
encountered within the test section, a high rate of particle 
deposition on the walls and windows occurred, such that the 
measurement quality rapidly deteriorated over time. There-
fore, the measurements were performed at 3 kHz so that sig-
nificant statistics ( > 200 samples) could be rapidly obtained 
before deposition became an issue. For this, a double pulse 
Edgewave laser operated at 3 kHz was used as a light source. 
The laser beam was formed into a 550 μm × 60mm light 
sheet at the test section using a combination of f = 750 
mm and f = −50 mm cylindrical lenses as shown in Fig. 6. 
The laser fluence was set to 6 mJ∕cm2 per pulse. The delay 
between the two laser pulses was set to 2 μs for all measure-
ments. Images of the Mie scattered light from the particles 
were recorded by a Photron SA1.1 camera, operating at 6 
kHz with a region of interest of 1024 × 896 pixels. The cam-
era was equipped with a Nikon 135 mm f/2.8 lens operated 
at f/5.6 and a 532-10 interference filter (notation is CWL-
FWHM). The field of view was 60 mm (H) × 44 mm (V) 
centred 5 mm above the centerline of the test section. Using 
a Scheimpflug adapter, the camera imaged particles at a 76◦ 
angle with respect to the laser sheet plane. This is to make 

(3)�dV
3

6
�P

dUs

dt
= −3��dHUS,

(4)� =
�Pd

3
V

18�dH
.

space for a two-colour planar temperature imaging system at 
90◦ , which would allow simultaneous temperature and veloc-
ity measurements as in Schreivogel et al. (2016) but which is 
not described in this article. Since it is shown in the follow-
ing that the out-of-plane velocity component is small ( 5% 
of the axial component) the perspective error is neglected.

The particle image size was determined as 1∕
√

2 times 
the width of the autocorrelation peak of a single exposure 
recording (see Raffel et al. 2007), and was found to be 1.45 
pixels on average. The seeding density is estimated to be 
between 1 and 4 × 1011 particles per m3 , corresponding here 
to particle image densities of 0.15–0.6 particles per pixel. 
The recorded images were mapped using a calibration target, 
and a multiple pass cross correlation algorithm with an inter-
mediate window size of 4128 × 128 pixels was applied to 
determine the particle displacement field. Spurious vectors 
were removed by detecting vectors which have values that 
are more than two standard deviations away from neighbour-
ing vectors and were not replaced. Unless stated otherwise, 
the final interrogation window was 32 × 32 pixels, and the 
overlap between windows is 50% for a final vector spac-
ing of 800 μm . The effective spatial resolution according to 
Wieneke (2015) is 28 pixels or 1.4 mm.

4  Results

4.1  Compressible features in the near field

An example of a Schlieren image obtained for a cutoff of 0% 
at an absolute inlet pressure of 112 bar is shown in Fig. 8. 
The bright zones correspond to high index of refraction gra-
dients in the streamwise direction, such as for the compres-
sion waves, and for the Mach disk. The distance from the 
throat to the Mach disk is estimated from the location of the 
local maximum gradient (or minimum Schlieren intensity). 
The location of the Mach disk was measured for different 
values of the pressure ratio (PR) between 60 and 122 and 
compared to the location predicted by the empirical relation 
derived by Crist et al. (1966)

where D is the throat diameter.
The results, which are plotted in Fig. 9, show a good 

agreement, although the Schlieren results are consistently 
slightly higher than the correlation for values of the PR 
above 80, with a difference of 3.6% at a PR of 120. Fluctua-
tions in the Mach disk location were observed. For a PR of 
120, based on 1000 measurements, the Mach disk distance 
varied from 11.5 to 12.5 mm, with a standard deviation of 
0.15 mm. These measurements validate the jet boundary 

(5)Hm ≈ 0.67 × D ×
√

PR,
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conditions. Note that the Schlieren measurements represent 
the axial density gradient which are line-averaged over the 
transverse direction.

When performing the PIV measurements, recording 
the scattered light under 532-nm illumination, very bright 
regions were noticed near the throat. Example images are 
shown in Fig. 10. A very homogenously distributed inten-
sity was measured in the centre of the jet up to a streamwise 
distance of 12 mm. Note that the upstream (or left) edge of 
this zone corresponds to the edge of the vertically propagat-
ing laser sheet for that measurement. On either side of the 
jet centre, sharp bright shedding features were also observed 
which may correspond to the outer supersonic region (see 
Fig. 7). The Mach disk corresponds to a sharp increase in the 
gas density (by over a factor 5 across the shock at PR = 120 
based on normal shock relations). Therefore, the scatter-
ing signal from particles should strongly increase across the 
Mach disk in the downstream direction. Indeed, in Chauveau 
et al., where PIV measurement with TiO2 particles were per-
formed in a high stagnation temperature (post-combustion) 
underexpanded jet, a strong increase in particle signal was 
observed across the Mach disk (Chauveau et al. 2006). How-
ever, the bright regions of Fig. 10 correspond to supersonic 
regions, where low particle densities are expected and it 
is thus suspected that the scattering signal originates from 
argon nucleation. In contrast to the current study, Chauveau 
and co-workers did not observe nucleation simply because 
their stagnation temperature was much higher so that sub-
critical temperatures were not encountered. Baab et  al. 
analysed from a thermodynamic standpoint expansions of 
n-hexane jets from supercritical to subcritical pressure under 
various stagnation temperature conditions and used elastic 
light scattering to reveal zones of multiphase flows (Baab 
et al. 2018).

A temperature–entropy diagram for argon is drawn on 
Fig. 11. Assuming an isentropic expansion from the throat 
inlet to the Mach disk, this initial process is represented by 
the vertical line starting from supercritical conditions at 120 
bar and 273 K. This isentropic line crosses the saturated 
vapour line at 15.1 bar. Since the Mach disk is a strong com-
pression, and the downstream pressure is atmospheric, it is 
clear that the expansion crosses the two-phase region of the 
diagram. However, this temperature–entropy diagram is only 
valid at equilibrium and does not account for the kinetics of 
the nucleation process and the irreversibilities associated 
with the droplet growth process. Nucleation in low tempera-
ture supersonic flows was studied by several groups (Mat-
thew and Steinwandel 1983; Koppenwallner and Dankert 
1987; Sinha et al. 2010). Conditions at which the onset of 
nucleation was observed in Sinha et al. (2010) are plotted 
in a pressure–temperature diagram in Fig. 12. Nucleation 

Fig. 7  Schematic of a free underexpanded jet, reproduced from Crist 
et al. (1966)

Fig. 8  Schlieren image obtained for an upstream pressure of 112 bar
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requires supersaturation so the onset of nucleation at a given 
pressure is observed at a lower temperature than the satura-
tion temperature. To compare these conditions to the fluid 
flow of the current study, the results of single-phase real gas 
CFD simulations presented in Xiao et al. (2018) are shown 
in Fig. 12 for locations along the jet centerline from the left 

edge of the laser sheet ( x = 7.5 mm) to the Mach disk loca-
tion. In comparison, normal shock relationships for perfect 
gases for a stagnation pressure ratio of 120 predict a Mach 
number of ∼ 8 upstream of the shock with a minimum tem-
perature of 20 K and a minimum pressure of 1300 Pa. As 
shown in Fig. 12, both the conditions predicted by the simu-
lations over the illuminated area upstream of the shock and 
the conditions predicted by the theory of normal shock for 
perfect gas are far more favourable to nucleation than the 
onset conditions observed by Sinha et al. (2010), therefore 
the presence of a condensed phase (droplets or crystals) is a 
likely explanation for the bright regions observed in Fig. 10. 

Assuming that the scattered light upstream of the Mach 
disk in Fig. 10 is caused by condensation, the location 
of the Mach disk could be extracted from this spatially 
resolved (and not line-of-sight averaged) measurements by 
determining the axial position at the centerline where the 
intensity reaches the arithmetic mean of the intensities in 
the bright and dark regions. The mean disk distance was 
measured as 12.0 mm with a standard deviation of 0.3 mm. 
Larger fluctuations are observed in the Mach disk location 
derived from the scattering images than from the Schlieren 
measurements. This is expected since Schlieren measures 

Fig. 10  Two separate single-shot images of the Mie scattering inten-
sity in the  near-throat region (left). The upstream pressure was 125 
bar and the laser was propagated from the top. The upstream edge of 
the bright zone at 7.5 mm is induced by the edge of the laser sheet

Fig. 11  Entropy–temperature diagram for argon. A line correspond-
ing to an isentropic expansion starting at the throat inlet condition 
273 K and 120 bar is drawn

Fig. 12  Pressure–temperature diagram for argon. The conditions for 
the onset of nucleation observed in Sinha et al. (2010) in supersonic 
nozzle experiments are also plotted together with results of 3D sin-
gle-phase real gas CFD simulations (Xiao et al. 2018) and the shock 
upstream conditions derived from the theory of normal shock in per-
fect gases
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the gradient averaged over the line of sight, therefore aver-
aging over the locally fluctuating mach disk surface. The 
minimum and maximum distances measured were 11.1 and 
12.7 mm, respectively. As shown in Fig. 9, this value is in 
very good agreement with that derived from the Schlieren 
measurements.

4.2  Velocity measurements

4.2.1  Global flow structure

Measurements were performed in three regions: (1) the 
near throat region (x = 10–60 mm, where x designates the 
streamwise distance from the throat exit) where high veloci-
ties and little thermal mixing in the core are expected and 
which is referred to as the near-field, (2) a middle region 
(x = 110–160 mm), which is referred as the “impingement 
region”, where the jet boundaries are expected to reach the 
wall based on free  jet theory so that the maximum heat 
transfer rate is expected and (3) a downstream region (x 
=230–280 mm), which is referred to as the “fully-devel-
oped” region where the velocity profile is expected to res-
semble that of a fully developed turbulent channel flow. The 
measurements were performed over a 1-s window, approxi-
mately 5 s after the valve opening (see Fig. 4). At each loca-
tion, average fields were established from the measurements. 
Considering the measured fluid velocity vector being

where xi and yj are the discrete measurement locations and tk 
denotes the discrete measurement instants. The mean axial 
velocity is calculated as:

(6)v⃗
(

xi, yj, tk
)

= vxi⃗ + vyj⃗,

(7)vx
(

xi, yj
)

=
1

N

N
∑

k=1

vx
(

xi, yj, tk
)

,

where N is the number of samples. Average flow fields for 
the three regions are shown in Fig. 13. Note that the field 
of view is not centred on the centerline. Due to the wide 
range of velocities, the three regions apply different vector 
length scales, and the contours and colours serve to indicate 
the scale of the streamwise velocity component. The flow 
evolves from a jet with a very high velocity ( > 200m∕s ), 
surrounded by a large recirculation, to a homogeneous low-
velocity channel flow (20 m/s). The intermediate region is 
the focus of this study as this is where initial wall tempera-
ture measurements using thermocouples, not shown here, 
have indicated the strongest wall cooling. This region shows 
a fast and continuous decay of the centerline velocity, i.e. 
from 200 to 150 m/s within 2.5 cm. From this global picture 
of the flow, we can identify the extent of the recirculation 
zone, and determine the spreading angle based on the jet 
half-width, which is the radial location where the jet velocity 
has decayed to one half of its centerline value. The recircula-
tion zone extends over a distance of at least 160 mm behind 
the exit of the orifice. Based on the location x = 125 mm, 
using the 200 m/s and 100 m/s contour of Fig. 13, the jet 
half angle is determined to be approximately 4.8◦ . These 
measurements can be used for an estimation of Reynolds 
number by comparing the flow downstream of the Mach 
disk with a turbulent jet exiting from a nozzle. At a location 
of x = 30 mm, the flow may be approximated by a free jet, 
with a velocity of at least 200 m/s over a diameter of 16 mm, 
which, for argon at 220 K and 1 bar, results in an estimated 
Reynolds number of over 400,000.

4.2.2  Turbulence characteristics in the impingement region 
(110–160 mm from throat exit)

Examples of consecutive single-shot measurements in the 
impingement section, which is the main focus in this study, 
are shown in Fig. 14. Highly contorted pockets of high 

Fig. 13  Average velocity fields in the three measurement regions. The 
contours represent the absolute value of the streamwise velocity com-
ponent, so that the 0 contour encloses a region of negative streamwise 
velocity, which here is indicated in white. Note that different scales 
are used for the three velocity vectors in the three regions, and that 

only every eighth vector is plotted in the streamwise direction (x) 
while every second vector is plotted is the transverse direction (y) for 
clearer visualisation. Note that the field of view is not centred at the 
centerline
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velocity fluid in the range 220–350 m/s are observed in loca-
tions which strongly vary from one measurement instant to 
another. The extent of the pockets is approximately 10 mm 
on average, which can be used as a first approximation of 
the integral length scale. It is likely that out-of-plane motion 
plays a large role in the observed intermittency, where the 
alignment between the jet core axis and the measurement 
plane produces the highest measured velocity magnitude. 
Note that despite the relatively high sampling rate of 3 kHz, 
the displacement of a flow element would be about 50 mm 
between two consecutive measurements at an average veloc-
ity of 150 m/s. Considering an integral length scale on the 
order of the height of the test section, two measurements are 
thus only weakly correlated.

To provide further quantification of the turbulent charac-
teristics of the flow, the root mean square of the axial veloc-
ity component and the mean fluctuation term v′

x
v′
y
 (where 

v′
x
 and v′

y
 are the fluctuating components of the axial and 

transverse velocities, respectively, were also calculated. The 
root mean square velocity fluctuation field is derived as:

and the Reynolds stresses as:
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Fig. 14  Three consecutive (but uncorrelated)  single shot velocity 
fields in the impingement region for a sampling rate of 3 kHz. The 
colour bar corresponds to the magnitude of the velocity vector. Only 

every second vector is displayed in the axial direction. The locations 
of measurements which were rejected by the median filter are repre-
sented as white pixels

Fig. 15  Transverse profiles of 
the first and second order veloc-
ity statistics at location x = 140 
mm; the measurements are 
sampled at 3 kHz
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Sampled transverse profiles are shown in Fig. 15 for differ-
ent interrogation areas ( 32 × 32 and 64 × 64 ) or number of 
samples. Note that the channel height coordinate starts at a 
wall at −25 mm and ends at a wall at +25 mm. In all sets, 
the axial velocity has a peak centred at the centerline. There 
is a recirculation zone at the top part and probably also at 
the bottom part, although the latter cannot be confirmed due 
to the absence of measurements below −15 mm. The axial 
velocity fluctuations show two maxima at about 55 m/s on 
either side of the centerline, at a distance of 6 mm corre-
sponding to turbulence intensities above 30 %. A slightly 
higher peak fluctuation is observed in the bottom half than 
in the upper half. Profiles of the mean and fluctuating cross 
stream velocity, vy , are also plotted on Fig. 15. The mean 
cross stream velocity shows an asymmetry with higher val-
ues on the upper part of the test section. The cross-stream 
velocity fluctuations show a flat profile from −10 mm to +17 
mm at about 30 m/s, which is about half of the axial veloc-
ity fluctuation in that region. Finally, the magnitude of the 
Reynolds stress has maxima in the upper and lower shear 
regions, with an outward momentum flux of approximately 
700m2∕s2 in the top half and 750m2∕s2 in the bottom half. 
This is in line with the gradient diffusion hypothesis since 
a larger gradient in the mean axial velocity was observed in 
the bottom half. The Reynolds stress is zero at the centerline, 

as expected from symmetry and tends to zero towards the 
upper wall.

In addition to the first and second moments as shown 
here, the shape of the probability density function of the 
velocity can provide further insight in the turbulence struc-
tures, when a comparison is made with the results obtained 
from Large Eddy Simulations (LES), which is the chosen 
method to simulate this flow. For this purpose, histograms 
of the measured axial velocity were compiled at three spe-
cific locations near the top wall, and three locations on the 
centerline using an ensemble of 3000 single shot velocity 
fields; the results are shown in Fig. 16. The ability to pro-
vide such large sample numbers within a reasonable time 
span is afforded by the high sampling rate of the imaging 
system (3 kHz). The mean values of those distributions are 
represented by the red bars. At the three locations near the 
wall, the velocity distribution is normal-like with the mean 
value decreasing from −16 to −5 m/s, and the standard devi-
ation from 33 to 22 m/s from x = 115 mm to x = 160 mm 
as the recirculation zone ends. At the centerline, however, 
the velocity distribution shows a significant asymmetry at 
x = 115 mm with a longer wing on the low velocity side, 
which then evolves to a more normal-like distribution fur-
ther downstream. It is interesting to note that at x = 160 
mm on the centerline, there are even instances, accounting 

Fig. 16  Histograms of the streamwise velocity at six locations, three 
near the top wall and three on the centerline, extracted from an 
ensemble of 3000 velocity fields recorded at 3 kHz. Each bin corre-

sponds to a range of 10 m/s. The red vertical lines designate the mean 
of the distributions. The value of the mean and standard deviations 
are also indicated
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for about 1%, of back-flow (negative velocity), which is an 
indication of the significant degree of intermittency.

4.2.3  Turbulence characteristics in the near‑throat region 
(10–60 mm from throat exit)

Examples of consecutive (but uncorrelated)  single shot 
measurements in the near throat region are shown in Fig. 17. 
Supersonic peak velocities of over 420 m/s are measured. 
Here, unlike in the impingement region, the extent of the 
intermittent regions is far smaller and the high velocity core 
is confined to a 10-mm width at the channel center.

The profiles of the first and second moments are shown in 
Fig. 18. As shown in the profile of the first moment, a high 
velocity jet core is present, and there is a large recirculation 
zone starting 10 mm above the centerline. From the asym-
metry in the shape of the wings of the velocity profile, the 
jet core seems to be slightly pointing downward. The root 
mean square velocity, or second moment shows a peak in 
the jet shear regions, 4–8 mm from the centerline on either 

side, with a value of about 80 m/s. A slightly higher value 
is observed in the upper part than in the lower part. The tur-
bulent flux also shows a peak in the shear region, where the 
highest momentum transfer takes place, which slows down 
the jet. The outward flux is about 30% higher in the upper 
part than in the lower part, which seems consistent with the 
higher mean velocity gradient in the upper part.

4.3  Uncertainty analysis

To allow for a meaningful comparison between the meas-
urements and the results of numerical simulations, various 
aspects which may influence the measurements are assessed, 
such as the sample size, the size of the interrogation area, 
the intrusive character of the periscope and the experiment 
repeatability. An analysis of velocity measurement uncer-
tainty based on correlation statistics is also provided, as well 
as an analysis of the errors resulting from the particle inertia.

Fig. 17  Consecutive (but uncorrelated)  single shot velocity fields in 
the near-throat region for a sampling rate of 3 kHz. The color bar cor-
responds to the magnitude of the velocity vector. Only every second 

vector is displayed in the axial direction. The locations of measure-
ments which were rejected by the median filter are represented as 
white pixels

Fig. 18  Transverse profiles of the mean axial velocity, root mean 
square axial velocity fluctuations, and average fluctuation products at 
the location x = 25 mm, measurements are sampled at 200 Hz. Note 

that there was no periscope at the channel exit and the illumination 
was vertical for these datasets
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4.3.1  Data convergence

For a single expansion run, where 3000 images were 
recorded, statistics were compiled over different sample 
lengths to assess the convergence of the velocity statistics. 
The transverse profiles of mean axial and transverse veloc-
ity, their root mean square fluctuations, and turbulent flux 
terms obtained at x = 140 mm for those different samples 
were shown in Fig. 15. As mentioned above, two consecu-
tive measurements are mostly uncorrelated. Very little dif-
ference in the first moments of the axial component of the 
velocity is observed between the different sample sizes, but 
there are larger relative differences in the mean cross-stream 
velocity. The relative velocity uncertainty is higher for the 
cross-stream velocity than for the axial velocity, due to the 
lower range of velocities and therefore longer sample sizes 
have more effect in reducing the uncertainty in the estima-
tion of the mean value. The results for the second moment 
(rms velocity) of the axial component have slightly larger 
differences, within 10%, but all display a higher peak in the 
bottom part. The comparison of the turbulent flux v′

x
v′
y
 shows 

very little difference in the amplitude between all sets, in 
which longer sample sizes provide a less noisy profile. The 
size of the interrogation area has very little influence for 
identical sample sizes other than the 5% decrease in the rms 
velocity observed in the centre part with the larger inter-
rogation area, which is presumably due a combination of 
two effects: a reduced correlation-based uncertainty and a 
low-pass filtering of fine scale turbulent fluctuations due to 
the size of the interrogation area. In view of the small dif-
ferences, these results confirm that 200 shots and an inter-
rogation area of 32 × 32 would already allow a sufficiently 
low statistical uncertainty in the first and second moment 
statistics for the axial velocity. For the cross-stream velocity, 
larger sample sizes are preferable. For the sake of brevity, 
in the following, only the moments of the axial velocity and 
the coupled fluctuation terms are presented.

In the near-throat region, different sample sizes were 
also compared, using a total of only 200 images. For this 

particular experiment, the recording was performed at 3 
kHz, but only every 15th image was saved, so that the sam-
pling rate of the data displayed is 200 Hz. Profiles extracted 
at x = 25 mm were shown in Fig. 18. For these data, there 
was no periscope and the laser beam was propagated verti-
cally through the top window shown in Fig. 6. Due to the 
high velocity of 300 m/s, it is also evident that two such 
consecutive samples are uncorrelated. The mean velocity 
and rms data show very little difference between the three 
sampling windows, with the main noticeable feature being a 
higher peak turbulent flux in the second window. The size of 
the interrogation area does play a small role in resolving the 
local minimum in the axial velocity at the centerline, as the 
local minimum is absent with the 64 × 64 interrogation area 
and present with 32 × 32 and 16 × 16 interrogation areas. In 
the root mean square velocity profile, the magnitude of the 
fluctuations seems unchanged in the 32 × 32 interrogation 
area when compared to the 64 × 64 interrogation area, but 
the 16 × 16 interrogation area shows higher values due to a 
higher correlation-based uncertainty for this window size, 
which is particularly evident in the low velocity area found 
10 mm above the centerline. In the turbulent flux profile, 
the larger interrogation area also misses the local inverted 
maxima in the inner shear region at x = −3 and x = +3 mm, 
but away from this region, the magnitude of the flux seems 
to be relatively unaffected by the size of the interrogation 
area. As expected, the 16 × 16 area shows a noisier profile. 
It can be concluded that the 32 × 32 interrogation area with 
a sample number of 200 images gives a sufficient degree of 
convergence and these results can be used for the validation 
of numerical simulations.

4.3.2  Effect of the periscope, illumination and repeatability

To assess the influence of the presence of the periscope on 
the flow field, measurements were performed with and with-
out the presence of the periscope at the exit of the test sec-
tion, both with a vertical illumination in the impingement 
region (at x = 140 mm). The results are shown in Fig. 19, 

Fig. 19  Transverse profiles of the mean axial velocity, root mean square axial velocity fluctuations, and average fluctuation products at the loca-
tion x = 140 mm for five separate experiments, with and without periscope, and with horizontal or vertical beam propagation
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which include two repeated sets with vertical illumination 
and without periscope. In the average velocity profiles, the 
largest differences, which are still within 10 m/s, are noticed 
between the two repeated sets without the periscope. The 
same is true for the rms profile, while very little differences 
are observed in the Reynolds stresses between the three sets. 
The presence of the periscope has therefore a negligible 
effect on the flow field.

With the periscope at the exit of the test section, meas-
urements were also performed to compare vertical and 
horizontal illuminations. Here the measurements with the 
periscope and the horizontal illumination were repeated. The 
mean axial velocity is unaffected while the root mean square 
velocity for the horizontal illumination is slightly lower by 
about 8% in the bottom shear layer in comparison with the 
vertical illumination for both repeated sets. One of the sets 
with the horizontal illumination shows a consistently lower 
turbulent flux by about 30% than the other sets but this is 
not confirmed by the repeated set under the same conditions. 
Based on those sets, the uncertainty in the mean velocity is 
estimated at 10 m/s, that in the root mean square velocity 
at 10%. A conservative estimate of the uncertainty in the 
turbulent flux is around 30%.

For the measurements in the near-throat region, the test 
section was translated. For the horizontal illumination, this 
means that the distance between the exit of the test section 
and the periscope has become smaller than in the previous 
case, namely 50 mm instead of 150 mm, which increases the 
likelihood that the periscope will cause a disturbance. Span-
wise profiles obtained without periscope and vertical illumi-
nation are compared to profiles obtained with the periscope 
and horizontal illumination in Fig. 20. The mean axial veloc-
ity profile measured with the periscope shows a larger peak 
value (+ 19%) and a relatively lower centerline value than 
measured without the periscope. The recirculation region at 
the top also seems to be smaller with the periscope. In the 
root mean square velocity profile, larger peak fluctuations (+ 
14%) are found without the periscope. The turbulent fluxes 
show the same profile shape, but the peak in the bottom 

outer shear layer is 34% lower without the periscope while 
the peak in the upper outer shear layer is reduced by 50%. 
The local maxima in the turbulent flux in the inner shear 
layer are larger with the periscope, which is consistent with 
the deeper central valley obtained in the mean velocity pro-
file with the periscope. The large deviations found between 
the different profiles show that measurements in the near-
throat region can only be used for a qualitative comparison 
with simulations.

4.3.3  Random uncertainty of velocity measurements

It is important to evaluate the contribution of the random 
measurement errors to the observed velocity fluctuations. 
Several parameters, such as the level of the camera noise 
relative to the peak particle intensities, the seeding density, 
the particle image size and the size of the interrogation area, 
influence the random uncertainty in the measurements of 
the velocity field. To quantify the uncertainty, the DaVis 8 
software uses an algorithm based on dewarping the second 
image of the cross correlation into the first one and shifting 
the peak of the correlation function (Wieneke 2015). This 
method of uncertainty quantification was compared with 
other methods and found to be the most adequate, with error 
estimation within 85% accurate over the conditions of this 
experiment (0.15–0.6 particles per pixels, particle image size 
above 1 pixel) (Sciacchitano et al. 2015). Profiles of random 
uncertainty in the axial and cross-stream velocity are shown 
in Fig. 21. For an assessment of the quality of the PIV meas-
urements, it may be useful to note that 10 m/s corresponds 
to a 0.4 pixel displacement. At x = 140 mm, the profile of 
the axial velocity uncertainty is flat at about 7 m/s, which 
is about 13% of the root mean square velocity fluctuations 
measured close to the centerline, increasing to 50% close to 
the wall. The uncertainty of the velocity in the near-throat 
profile at x = 25 mm is higher than at x = 140 mm which is 
presumably due to the higher velocity gradient. The larger 
shear can cause a loss of correlation for the undistorted 
interrogation area used here. Nevertheless, in comparison 

Fig. 20  Transverse profiles of the mean axial velocity, root mean square axial velocity fluctuations, and average fluctuation products at the loca-
tion x = 25 mm with periscope and horizontal illumination and without periscope and vertical illumination
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with the root mean square velocity profiles of Fig. 18, the 
random uncertainty is below 25% of the RMS velocity in 
the centre part of the jet ( y = −10 mm to y = +10 mm). 
This random uncertainty increases to about 50 % in the low 
velocity region around the jet, which is because the lower 
velocity produces a lower particle displacement. The random 
uncertainty in the cross-stream velocity is relatively similar 
at the two locations, and represents about 37% of the meas-
ured root mean square cross-stream velocity fluctuations.

Through considering that the total uncertainty is the sum 
of two independent effects, we can assess that the contribu-
tion of the random uncertainty to the total root mean square 
fluctuations is for the axial velocity about 3% at the location 
of the peaks in the near-throat region and about 1% in the 
impingement region. The contribution increases to about 13 
% in the low velocity zones for both regions.

To assess the statistical significance of the correlation in 
the mean fluctuation product v′

x
v′
y
 , a mean product of uncor-

related data was calculated by imposing a separation of ten 
frames between the axial and transverse fluctuating compo-
nents of the velocity. The results are also shown in Fig. 21. 
As expected, the mean product of the two uncorrelated vari-
ables fluctuates randomly, within 120m2∕s2 , corresponding 
to about 15% of the peak values of the measured fluctuation 
product for the correlated variables.

4.3.4  Tracer particle inertia

The particle inertia can cause a deviation between the meas-
ured particle velocity and the actual flow velocity. Three situ-
ations can be considered: (1) a particle going across a strong 
velocity discontinuity such as a shock, (2) a particle entrained 
in a flow field described by a sinusoidal velocity fluctuation at 
a fixed frequency, and (3) a particle in a continuously accel-
erating fluid. The two first scenarios are well described in the 
article of Melling considering the particles in a Stokes drag 
law regime (Melling 1997). Here we consider 380 nm and 
1 μm as the lower and upper bounds, respectively, for the flow-
tracing-equivalent sphere diameter (see Sect. 3.2). For a par-
ticle going across a normal shock for argon with a stagnation 

pressure ratio of 120, as being representative of the Mach disk, 
the upstream velocity is in the order of 600 m/s and the down-
stream velocity about 50 m/s. A 380-nm and a 1-μm spheri-
cal particle would reach 95% of the downstream velocity at a 
distance of 1.1 and 12 mm from the shock, respectively. For a 
particle in a fluid with turbulent velocity fluctuations at 6 kHz, 
the ratio between the particle rms velocity and the flow rms 
velocity is 95% and 76%, for the 380 nm and 1 μm spherical 
particle, respectively. Here, the measured fluctuations are an 
underestimate of the real flow fluctuations. Finally, for a parti-
cle following a flow with a streamline of constant acceleration, 
the particle slip velocity is constant and equal to US = � × a , 
where a is the fluid acceleration and � the relaxation time 
constant of Eq. 4. Approximating the flow deceleration in the 
impingement region x = 110 − 160 mm by a constant value 
of 620, 000m∕s2 , the resulting slip velocity is 2 and 12 m/s 
for 380 nm and 1 μm spherical particles, respectively. In these 
calculations, the viscosity of argon was evaluated at 200 K and 
atmospheric pressure. In conclusion, in the vicinity of the near-
shock region, large deviations between the velocity measured 
by the particles and the actual flow velocity are expected. In 
the impingement region, very little error in the average veloc-
ity is expected but a possible underestimation of the velocity 
fluctuations should be considered in the validation of numeri-
cal simulations.

4.3.5  Uncertainty summary

A summary of the uncertainty quantification of this sec-
tion is given in Table 1. First, the contributions of the ran-
dom fluctuation to the magnitude of the peaks of the second 
moment and flux are calculated based on the contribution 
of two random variables. The uncertainty in the measured 
statistics established from comparing values measured under 
different conditions is also shown in the table, as well as 
the conclusions of the considerations on the tracer particle 
inertia.

Fig. 21  Random uncertainty in axial and streamwise velocity, and average fluctuation products for uncorrelated axial and transverse velocities
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5  Conclusions

A thorough understanding of fluid-to-wall heat transfer phe-
nomena in confined highly underexpanded real gas jets is 
important for the safety of many processes in the oil and gas 
industry. It is a considerable challenge to accurately model 
this in a computational fluid dynamics (CFD) simulation. 
For the purpose of model development and validation, a 
test case was defined, which consists of a steady-state high-
pressure ratio ( PR ∼ 120 ) expansion of argon in a square 
channel. The rig layout and control strategy were discussed. 
Thermocouple and pressure measurements confirmed the 
steadiness and repeatability of 60-s long measurement runs, 
offering well-defined boundary conditions for the numerical 
simulations. A particle seeder was also designed to operate 
at a pressure above 100 bar and was positioned upstream 
of the expansion to allow particle-based optical diagnostics 
such as particle image velocimetry and fluid thermometry 
using thermographic phosphors (Abram et al. 2018).

The gas dynamics of the flow were characterised using 
a non-simultaneous combination of Toppler Schlieren and 
kHz-rate PIV. In the Schlieren measurements carried out 
for various pressure ratios up to 120, the location of the 
Mach disk was found at distances only slightly larger ( ∼ 3% ) 
than the Crist correlation. The quasi-instantaneous Schlieren 
measurements revealed rapidly evolving fluctuations in the 
Mach disk location. The Mie scattering images obtained 
indicated a much higher light intensity in the supersonic 
region upstream of the Mach disk than could be caused by 
seeding particles alone. By comparing the present results 
with the previous studies on the onset of nucleation for argon 
at low temperatures, and based on some gas dynamics the-
oretical calculations, the most likely cause for the bright 
regions was the formation of a condensed phase. The Mie 
scattering image showed an extreme gradient at the location 
of the Mach disk, allowing its accurate description without 
the line-of-sight averaging effects of the Schlieren measure-
ment. The location of the Mach disk was thereby sampled 
with a mean value which is in close agreement with that 
derived from the Schlieren measurements but with a larger 
standard deviation.

Particle image velocimetry was performed at 3 kHz, and 
the first and the second moment statistics could be obtained 
based on large sample sizes before the deposition of the seed 
particles on windows became critical. This sampling rate 
was too low to obtain temporally correlated data. PIV was 
applied in three regions of the flow, with the mean flow field 
revealing a jet spread half angle of 4.8◦ and a large recircula-
tion zone expanding up to 3–4 channel heights (i.e. 150–200 
mm) from the throat exit. A strong deceleration in the mean 
centreline velocity was observed in the “impingement” 
region, 2–3 channel heights from the throat exit, associated 
with a narrowing of the recirculation zone. At a distance of 
250 mm downstream of the throat exit, a mostly uniform 
mean flow was observed. Single shots in the impingement 
section revealed a high degree of intermittency. Second 
moment and Reynolds stresses v′

x
v′
y
 were derived from those 

single-shot data. The second moment of the axial velocity 
has a peak at 90 m/s in the near throat region and 55 m/s 
in the impingement region (the later corresponds to tur-
bulence intensities over 30%). The peak Reynolds stresses 
in the shear layer were found to be about 800m2∕s2 in the 
impingement region, and over 1000m2∕s2 in the near throat 
region. A slight asymmetry was also observed in all profiles. 
Histograms were also presented for three locations near the 
top wall, and three locations near the centerline, all in the 
impingement region and each drawn from 3000 samples. 
They showed that on the centerline, the velocity probability 
density function (pdf) evolved from an asymmetrical pro-
file with a longer wing towards the lower velocities to a 
symmetrical profile from x = 115 mm to x = 160 mm. In 
contrast with the results on the centerline, the distributions 
observed near the wall are normal-like.

To evaluate the relevance of these experimental data in 
a quantitative comparison with numerical simulations, a 
sensitivity analysis was performed, as well as a quantifica-
tion of the uncertainty based on the PIV correlation statis-
tics. A periscope was used for some of the measurements 
to propagate the beam from the channel exit and to avoid 
strong wall signals. The periscope was shown to have a 
negligible influence on the first and second order statis-
tics when measuring in the impingement region but there 
seemed to be an effect when measuring in the near throat 

Table 1  Summary of the uncertainty contribution to the first moment, the second moment and the Reynolds stresses

For the second moment and Reynolds stresses, the errors are quantified on the peak values

Region Error type v
x

v
′
x,rms

v
y

v
′
y,rms v

′
x
v
′
y

Near-throat Contribution from random PIV uncertainty – 3% – 8% 1%
Uncertainty (repeatability and intrusiveness) 50 m/s 12 m/s 7 m/s 14 m/s 1000 m2∕s2

Impingement Contribution from random PIV uncertainty – 1% – 6% 1%
Uncertainty (repeatability and intrusiveness) 10 m/s 5 m/s 5 m/s 7 m/s 380 m2∕s2

Tracing uncertainty 2–12 m/s 5–24% @ 6 kHz - 5–24% @ 6 kHz 5–24% @ 6 kHz
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region. The shorter distance between the exit of the test 
section and the periscope location possibly caused a dis-
turbance in the near-throat flow measurements. Overall the 
measurements in the middle region (impingement region) 
can be quantitatively compared with numerical simula-
tions, with a total uncertainty of 10 m/s ( ∼ 5% ) in the 
mean, 5 m/s ( ∼ 8% ) in the RMS velocity for the axial com-
ponent and 380 m2∕s2 ( ∼ 30% ) in the Reynolds stresses. 
The uncertainty in the near throat region is higher, namely 
50 m/s in the mean velocity, 12 m/s in the RMS velocity 
and of 1000 m2∕s2 in the Reynolds stresses.

The quantities as obtained in these experiments, such 
as the Mach disk distance and fluctuations, the mean flow 
velocity, the rms velocity and the Reynolds stresses, can be 
used for the validations of the results obtained with a Large 
Eddy Simulation (LES), taking into account compressible 
real gas effects. Additional insight can be gained using the 
experimental data for the comparison of the spatial scales 
of the instantaneous fields, or the shape of the probability 
density functions (pdf) of the turbulent fluctuations.

This study exemplifies the wealth of information derived 
from laser imaging techniques that gives insight into com-
plex flow behaviour and that enables to improve predictive 
methods.
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