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Abstract
Error in measuring Reynolds shear-stress in turbulent boundary layer flows over a rough surface with a cross hot-wire has 
been reported in the literature and attributed to the existence of strong ejection and sweep motions that cause rectification, 
e.g. deviation of the velocity vector angle outside the acceptance cone of these probes. Using stereoscopic particle image 
velocimetry measurements and the concept of effective cooling velocities, the objective of the present study is to perform an 
a priori analysis of the cause of errors occurring when employing cross hot-wire anemometers. Besides the above-mentioned 
rectification effect, the role of the non-measured component is investigated. It is shown to be responsible for a non-negligible 
underestimation of the measured velocity variances and Reynolds shear-stress. This often overlooked source of error is 
intrinsic to turbulent flows and not limited to flow over rough walls.

Graphical abstract  Error analysis on the instantaneous shear-stress in the roughness sublayer of a rough boundary-layer 
measured by a (a) generic XHWA modeled using SPIV data : (c) influence of the non-measured component v, and relation-
ships with Q-events (b) without and (d) with the non-measured component influence. 
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1  Introduction

Despite the availability of laser doppler velocimetry (LDV) 
or particle image velocimetry (PIV), hot-wire anemometry 
(HWA) is still widely used in research laboratories for the 
study of turbulent flows. This measurement method is indeed 
still one of the easiest to set up and use, it does not present 
the safety problems that LDV or PIV show due the use of 
high-energy laser or the necessity of seeding the flow, and 
it allows for evenly sampled turbulence measurements with 
unsurpassed acquisition rates. Combination of several hot-
wires can give access to several velocity components. In par-
ticular, cross hot-wire anemometry (XHWA hereafter) is one 
of the most widely employed probe configuration as it allows 
for the estimation of the Reynolds shear-stress ⟨u′w′⟩ (where 
⟨ ⟩ represents classical ensemble averaging, u and w are the 
velocity components along the streamwise and wall-normal 
directions, respectively, and u′ denotes the fluctuating part of 
u over its mean ⟨u⟩ ), a quantity usually used to estimate the 
friction velocity u∗ in boundary layers developing over rough 
walls. Indeed, given the complex geometry of the wall, and 
in the absence of direct means of drag measurement such 
as a drag balance, one has to resort to the measurement of 

the Reynolds shear-stress to obtain an indirect estimation of 
the friction velocity as u∗ = (−⟨u�w�⟩)1∕2 (Cheng and Castro 
2002). Accurate measurements of the evolution with wall-
normal distance of the variance of both the wall-normal 
velocity component and the Reynolds shear-stress are also of 
crucial importance to assess the influence of the wall rough-
ness on the structure of boundary layer flows (Djenidi et al. 
2014). Despite its obvious advantages, XHWA is affected 
by several sources of error in high turbulence intensity flows 
such as the rectification effect (i.e. the fact that the instanta-
neous angle of the velocity vector can go beyond the accept-
ance cone of the probe), the influence of the non-measured 
velocity component (i.e. the component normal to the wire 
plane, denoted v in the present case), the spatial resolution or 
the effect of the finite separation between the wires (Müller 
1992; Tagawa et al. 1992; Tutu and Chevray 1975). These 
shortcomings can lead to a non-negligible underestimation 
of ⟨u′w′⟩ , a bias consistently reported in studies of boundary 
layer flows developing over large roughness elements, and 
which has been attributed to the highly turbulent nature of 
the flow and the existence of intense ejection and penetration 
events (Djenidi et al. 2014; Reynolds and Castro 2008). As 
noted by Djenidi et al. (2014) in their recent investigation 
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(based on two-component PIV measurements) of the pos-
sible source of errors in XHWA data obtained in flows over 
2D rough wall, the uncertainty of XHWA performance has 
lead to some “controversy” about the structure of bound-
ary layer flows over rough wall, namely how roughness can 
affect the outer layer of the flow, depending on its geometry 
(i.e. 2D or 3D roughness elements). As recalled by Djenidi 
et al. (2014) and Antonia and Djenidi (2010) suggested that 
DNS database should be used to investigate XHWA short-
comings such as the effect of wire length or the separation 
between wires. However, this type of analysis may suffer 
from low Reynolds number effect and limited ratio between 
the depth of the boundary layer and the height of the rough-
ness elements.

Building upon the recent results of Djenidi et al. (2014), 
the objective of the present study is to investigate the pos-
sible influence of the non-measured velocity component, 
normal to the plane formed by the two wires. The present 
work considers a modeled generic XHWA probe that would 
be employed to measure the streamwise and wall-normal 
velocity components u and w parallel to the wire plane. The 
flow configuration corresponds to a high-Reynolds number 
boundary layer ( �u∗∕� = 32,400 ) developing over a stag-
gered cube array representative of the lower part of the 
atmospheric boundary layer developing over a suburban ter-
rain (Blackman et al. 2017; Perret et al. 2018; Rivet 2014). 
Instantaneous three-component stereoscopic PIV (SPIV) 
measurements performed in a wall-normal plane are used to 
feed the equations for the effective cooling velocities Ueff of 
the two wires proposed by Tutu and Chevray (1975) which 

include as parameters the angle formed by the two wires 
with the probe axis and the sensitivity coefficients of the 
wires to the normal and the tangential velocity components. 
Using this three-component velocity dataset and the XHWA 
probe model allows us to literally turn on and off the non-
measured velocity component and analyse the impact of its 
presence on the XHWA probe performance.

The following section provides a short description of the 
experimental setup and the presentation of the methodology 
employed to conduct the proposed analysis. Section 3 pre-
sents the main flow characteristics and the obtained results. 
Conclusions are provided in the last section.

2 � Experimental setup and methods

In the following, x, y and z denote the streamwise, spanwise 
and wall-normal directions, respectively (Fig. 1), and u, v, 
and w the streamwise, spanwise, and wall-normal veloc-
ity components, respectively. The superscript “+” denotes 
quantities normalized with inner scales, namely the friction 
velocity u∗ and the kinematic viscosity �.

2.1 � Experimental setup

Only the main characteristics of the experimental setup 
are provided here, the reader being referred to the work of 
Rivet (2014) for an extensive description of the wind tunnel 
and the PIV setup. The flow characteristics are presented 
in Sect. 3.1 and Table 1. Experiments were performed in 

Fig. 1   Schematic representation 
of a the atmospheric the wind 
tunnel, b the stereoscopic PIV 
setup and c the generic XHWA 
probe (top: side view, bottom: 
top view)

(a)

(b) (c)
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the boundary layer wind tunnel at LHEEA, Nantes, France 
which has a 24 m × 2 m × 2 m working section (Fig. 1a). The 
simulation at the scale 1:200 of a suburban-type atmospheric 
boundary layer developing over an idealized canopy model 
was achieved using five vertical, tapered spires of height 
of 800 mm and width of 134 mm at their base, a 200-mm 
high solid fence across the working section located 0.75 m 
downstream of the inlet, followed by a 22-m fetch of stag-
gered cube roughness elements with a plan area density of 
�p = 25% . The cube height was H = 50 mm. The measure-
ments were performed with a free stream velocity 5.77 m s−1 , 
at a longitudinal location of 19.5 m after the end of the con-
traction. Stereoscopic PIV measurements were conducted in 
a wall-normal plane aligned with the main flow, in the center 
of the test section. Two 2048 × 2048 pixels 12 bits camera 
equipped with 105-mm objective lenses were employed in a 
stereoscopic configuration satisfying the Scheimpflug condi-
tion (Fig. 1b). A Litron 200-mJ Nd-YAG laser, located under 
the wind tunnel floor, was employed to illuminate the region 
of interest. The time delay between two consecutive images 
for PIV processing was set to dt = 500 μ s. The flow was 
seeded with glycol/water droplets (typical size 1 μ m) using 
a fog generator. Both the synchronization between the laser 
and the cameras, and the calculation of the PIV velocity vec-
tor fields were performed using the Dantec FlowDynamics 
software. A set of N = 4000 velocity fields was recorded. 
A FFT-based 2D-PIV algorithm with sub-pixel refinement 
was employed with 32 × 32 final interrogation windows, 
using an overlap of 50%. Spurious vectors were detected by 
an automatic validation procedure whereby the SNR of the 
correlation peak had to exceed a minimum value, and the 
vector amplitude had to be within a certain range of the local 
median to be considered as valid. Once spurious vectors had 
been detected, they were replaced by vectors resulting from 
a linear interpolation in each direction from the surround-
ing 3 × 3 set of vectors. A pinhole model was employed to 
reconstruct the three-component vector fields from the two-
component vector fields from each camera. The final spatial 
resolution is �x∕H = 0.034 ( �+

x
= 48 or �x = 1.7 mm) and 

�z∕H = 0.044 ( �+
z
= 61 or �z = 2.2 mm) in the streamwise 

and wall-normal directions, respectively. In their study of 
the turbulent kinetic energy budget in the same flow con-
figuration, using the exact same experimental setup as in 
the present study, Blackman et al. (2017) have estimated 
� the Taylor microscale and � the Kolmogorov scale to be 
in the range 0.12 < 𝜆∕H < 0.29 and 0.004 < 𝜂∕H < 0.006 , 

respectively, for 0 < z∕H < 5 . Therefore, while the spatial 
resolution of the present PIV measurements is too large to 
capture the smallest velocity scales in the dissipative range 
that are filtered out or attenuated, scales in the inertial range 
are expected to be correctly measured. It must be noted here 
that the spatial resolution of the present PIV measurements 
is in the same range as the wire-length of commercially 
available HWA probes commonly used for the investigation 
of turbulent flows (1.25 mm for Dantec Dynamics 55P11 
single probes and 55P61 XHWA for instance). The influence 
of the spatial filtering of the smallest scales on the estimation 
of large instantaneous flow angle events is further analysed 
in Sect. 3.1 via comparison with the results from the DNS 
of Coceal et al. (2007).

2.2 � Modeling the cross hot‑wire probe

As introduced by Tutu and Chevray (1975) and later used 
by Tagawa et al. (1992), the present study relies on the mod-
eling of a generic cross hot-wire probes using the concept 
of effective cooling velocities which links the three velocity 
components of the investigated flow to the instantaneous 
cooling velocity that controls the thermal exchange between 
each wire of the probe and the fluid. A schematic represen-
tation of such a probe is provided in Fig. 1c, in which � is 
the instantaneous angle between the longitudinal probe axis 
and the velocity vector in the x − z plane defined using u 
and w, � the angle based on the fluctuating velocity compo-
nents u′ and w′ (i.e. � = arg(u� + iw�) , with i2 = − 1 ) and � 
the angle defined in the x − y plane based on the fluctuating 
velocity components u′ and v′ (i.e. � = arg(u� + iv�) ). Only 
probes symmetric with respect to their longitudinal axis are 
considered here.

When the XHWA probe is set to measure u and w, each 
wire being sensitive (but differently) to both the normal and 
tangential velocity components, the effective cooling veloci-
ties read:

where Ueff1 and Ueff2 are the cooling velocities of the wires 
at an angle � and −� with the mean streamwise velocity 
component ⟨u⟩ , respectively, and h and k are sensitivity coef-
ficients of the wires to the normal and the tangential veloc-
ity components, respectively. These two effective cooling 

(1)

{
U2

eff1
= u2 + h2v2 + w2 − (1 − k2)[u cos(�) − w sin(�)]2

U2
eff2

= u2 + h2v2 + w2 − (1 − k2)[u cos(−�) − w sin(−�)]2,

Table 1   Characteristics of the boundary layer where �p is the plan area density, Ue the freestream velocity, d the displacement height, z0 the 
roughness length and zRSL the upper limit of the roughness sublayer (Rivet 2014)

�p (%) Ue (m/s) u∗∕Ue �∕H H+ �+ d/H z0∕H zRSL∕H

25 5.77 0.073 22.7 1430 32,400 0.59 0.11 2.0
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velocities can be recombined to compute the velocity com-
ponents uHWA and wHWA measured by the virtual XHWA 
probe. This recombination corresponds to the probe calibra-
tion that is usually performed in laminar or low-turbulence 
level flow by varying the wind speed and rotating the probe 
around an axis normal to the u − w plane. This commonly 
used calibration process does not take into account the effect 
of the non-measured velocity component v, i.e. uHWA and 
wHWA = f (U2

eff1
,U2

eff2
, k,�) . Solving Eq.  (1) for uHWA and 

wHWA as a function of Ueff1 and Ueff2 is, therefore, achieved 
by dropping the terms involving v so that only two unknowns 
u and w are left in the set of two equations (see Tagawa 
et al. 1992 for more details). In the present study, the SPIV 
data are used as inputs to obtain simulated uHWA and wHWA 
velocity components as measured by a virtual XHWA probe 
subjected to the investigated three-component flow field: for 
each SPIV field, at each location x, z, the velocity compo-
nents uPIV , vPIV and wPIV , are used in Eq. (1) to compute 
Ueff1 and Ueff2 which are then recombined to estimate uHWA 
and wHWA using the approach from Tagawa et al. (1992). 
The simulated effective cooling velocities are, therefore, 
the results of the complete interaction of the flow with both 
wires and account for the probe geometry. The sensitiv-
ity coefficients h and k can be set to zero independently to 
investigate the influence of the v component (via h) and the 
influence of the velocity component tangential to each wire 
(via k). If non-zero, h and k are set to 1.05 and 0.2, respec-
tively, values usually reported in the literature (Bruun 1995; 
Tagawa et al. 1992; Tutu and Chevray 1975). Contrary to 
Tagawa et al. (1992), the effect of wire separation that can 
lead to a certain degree of decorrelation of the velocities 
sensed by the wires is not accounted for in the present study. 
Finally, it is worth mentioning that the same approach can 
be employed to model a single-wire probe using only one of 
the two equations in Eq. (1). While it is beyond the scope of 
the present paper, a brief comparison of the performance of 
XHWA and single-wire probes is presented in Sect. 3.2 for 
the sake of completeness.

3 � Results

In the following, the Reynolds decomposition is used to 
decompose any quantity u into its fluctuating part u′ and 
its mean ⟨u⟩ , where ⟨⟩ represents the ensemble average over 
both time and the streamwise direction x. The standard 
deviation of u is denoted �u = ⟨u�2⟩1∕2 . Because the focus 
of the present study is on the probe performance rather than 
the detailed characteristics of the flow, spatial averaging 
along the streamwise direction is employed here as a way to 
improve the statistical significance of the estimated probabil-
ity density functions even if the flow is non-homogeneous in 
this direction in the region close to the roughness elements. 

Subscripts PIV and HWA denote the velocity field originally 
measured via SPIV and obtained from the XHWA probe 
model, respectively.

3.1 � Boundary layer characteristics

In the following, the wall-normal evolution of the mean 
streamwise velocity component is described via its mete-
orological form, namely ⟨u⟩ = u∗∕� ln[(z − d)∕z0] , where 
� = 0.4 is the Von Karman constant. The main flow char-
acteristics reported in Table 1 show that the simulation 
of a high-Reynolds number atmospheric boundary layer 
is achieved ( �+ = �u∗∕� = 32,400 ), whose displacement 
height d and roughness height z0 are those of an urban 
boundary layer. The value of u∗ reported in Table 1 has been 
obtained via the form drag measurement of a roughness ele-
ment using a cube instrumented for wall-pressure measure-
ment as in Cheng and Castro (2002) and (Perret et al. 2017, 
2018). The reader is referred to the work of Basley et al. 
(2018), Perret et al. (2017, 2018) and Rivet (2014) for more 
details regarding the scaling of the flow and its statistics. In 
these studies, different methods have been used to estimate 
the friction velocity u∗ (either from the Reynolds shear-stress 
wall-normal profile or from form drag measurements), lead-
ing to slightly different values which has no consequence on 
the present results and conclusions.

Profiles throughout the entire boundary layer of both the 
mean and the variance of the streamwise velocity component 
are shown in Fig. 2a, confirming the presence of a well-
developed logarithmic region. Comparison with the HWA 
profiles of Perret et al. (2017, 2018) and the LDV measure-
ments of Herpin et al. (2018) performed in the same flow 
configuration at a few wall-normal locations, 1 H down-
stream of a cube, demonstrates the absence of bias in the 
present PIV measurements. The underestimation of the 
variance by the present PIV data at the lowest wall-normal 
locations is attributed to the fact that the present data have 
been spatially averaged along the streamwise direction x 
while HWA and LDV data have been acquired at one single 
location (1 H downstream of a cube). Comparison of the 
local flow statistics measured at x = H∕2 downstream of 
a cube, on the cube centerline [point referred to as P1 in 
Castro et al. (2006)] as a function of (z − d)∕� to account 
for Reynolds number difference, are compared to LDV 
measurements from Castro et al. (2006) in Fig. 2b. Given 
the scatter of the LDV data and the difference of Reynolds 
number ( �+ = 32,400 vs 6900), a rather good agreement is 
obtained in most of the measurement region. The present 
results show a global underestimation of the standard devia-
tion of the lateral velocity component v and of both that of 
w and the Reynolds shear-stress in the region very close to 
the canopy. It must be noted that the point P1 at which the 
comparison is performed is located close to a cube, where 
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the aforementioned lower spatial resolution of the present 
PIV measurement is maybe more critical than elsewhere. 
As demonstrated below, these discrepancies are unlikely 
to affect the conclusion of the present analysis regarding 
the XHWA performance as the present PIV measurements 
are shown to be able to capture the global flow structure in 
terms of frequency and shear-stress contribution of veloc-
ity fluctuations. Figure 2c shows profiles of the turbulence 
intensities of the three velocity components and the nor-
malized Reynolds shear-stress ⟨u′w′⟩ measured in the lowest 
part of the boundary layer via SPIV. Comparison with the 
LDV measurements of Herpin et al. (2018) confirms the 
correct estimation the streamwise velocity component but 
also the underestimation of the turbulent intensity of the 
spanwise velocity component v in the present PIV data. This 
bias is attributed to the fact that v, being the out-of-plane 
velocity component, is influenced by the already mentioned 
spatial filtering of the PIV technique of both components u 
and w. In the investigated region, turbulence intensities are 
always higher than 10%, reaching 50% at canopy top for the 
streamwise velocity component, confirming that this region, 
of crucial interest for the study of the roughness sublayer and 
the constant shear-stress region (Rivet 2014), is particularly 
challenging for thermal anemometry. It must be noted here 
that the turbulence intensity of the lateral velocity compo-
nent v, rarely reported in the literature, is larger than that of 
w, in most of the investigated region.

To further confirm the adequacy of the present PIV meas-
urements to assess the XHWA performance, a quadrant anal-
ysis is performed to analyse the frequency of occurrence 
and contribution to Reynolds shear-stress ⟨u′w′⟩ of velocity 
fluctuations when partitioning the flow into Q1 ( u′ > 0 and 

w′ > 0 ), Q2 ( u′ < 0 and w′ > 0 ), Q3 ( u′ < 0 and w′ < 0 ) 
and Q4 ( u′ > 0 and w′ < 0 ) events. Results are analysed in 
terms of the relative number of each type of event, the rela-
tive magnitude of their contribution to ⟨u′w′⟩ , defined as a 
fraction of the sum of the magnitudes in all the quadrants 
and the relative number of ejections and sweeps, and their 
relative contribution to the Reynolds stress. As in Coceal 
et al. (2007) who performed a DNS of the turbulent flow 
developing over a staggered cube array with the same plan 
density (25%) as in the present work, wall-normal evolution 
of spatially averaged statistics is considered (Fig. 3). Present 
results confirm that Q2 and Q4 are the most numerous events 
and the major contributors to the total shear-stress. Close 
to the canopy top, predominance, in terms of frequency, of 
ejection (Q2) over sweep (Q4) events is also demonstrated, 
while it is the opposite in terms of contribution to the shear-
stress, in agreement with the literature (Castro et al. 2006; 
Coceal et al. 2007). Finally, a good agreement between the 
present results and those from Coceal et al. (2007) is shown, 
for all the analysed quantities, demonstrating that the present 
measurement setup correctly captures the structure of the 
investigated turbulent flow.

Based on the comparison of the present flow statistics 
with those available from the literature in similar flow con-
figurations, the present measurements have been shown to 
be able to capture all the salient features of turbulent flows 
developing over large roughness elements as well as the 
coherent structures contributing to the Reynolds shear-stress. 
Given the high level of fluctuation of the lateral velocity 
component v, a bias of the velocity components uHWA and 
wHWA measured by XHWA can be anticipated. However, it 
must be noted here that given the apparent underestimation 

Fig. 2   a Wall-normal evolution of the mean streamwise velocity com-
ponent ⟨u⟩ and the variance �2

u
 normalized by u∗ obtained (red open 

circles) via SPIV (present data) and (blue open squares) HWA from 
Perret et  al. (2018). Black filled circles show results from the LDV 
measurements of Herpin et al. (2018) in the same flow configuration. 
The solid black line shows the theoretical logarithmic law. The verti-
cal dashed lines show the locations where detailed error analysis is 
performed (see text). b Wall-normal evolution of the local standard 
deviation of the three velocity components and the Reynolds shear-

stress normalized by the friction velocity u∗ measured at x = H∕2 
downstream of a cube, on the cube centerline (point P1). Lines: pre-
sent data, open circles: LDV data from Castro et al. (2006). c Wall-
normal evolution of the standard deviation of the three velocity 
components and Reynolds shear-stress normalized by the local mean 
streamwise velocity ⟨u⟩ (SPIV measurements). Symbols show results 
for (red) the streamwise and (gray) the spanwise velocity components 
from the LDV measurements of Herpin et al. (2018) in the same flow 
configuration
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of �v compared to that reported in the literature, the influ-
ence of v on the XHWA probe performance is likely to be 
underestimated in the present analysis.

3.2 � XHWA error

The methodology presented in Sect. 2.2 is employed here to 
simulate XHWA measurements in the region corresponding 
to 1 < z∕H < 5 . The effect of the wire cooling by the tangen-
tial velocity is not considered here ( k = 0 ) as it has been well 
studied in the past (Tutu and Chevray 1975).

The focus is first on the rectification effect that is the 
influence of the wire angle � and its link with the angle � 
between the instantaneous velocity vector and the direction 
of the mean flow. It is shown in Fig. 4a that, as expected, the 
relative error (�2

uHWA
− �2

uPIV
)∕�2

uPIV
 between the original sta-

tistics from the SPIV and those calculated from the simu-
lated XHWA signals increases with decreasing wire angle. 
This error increase is directly linked to a reduction of the 

acceptance cone angle of the probe when � decreases, the 
instantaneous flow angle � lying more frequently outside the 
acceptable angle range (taken here as ±� ) as shown by the 
evolution of the frequency NL of having |𝛩| > 𝜙 in Fig. 4b.

The influence of the non-measured velocity component 
v (which is normal to the plane x − z formed by the two 
wires) is investigated by setting h to 0 or 1.05 while keeping 
� = 45◦ and k = 0 . The relative error between the original 
SPIV statistics and those estimated from the XHWA probe 
is shown in Fig. 5. Taking into account, the lateral velocity 
component ( h = 1.05 ) has a dramatic effect on the statis-
tics of the measured velocity components, the relative error 
increasing by a factor of two when compared to the case 
where this bias is not accounted for ( h = 0 ). As with the 
effect of the wire angle, the bias is towards a systematic 
underestimation by the XHWA of all the statistics, the Reyn-
olds shear-stress and the variance of the wall-normal veloc-
ity component w being the most affected. Error in the vari-
ance of u is indeed below 3% in the region z∕H > 2 , where 
rectification effects are negligible. This is in full agreement 

Fig. 3   Wall-normal evolution of a the relative number of events in 
each quadrant, b the relative contribution to u′w′ of events in each 
quadrant. Red plus signs and solid line: Q1, blue triangles up and 
dashed line: Q2, magenta crosses and dashed-dotted line: Q3, green 
triangles down and double dotted lines: Q4. c Ratio of number (red 

solid line and circles) and contribution to ⟨u′w′⟩ (blue dashed line and 
squares) of Q2 events to that of Q4 events. Lines show the present 
results while symbols are for the results of the DNS of Coceal et al. 
(2007)

Fig. 4   Wall-normal evolution 
of a the relative error between 
the variances or Reynolds shear-
stress predicted by the XHWA 
model as a function of � with 
h = 0 and k = 0 , and b the 
number of occurrence NL ( % ) 
of absolute instantaneous angle 
|�| larger than the wire angle 
� (SPIV measurements). Note 
the logarithmic scale of the 
horizontal axis in b. Symbols: 
� = 60◦ , solid lines: � = 45◦ 
and dashed lines: � = 30◦
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with the observed bias of XHWA measurements in flow over 
rough wall reported in the literature (Djenidi et al. 2014). 
However, the cause of this underestimation has been attrib-
uted in the past to the occurrence of strong penetration and 
ejection events in the roughness sublayer causing rectifica-
tion, whereas, as shown here, the use of three-component 
PIV measurements highlights the major influence of the 
lateral velocity component. For comparison, a single-wire 
probe has been modeled as well, using only the first equa-
tion in Eq. (1), in a configuration in which the wire is along 
y (i.e. horizontal, parallel with v). The relative error for �2

u
 

(solid and dashed black lines in Fig. 5) primarily results 

from the influence of the lateral velocity component and 
is close in magnitude to that of the XHWA probe (below 
3% when z∕H > 2 ). Thus, the XHWA offers no advantage 
over the single-wire probe when only information about the 
streamwise velocity component is of interest.

To confirm the influence of the lateral velocity com-
ponent and its impact on the XHWA measurement accu-
racy, joint probability density functions (jpdf) between 
ṽ2 = v2

PIV
∕(u2

PIV
+ w2

PIV
) and the difference between the 

instantaneous values of either u′ , w′ or the shear-stress u′w′ 
obtained via SPIV and simulated XHWA have been com-
puted for h = 1.05 . Results for h = 0 (not shown here) were 
checked and confirmed the decorrelation of the error with 
v. The quantity ṽ2 is used to highlight the relative impor-
tance in the cooling process of the non-measured velocity 
component compared to the velocity components of inter-
est. Results obtained at z∕H = 1.2 and 3 (i.e. in and above 
the roughness sublayer, respectively) are presented in Fig. 6. 
When the non-measured velocity v is taken into account, the 
instantaneous difference between the original SPIV signals 
and the simulated XHWA ones becomes non-negligible with 
a negative correlation between the velocity difference for the 
(u�

PIV
− u�

HWA
) component and ṽ2 (Fig. 6d), the impact on w′ is 

not as marked with a bias toward both negative and positive 
velocity difference but results in a slightly positive correla-
tion between the (w�

PIV
− w�

HWA
) difference and ṽ2 (Fig. 6e). It 

must be noted here that one cannot directly relate the infor-
mation provided by the jpdfs (as in Fig. 6) to the variance 
difference (as in Fig. 5) but one would have to evaluate the 
jpdfs of the quantity (u�

PIV
− u�

HWA
)(u�

PIV
+ u�

HWA
) against ṽ2 . 

The instantaneous shear-stress is, therefore, also impacted 
by the lateral component leading to an underestimation of 
the shear-stress by the XHWA probe the shear-stress being 

Fig. 5   Wall-normal evolution of the relative error between the vari-
ances or Reynolds shear-stress as measured by the XHWA model and 
SPIV with h = 1.05 (symbols), h = 0 (solid lines) (with � = 45◦ and 
k = 0 ). Relative error of �2

u
 obtained for a single-wire HWA probe 

simulated with (black dashed line) h = 1.05 and (solid black line) 
h = 0 are shown for comparison

Fig. 6   Joint probability density 
functions between the normal-
ized lateral velocity component 
ṽ2 = v2

PIV
∕(u2

PIV
+ w2

PIV
) and the 

difference between the SPIV 
and the XHWA model velocity 
fluctuations a, d u′ , b, e w′ and 
c, f shear-stress u′w′ , com-
puted at (top row) z∕H = 3 and 
(bottom row) z∕H = 1.2 with 
h = 1.05 , � = 45◦ and k = 0 . 
Note the logarithmic scale of 
the color contours. The solid 
black line shows the normalized 
averaged difference as a func-
tion of ṽ2
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negative (the jpdf of (u�w�
PIV

− u�w�
HWA

) gives directly the 
difference of the mean shear-stresses) (Fig. 6f). Results 
obtained at z∕H = 3 where rectification influence is quasi 
non-existent for the � = 45◦ probe show similar trend, with 
a narrower spread of velocity difference (Fig. 6, top row). 
It confirms that the presence of the non-measured velocity 
component, intrinsic to turbulent flows, has a direct influ-
ence on the accuracy of XHWA measurements.

3.3 � Link with ejection and sweep events

As mentioned in the introduction, Djenidi et al. (2014) 
recently confirmed that the acceptance cone angle of the 
XHWA probe can limit the ability of the probe to capture 
strong and frequent flow ejections, leading to a non-neg-
ligible bias of the quantities measured by such a probe. 
They also pointed out that this argument was only a par-
tial explanation of the observed Reynolds shear-stress bias. 
In this section, the relationships between the XHWA error 
and the sweeps (forward downward Q4 motion) and ejec-
tions (backward upward Q2 motion) in the flow is investi-
gated through a quadrant analysis based on the instantane-
ous angle � between the fluctuating velocity components 
u′ and w′ . The use of � allows for the partitioning of the 

flow into Q1 ( 0◦ < 𝜃 < 90◦ ) Q2 ( 90◦ < 𝜃 < 180◦ ) Q3 
( − 180◦ < 𝜃 < − 90◦ ), and Q4 ( − 90◦ < 𝜃 < 0◦ ) events.

Having demonstrated the importance of the non-meas-
ured velocity component v in the XHWA error, the link 
between Q-events and the lateral instantaneous angle � 
between the fluctuating velocity components u′ and v′ is first 
addressed. Figure 7a, c shows the jpdfs of � and � at two 
heights z∕H = 1.2 and 3, respectively. In agreement with 
the fact that the present measurements have been performed 
in the symmetry plane of the cube, the calculated jpdfs are 
symmetric relative to � = 0 , confirming that there is no 
preferential lateral inclination of the Q-events. That is also 
consistent with the expected statistical spanwise homogene-
ity of the flow above the roughness sublayer ( z∕H > 2 ). It 
must be noted here that the absence of any bias in the pre-
sent PIV measurements has been checked, the values of the 
mean spanwise velocity and the cross-correlation between 
v′ and u′ or w′ being found to be zero (not shown here). Q2 
and Q4 events appear to be more frequent than Q1 and Q3. 
However, independently of their nature, a substantial num-
ber of Q-events are laterally inclined, i.e. they are accom-
panied with a non-zero lateral v components. It must be 
noted here that the apparent significant correlation between 
� and � is likely due to the definition of both angles based 
on the inverse of u′ ( tan � = w�∕u� and tan � = w�∕u� ): when 

Fig. 7   Joint probability density 
functions between a, c instanta-
neous flow angles � and � and b, 
d between � and the normalized 
lateral velocity component ṽ2 , 
computed at (top row) z∕H = 3 
and (bottom row) z∕H = 1.2 
with h = 1.05 , � = 45◦ and 
k = 0 . Note the logarithmic 
scale of the color contours
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u′ goes to zero, both |�| and |�| increases towards 90◦ , for 
all Q-events. The quantity ṽ2 = v2

PIV
∕(u2

PIV
+ w2

PIV
) , identi-

fied in the present study as a diagnostic quantity to meas-
ure the error in the velocity components measured by the 
XHWA, shows a dependence on the nature of the considered 
Q-events (Fig. 7b, d). The largest bias ṽ2 occurs for ejec-
tions (Q2) and sweeps (Q4), independently of the considered 
wall-normal location. As these events are known to be the 
largest contributors to the Reynolds shear-stress ⟨u′w′⟩ in 
rough wall flows, this will lead to a poorer estimation of 
this key quantity.

To further investigate this point, jpdfs of � and the nor-
malized difference of the instantaneous shear-stress u′w′ 
measured by PIV and XHWA are presented in Fig. 8. Both 
cases with ( h = 1.05 ) and without ( h = 0 ) the influence of 
the lateral component are shown to emphasize the role of 
v in the performance of XHWA probes. In the case h = 0 , 
the only source of error is the rectification, which depends 
primarily on the wire-angle � of the probe and the dynam-
ics of the flow (Fig. 4a). To help in the interpretation of 
these jpdfs and highlight the difference between Q-events, 
the normalized averaged difference as a function of � is also 
shown superimposed. It must be noted here that in the case 
of the shear-stress difference, averaging these jpdfs over the 
values of both variables directly gives the error shown in 
Fig. 5. The following conclusions are qualitatively the same 

at the two investigated wall-normal locations ( z∕H = 1.2 and 
3). Results demonstrate the dependence of the instantaneous 
shear-stress difference on the nature of the Q-events iden-
tified via the instantaneous flow angle � . When the influ-
ence of v′ is taken into account, all Q-events are marked 
by a significant number of occurrence of large shear-stress 
difference, Q2-events being the most affected (Fig. 8a, c). 
When only rectification is considered (Fig. 8b, d), the bias 
in u′w′ measured by the XHWA probe falls to zero, except in 
the lowest region of the flow and concerns mostly ejections 
events (Q2) in agreement with Fig. 4 and with the conclu-
sion of Djenidi et al. (2014). Comparison of Fig. 8a, c with 
Fig. 8b, d demonstrates that the limiting acceptance cone 
angle is not the sole cause for the bias in XHWA measure-
ments. It even turns out to be a minor contributor in terms 
of frequency of occurrence and magnitude compared to the 
influence of the non-measured component v that accompa-
nies any Q-event.

4 � Conclusion

The performance of the measurement of the streamwise and 
wall-normal velocity components u and w via an XHWA 
probe in the lower part of a high-Reynolds number bound-
ary layer developing over a cube array has been investigated. 

Fig. 8   Joint probability density 
functions between the instan-
taneous flow angle � and the 
normalized difference between 
the SPIV and the XHWA 
model shear-stress u′w′ taking 
into account (a, c) or not (b, 
d) the influence of the lateral 
component, computed at (top 
row) z∕H = 3 and (bottom row) 
z∕H = 1.2 with � = 45◦ and 
k = 0 . Note the logarithmic 
scale of the color contours. 
The solid black line shows the 
normalized averaged difference 
as a function of �
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The present approach relies on SPIV measurements used 
to model a virtual XHWA probe using the effective cool-
ing velocity concept in which the three velocity compo-
nents of the flow can be taken into account to estimate the 
two velocity components in the wire plane, as measured by 
the XHWA probe. Influence of both the wire angle and the 
presence of the non-measured lateral velocity component 
v has been studied separately. As reported in the literature, 
strong instantaneous flow angles (that can be related to the 
occurrence to ejection and penetration events) overranging 
the acceptance cone angle of the probe cause rectification 
of the XHWA signal and lead to an underestimation of the 
variances of u and w and Reynolds shear-stress ⟨u′w′⟩ . In 
the absence of lateral velocity, for a probe with a wire angle 
� = 45◦ , this effect has been found to be confined in the 
roughness sublayer, for z∕H < 2 . Taking into account, the 
lateral velocity v in the probe model showed that the non-
measured velocity component is a major source of error 
leading to a consistent underestimation of the flow statistics, 
with the strongest impact on the variance of the wall-normal 
velocity component and the Reynolds shear-stress. Given 
the intrinsic three-dimensional character of turbulent flows, 
XHWA measurements are doomed to be affected by the error 
caused by the non-measured velocity component v, leading 
to a systematic underestimation of crucial statistics such as 
the Reynolds shear-stress ⟨u′w′⟩ . It will become negligible 
only when ṽ2 = v2

PIV
∕(u2

PIV
+ w2

PIV
) is small. It must be noted 

that large values of ṽ2 are not necessarily associated to strong 
ejection and penetration events. Therefore, when performing 
shear-stress measurements via XHWA, the magnitude of the 
turbulent intensity of the often overlooked lateral velocity 
component should be at least estimated to assess the impor-
tance of the possible bias toward smaller values in the Reyn-
olds shear-stress. Whenever possible, triple hot-wire probes, 
PIV or LDV, should be employed, bearing in mind that they 
present their own difficulties and sources of error,

Finally, recent wind tunnel investigation performed via 
SPIV in atmospheric boundary layer flows over a vegeta-
tion canopy model (Perret and Ruiz 2013) and over bidi-
mensional roughness elements (Blackman et al. 2018) have 
demonstrated that the spanwise velocity component shows 
high level of fluctuations, comparable to that of the two other 
components u and w. The present conclusions regarding the 
performance of the XHWA in rough wall flows can, there-
fore, be expected to apply in these type of flows as well. It 
also emphasizes the need to systematically measure the three 
velocity components to allow for the assessment of the pos-
sible bias existing in XHWA measurements.
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