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1 Introduction

Fluctuating vorticity is a defining feature of all turbulent 
flows. Accordingly, the combined analysis of vorticity and 
velocity holds the potential to reveal fundamental properties 
of turbulence, e.g., see Tennekes and Lumley (1972). The 
clear potential of such measurements is, however, contrasted 
with the capacity to attain them, especially at large Reyn-
olds number. The experimental challenges associated with 
accurately measuring the velocity fluctuations and especially 
the vorticity vector fluctuations at large Reynolds number 
are well known and considerable (e.g., see Wallace and 
Vukoslavčević 2010). Owing to the influence of the no-slip 
condition on flow structure, these challenges are especially 
acute in turbulent boundary layers, e.g., Klewicki and Falco 
(1990).

As is the case for measurement of most turbulence quanti-
ties, there are two apparent ways to address the large Reyn-
olds number measurement challenge. One is to develop 
new technologies to reduce the measurement volume and 
improve the frequency response of the sensor. The other is to 
generate a flow with physically larger (and lower frequency) 
dynamically relevant motions, such that these motions can 
be adequately resolved via existing sensor technology. The 
relatively recently developed Flow Physics Facility (FPF) at 
the University of New Hampshire (Vincenti et al. 2013) fur-
thers the latter approach to simultaneous velocity/vorticity 
vector measurements at previously unattainable Reynolds 
number/spatial resolution combinations.

Even with the more favorable measurement environment 
afforded by the FPF, vorticity fluctuation measuring hot-
wire probes are notoriously difficult to reliably deploy. These 
difficulties pertain to complex geometry effects (leading to 
both heat transfer and aerodynamic sources of uncertainty), 
variations in manufacturing process, calibration drift and the 

Abstract A multi-sensor hot-wire probe for simultane-
ously measuring all three components of velocity and vor-
ticity in boundary layers has been designed, fabricated and 
implemented in experiments up to large Reynolds numbers. 
The probe consists of eight hot-wires, compactly arranged 
in two pairs of orthogonal ×-wire arrays. The ×-wire sub-
arrays are symmetrically configured such that the full veloc-
ity and vorticity vectors are resolved about a single central 
location. During its design phase, the capacity of this sen-
sor to accurately measure each component of velocity and 
vorticity was first evaluated via a synthetic experiment in a 
set of well-resolved DNS fields. The synthetic experiments 
clarified probe geometry effects, allowed assessment of vari-
ous processing schemes, and predicted the effects of finite 
wire length and wire separation on turbulence statistics. The 
probe was subsequently fabricated and employed in large 
Reynolds number experiments in the Flow Physics Facility 
wind tunnel at the University of New Hampshire. Compari-
sons of statistics from the actual probe with those from the 
simulated sensor exhibit very good agreement in trend, but 
with some differences in magnitude. These comparisons 
also reveal that the use of gradient information in process-
ing the probe data can significantly improve the accuracy 
of the spanwise velocity measurement near the wall. To the 
authors’ knowledge, the present are the largest Reynolds 
number laboratory-based measurements of all three vorticity 
components in boundary layers.
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accuracy and appropriateness of the calibration devices, and 
the fragility of these probes. In connection with this, research 
in our group over the past decade has sought to mitigate a 
number of these challenges by developing significantly more 
repeatable manufacturing processes, e.g., grinding and plat-
ing procedures for the probe prongs, precision prong posi-
tioning jigs and procedures, and wire mounting techniques, 
a precision articulating jet calibration device, and improved 
data processing methods that take fuller advantage of the 
flow information provided by a multi-element probe (Ebner 
2014; Morrill-Winter 2016; Morrill-Winter et al. 2015). 
These have led to probes whose electrical properties are 
more predictable and stable, and whose physical robustness 
dramatically reduces mechanical failures of the probe wires 
and their connections to the prongs. Herein we report on the 
development of an 8-wire hot-wire probe that is tailored for 
measurements of the velocity and vorticity vectors in bound-
ary layers, and present measurements from this sensor at the 
large Reynolds numbers provided by the FPF.

To the authors’ knowledge, existing studies of turbulent 
boundary layers that present spatially or temporally resolved 
measurements of the full vorticity vector include the efforts 
of only a small number of research groups, as represented by 
the studies of Balint et al. (1987), Balint et al. (1991), Lem-
onis (1995), Lemonis (1997), Honkan and Andreopoulos 
(1997), Ong and Wallace (1998) and Ganapathisubramani 
et al. (2006). These existing studies are cited extensively 
in this study, and so will be abbreviated as B87, B91, L97, 
HA97, OW98, and G06, respectively, from this point for-
ward. Boundary layer measurements were also presented in 
Tsinober et al. (1992). This study, however, contained results 
from only two positions in the wake region of the flow, as the 
primary focus was on grid turbulence. The data presented in 
all of these studies with the exception of G06 were acquired 
via multi-element hot-wire anemometry probes. The data 
presented in G06 were acquired via dual-plane stereo-PIV 
and thus include more spatial information than the hot-wire 
studies, but are not time-resolved and so lack the tempo-
ral information afforded by the present data. Other optical 
methods, such as single plane stereo PIV (Van Doorne and 
Westerweel 2007), three-plane PIV (Zeff et al. 2003), and 
tomographic PIV (Schröder et al. 2008) have been used to 
measure the velocity gradient tensor in various flows, but 
none of these have been used to produce vorticity statis-
tics in a turbulent boundary layer. As will become apparent 
by the data comparisons herein, previous studies that have 
presented vorticity statistics in turbulent boundary layers 
were performed at low Reynolds numbers, and are character-
ized by a relatively sparse measurement density per profile. 
The current effort employs a sensor design with a physical 
measurement volume and spatial resolution similar to pre-
vious studies, but is able to achieve Reynolds numbers up 
to a decade larger owing to the physical scale of the FPF. 

Furthermore, owing to the physical durability of the present 
sensor, much more detailed profile information is afforded 
by the larger number of points per profile in the present ver-
sus these previous studies.

B87, B91, and OW98 all used a version of the same 
9-wire sensor. Several flaws related to the version of this 
probe used in B87 were pointed out in B91 and corrected 
in the later two studies. B91 and OW98 acquired measure-
ments in boundary layers with a friction Reynolds numbers 
of �+ = �u�∕� ≈ 1100 and �+ ≈ 545, respectively. Here � is 
the boundary layer thickness, � is the kinematic viscosity, 
u� is the friction velocity (=

√

�w∕�), �w is the mean wall 
shear stress, and � is the mass density. The sensor sub-array 
separation (the distance over which gradients were esti-
mated) was approximately 11 viscous lengths in both the 
spanwise and wall-normal directions in B91, compared to 
7 in OW98. Streamwise gradients for this study, as well as 
for all other previous hot-wire studies, were estimated via 
Taylor’s hypothesis.

The measurements presented in HA97 were acquired in 
a turbulent boundary layer with a friction Reynolds number 
of �+ ≈ 1200. The sub-array separation of the probe used 
in this study was approximately 21 viscous lengths in the 
wall-normal direction, and 18 viscous units in the spanwise 
direction.

L97 improved upon the technique of L95 with slight 
modifications to the 20-wire probe originally used in the 
earlier study. The second of these two studies presented data 
acquired in a turbulent boundary layer with friction Reyn-
olds number of �+ ≈ 2300. This sensor had a total sub-array 
separation of approximately 21 viscous lengths in both the 
spanwise and wall-normal directions, and featured 5 sub-
arrays capable of measuring the full velocity vector, whereas 
the probes used by B91 and HA97 featured 3 sub-arrays. The 
use of two additional sub-arrays allowed for a second-order 
estimation of the velocity field, as well as the symmetric 
estimation of all velocity gradients about a common loca-
tion. While the probes and data reduction methods employed 
by B91 and HA97 also produce both the velocity and vorti-
city about a common location, the gradient estimates about 
that location are based on measurement points that are not 
symmetric. The advantages of a symmetric design are noted 
in Vukoslavčević and Wallace (2013), and are related to the 
reduction in error associated with central differencing as 
opposed to forward or backward differencing.

This study presents data acquired in turbulent bound-
ary layers with friction Reynolds numbers ranging from 
�+ ≈ 2600 to 13,200. Owing to the presence of mean shear 
in the turbulent boundary layer, the sub-arrays have been 
arranged to minimize the wall-normal spacing, but at the 
expense of a larger spanwise spacing. Note that aspects of 
the present probe design concept, including the prioritiza-
tion of x2 gradient spacing, stem from conversations with 
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J. Wallace. The spatial resolution associated with the indi-
vidual velocity components ranges from 13 to 25 viscous 
lengths over the �+ range reported herein. The distances over 
which gradients are computed in this study range from 13 to 
25 viscous lengths in the wall-normal direction, and 33–63 
viscous lengths in the spanwise direction. While these larger 
than desired separations lead to significant attenuation of the 
vorticity signals in the near-wall region at large �+, it will 
be shown that there is much less attenuation of the motions 
within the inertial logarithmic layer and wake region.

In the following sections, the effects of finite spatial reso-
lution on the performance of the current probe are quan-
tified using a synthetic probe experiment that is based on 
the interrogation of the turbulent boundary layer DNS data 
set of Sillero et al. (2013). This synthetic experiment has 
similarities to that presented in Vukoslavčević et al. (2009). 
Besides incorporating additional features (such as finite wire 
length effects), the present approach designed, fabricated 
and used an actual sensor based upon features learned from 
the synthetic probe experiments. In the context of the reso-
lution limitations predicted by this synthetic experiment, 
results from four turbulent boundary layer profile scans are 
presented and discussed. Overall, while spatial attenuation 
of the velocity gradients is apparent in the present measure-
ments, it is also apparent that key features of the vorticity 
are captured.

2  Methodology

This section includes a description of the facility, the probe 
and its design, and the various processing schemes used to 
obtain the statistics presented in Sect. 4. In what follows, 
the streamwise, wall-normal, and spanwise directions are 
denoted with the subscripts 1, 2, and 3, respectively. U and 
u, for example, represent the total and fluctuating streamwise 
velocity, while overbar notation indicates a time-averaged 
quantity. Vorticity is denoted by variants of �, with the sub-
script indicating the vorticity component direction.

2.1  Flow physics facility

All of the measurements presented herein were collected at 
the Flow Physics Facility at the University of New Hamp-
shire. This facility is designed for large Reynolds number 
measurements at high spatial resolution, as it produces 
friction Reynolds numbers in excess of 104 with viscous 
length scales as large as 60 μm. These features stem from 
its combination of low speed stability and long streamwise 
development length (>60 m). This is particularly important 
for gradient measurements, as velocity gradient fluctuations 
concentrate over a higher wavenumber range than that of the 
velocity fluctuations. Thus, these measurements require even 

finer spatial resolution than is typically acceptable for the 
measurement of velocity fluctuations. A characterization of 
the FPF can be found in Vincenti et al. (2013), and previous 
u1, u2 and �3 measurements from the FPF are reported in 
Morrill-Winter et al. (2015).

2.2  Enstrophy probe

As discussed in Sect. 1, only a few studies have presented 
time-resolved data of all three components of vorticity 
in boundary layers. In these cases, however, the probes 
employed actually measured the entire velocity gradient 
tensor rather than specifically the vorticity vector. For the 
full velocity gradient tensor, measurement of both the nor-
mal and shear velocity gradients necessitates a probe design 
with at least 9 wires, as with B87, B91, OW98, and HA97. 
Some probes, such as those of L95 and L97 have used as 
many as 20 wires. Velocity gradient tensor probes, for prac-
tical reasons, also require sub-arrays capable of resolving 
all three velocity components each. If, however, the focus 
is only on the velocity and vorticity vectors, a probe may 
be constructed with as few as 8 wires. This 8-wire style 
of probe, a variant of which was first developed by Anto-
nia et al. (1998), need not be composed of sub-arrays that 
each measure all three components of velocity. Reducing the 
number of velocity components measured by each sub-array 
from three to two facilitates a more rugged probe design, 
while significantly reducing the calibration time and pro-
cessing complexity. The merits of targeting just two velocity 
components per sub-array are evidenced by the quality of the 
present velocity variance data.

The present probe geometry is depicted in Fig. 1. As with 
the probes employed in Antonia et al. (1998) and Zhou et al. 
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Fig. 1  Front view of the present probe geometry. Dimensions are 
based on lwp

, the wire length projected onto the x2-x3 plane. Prong 
locations marked by circled dot are at x1 = −
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 and those marked 
by circled times are at x1 = +
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 such that each wire is inclined at 
45◦ to the mean flow. Velocity measurement locations are based on a 
×-wire processing scheme
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(2003), this probe consists of 8 sensing elements, of which 
4 are parallel to the x1–x2 plane and 4 are parallel to the x1
–x3 plane. Unlike these previous sensors, the present design 
positions the horizontally (wall-parallel) oriented wires closer 
together, at the expense of positioning the outboard pairs of ×
-arrays farther apart in the spanwise direction. This attribute 
was chosen, and reinforced from our synthetic probe experi-
ments, to provide better spatial resolution for the wall-normal 
(x2) derivatives. For the probe depicted in Fig. 1, the 4 ele-
ments in the x1–x2 plane yield the u1 and u2 components of 
velocity along with their x3 gradients, while the 4 in the x1
–x3 plane yield the u1 and u3 components of velocity along 
with their x2 gradients. Taylor’s frozen turbulence hypothesis 
is used with the local mean velocity to estimate streamwise 
gradients.

The present sensing elements are 5 μm diameter plati-
num-plated tungsten wire, with a length projected onto the 
x2–x3 plane of lwp

= 0.8  mm, and an overall length of 

lw = lwp

√

2 mm. This constitutes a wire length-to-diameter 

ratio in excess of 225, which satisfies the criteria of Ligrani 
and Bradshaw (1987) to mitigate the effects of conductive 
heat loss. In lieu of wire ‘stubs’ to further mitigate end con-
duction, the 5 μm sensing elements are soldered directly to 
copper-plated steel support prongs, each with a tip diameter 
of 50 μm. This feature allows for a significant reduction in 
measurement volume compared to the stubbed-wire probes 
used in Antonia et al. (1998) and Zhou et al. (2003), and 
subsequently increases the maximum achievable spatial 
resolution. The larger wire diameter and higher tensile 
strength of tungsten also significantly increases the durabil-
ity of the probe relative to the 2.5 μm platinum–rhodium 
used in those studies.

Antonia et al. (1998) described their arrangement as an 
array of four individual ×-wire probes. While this descrip-
tion is apt for their probe and processing scheme, it does 
not apply to the current method of processing. This distinc-
tion will be discussed in detail in Sect. 2.4. For illustrative 
purposes, however, the four ×-array picture is useful for 
understanding the operating principles of the probe, and, 
as reflected by the indicated measurement locations, is used 
in Fig. 1. In this conceptual picture, independent velocity 
measurements are collected at the positions indicated by the 
dots in Fig. 1, and x2 and x3 gradients are estimated by finite 
differences. Note that these estimates are central differences 
about the probe centroid, which afford a higher degree of 
accuracy than a forward/backward or otherwise asymmetric 
difference scheme. The full vorticity vector is resolved about 
the centroid of the probe using the following equations:

(1)�1 =
�u3

�x2
−

�u2

�x3
≈

u3a − u3b

Δx2
−

u2c − u2d

Δx3

The full velocity vector is also resolved about the centroid 
of the probe by averaging (at each instant) the appropriate 
measurements.

2.3  Acquisition

Each wire was operated by one of eight identical custom-
built Melbourne University Constant Temperature Anemom-
eter (MUCTA) channels. The output of each channel was 
routed through an Alligator Technologies USBPGF-S1 
programmable analog low-pass filter. The inner-normalized 
cutoff frequency for each measurement exceeded 1. The 
channels were acquired along with ambient temperature 
and free-stream dynamic pressure using a Data Translation 
DT9836 12-channel 15-bit signed simultaneous A/D board. 
Ambient pressure was recorded manually at regular time 
intervals throughout the experiment.

2.4  Processing

A number of variations of the chosen processing scheme 
were considered. Here we describe the one we chose, along 
with a comparison to a standard ×-wire processing scheme. 
Traditional ×-array processing schemes yield estimates of 
two velocity components from the output of the two sensing 
elements. Since this estimate is presumed to apply at the cen-
troid of the array (as shown in Fig. 1), any non-uniformity in 
the incident flow between the constituent sensing elements 
can result in significant errors, e.g., see Park and Wallace 
(1993). This is of particular concern when measuring wall-
bounded flows, because of the large near-wall mean gradient, 
�U1∕�x2. Multi-array probes have an advantage over a single 
×-array probe in this respect because they are designed to 
measure these same gradients, and thus the measured gradi-
ent estimates can be used to mitigate the effect of the error. 
Below we present results, in Sects. 2.4.2 and 2.4.3, from pro-
cessing the raw probe output in two ways. These demonstrate 
a check for consistency, and provide estimates regarding the 
influence of gradient aliasing.

2.4.1  Calibration

Both processing schemes require information on pitch, yaw, 
and velocity magnitude sensitivity for each wire. This informa-
tion was extracted from a calibration following the same proce-
dure used in the pitch-only calibrations of Morrill-Winter et al. 

(2)�2 =
�u1

�x3
−

�u3

�x1
≈

u1a − u1b

Δx3
−

u3a + u3b

2UcΔt

(3)�3 =
�u2

�x1
−

�u1

�x2
≈

u2c + u2d

2UcΔt
−

u1a − u1b

Δx2
.
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(2015). A bespoke computer-controlled articulating jet was 
used to measure the response of each wire to pitch and yaw 
angles of −30◦ to 30◦ (relative to the flow coordinate system) 
across a range of velocities corresponding to those expected in 
the given experiment. Jet calibrations were performed before 
and after each profile measurement, with each calibration con-
sisting of at least 8 velocities, and each velocity consisting of 
13 pitch and 13 yaw measurements. The response of each wire 
was found to be well described by the formulation in Eq. 5, 
first suggested by Jorgensen (1971):

Equation 4 introduces the ‘effective’ cooling velocity, which 
by its construction completely determines the sensor output. 
For the present analysis, f is constructed by first fitting the 
calibration data to a third-order polynomial of e to determine 
ue, and then fitting a spline through this polynomial so that 
it may be inverted. This process is done for calibration data 
acquired before and after each experiment. The calibration 
curve used to process each profile location is generated by 
interpolating between these two calibrations using the meas-
ured ambient temperature.

Equation 5, more commonly known as Jorgensen’s expres-
sion, states that any incident velocity vector can be resolved 
into an ‘effective’ cooling speed by splitting it into components 
along the directions normal, tangential, and bi-normal to the 
sensing wire axis, and accounting for the difference in cooling 
efficiency in each direction with the coefficients k and h. While 
other models of wire response have been proposed (e.g., see 
Dobbeling et al. 1990), the fundamental tasks of the model 
(when the input data are free from noise) are to fit the calibra-
tion data, and reduce the error associated with interpolation 
between calibration points. When the density of calibration 
points is sufficiently high, all that is required of a functional 
form is that it produces a smooth fit of the data with mini-
mal squared-error. The process suggested by Dobbeling et al. 
(1990), for example, is better equipped to account for asym-
metry in sensor response compared to Jorgensen’s expression, 
and so for certain probe designs provides a superior fit. For the 
present case, however, Jorgensen’s expression produces a sat-
isfactory fit of the calibration data, which, as shown in Fig. 2, 
are densely packed and vary smoothly. Thus, there is little 
potential for error associated with response asymmetry and/
or interpolation. The remaining terms in Eq. 5 are written in 
the flow coordinate system in Eq. 6, where ux is either u2 or u3 
depending on the wire orientation, and � is the ‘effective’ angle 
(Bradshaw 1971) between the wire and the positive streamwise 
axis in the sensor plane.

(4)e = f (ue)

(5)u2
e
= u2

n
+ k2u2

t
+ h2u2

b

(6)u2
e
= (u1 sin � − ux cos �)

2 + k2(u1 cos � + ux sin �)

By subjecting the sensors to a range of (u1, ux) velocity com-
binations, the coefficients k and � can be determined for each 
wire from a least squares fit, along with the coefficients for 
the chosen function f (ue) from Eq. 4. In keeping with the 
findings of Lawson and Britter (1983) and Snyder and Castro 
(1998) (that k and � are velocity-dependent), and following 
the recommendation of Bakken and Krogstad (2004), the 
coefficients k and � are determined separately at each cali-
bration speed, and then treated as a function of speed in both 
of the processing schemes described herein. Upon acquiring 
numerous calibration data sets with the present sensor, how-
ever, it was found that the dependencies of k and � on flow 
speed are very weak for velocities above about 3

[

m

s

]

. Con-

sideration of the sensitivity of each wire to bi-normal cool-
ing had very little effect on any of the statistics presented 
herein. Thus, for the present analysis, the effect of the bi-
normal velocity term h2u2

b
 is neglected. This insensitivity to 

bi-normal cooling is not surprising based on its role in the 
governing equations. Since both sensing elements in a ×-
array are approximately equally sensitive to bi-normal cool-
ing, bi-normal velocity should increase the signal from both 
wires by the same amount. A symmetric increase in signal 
from both sensors should influence only the u1 component 
rather than the u2 or u3 components, as the former is essen-
tially dependent on the sum of the two wire outputs, and the 
latter on the difference between the two wire outputs. It 
therefore stands to reason that bi-normal cooling has very 
little effect on the reduced data, as the magnitudes of the 
cross-stream components u2 and u3 are typically much 
smaller than u1 in the present flow and measurement domain, 
and are thus unlikely to cool the wire enough to dramatically 
affect the u1 output.

E1 E1

0 0.5 · U∞ U∞(a)

(b)

(a) (b)

E
2

−30◦ −15◦ 0◦ 15◦ 30◦

Fig. 2  Surface representation of typical lookup table set. Sample 
probe output given by ◦. a Table for streamwise velocity u1. b Table 
for pitch/yaw angle �x = arctan(ux∕u1)
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2.4.2  Four independent ×‑wire arrays

Under this processing scheme, two-dimensional lookup 
tables adhering to the functional form of Eqs. 4 and 5 are 
constructed using the coefficients extracted from the articu-
lating jet calibration. Unique lookup tables resembling those 
in Fig. 2 are generated for each pair of orthogonal copla-
nar wires. Velocity time-series are interpreted for each pair 
based on the recorded voltage time-series, and estimates of 
vorticity are made according to Eqs. 1–3.

2.4.3  Two 4‑wire ‘gradient arrays’

This processing scheme leverages the additional information 
provided by a multi-wire probe. As introduced in Sect. 2.4, 
a necessary assumption of a single ×-wire probe is that the 
flow is uniform across the measurement volume. While this 
assumption increases in validity as the spatial scale of the 
probe diminishes (or equivalently, as the velocity gradients 
across the wires diminish), it is undoubtedly suspect when 
the object is to measure the gradient over a distance that is 
similar to that over which the flow variations are supposed 
to be negligible. The information provided by the additional 
sensors can be exploited to replace the uniform velocity 
assumption with one that approximates flow variations as 
uniform gradients. Velocity and gradient information are 
recovered simultaneously by solving two sets of four-equa-
tion systems of the form given by Eqs. 7–8. Note that in 
these equations the shorthand sj = sin �j and cj = cos �j has 
been used.

System 1: (wires j = 1–4 in x1–x3 plane)

System 2: (wires j = 5–8 in x1–x2 plane)

The systems represented by Eqs. 7 and 8 are solved for 
each measurement instant using the results obtained by the 
method described in Sect. 2.4.2 as initial guesses.

(7)
u2
ej
=

[(

u1 + hj
�u1

�x2

)

sj −

(

u3 + hj
�u3

�x2

)

cj

]2

⋯

k2
j

[(

u1 + hj
�u1

�x2

)

cj +

(

u3 + hj
�u3

�x2

)

sj

]2

(8)
u2
ej
=

[(

u1 + hj
�u1

�x3

)

sj −

(

u2 + hj
�u2

�x3

)

cj

]2

⋯

k2
j

[(

u1 + hj
�u1

�x3

)

cj +

(

u2 + hj
�u2

�x3

)

sj

]2

3  Synthetic experimental validation

A synthetic probe experiment was developed through the use 
of the boundary layer DNS data set of Sillero et al. (2013). 
The results from these experiments aided in design decisions 
pertaining to the physical probe’s prong positions, as well 
as in better understanding the ramifications of specific wire 
arrangements relative to spatial resolution. Once the probe 
was constructed and deployed, the synthetic experimental 
results allowed an evaluation of the actual performance rela-
tive to the predicted performance. To the extent that spatial 
attenuation scales with viscous units (independent of Reyn-
olds number), the synthetic experiment also allows predic-
tion of the effects of attenuation on measurements at higher 
Reynolds numbers generated by increasing u�∕�. These 
results are described below. The present approach to sen-
sor evaluation, as well as the means by which the predicted 
output is computed, follow a similar methodology as that 
described in Vukoslavčević et al. (2009). To the authors’ 
knowledge, the present probe design and evaluation is the 
first to be aided by DNS-based synthetic experiments from 
inception.

In the synthetic experiments, average velocity is com-
puted using the DNS field interrogated at several points 
along each sensing element. These average velocities are 
passed to Eq. 5 along with typical values for k and h of 0.2 
and 1.05 (Bruun 1995) to obtain effective cooling velocities 
(or, equivalently, wire voltages). Velocity is then recovered 
in the same way as described in Sect. 2.4. This approach 
seeks to emulate the process by which velocity is interpreted 
by the sensor in a physical experiment, and is distinct from a 
simple box filter across the measurement volume. The cur-
rent effort expands upon the methods of Vukoslavčević et al. 
(2009) by considering the effects of finite sensor length (in 
addition to sensor separation), and non-ideal but empirically 
consistent cooling coefficients k and h of 0.2 and 1.05 (as 
opposed to 0 and 1), respectively. The output predicted by 
this method includes the effects of: finite sensor length and 
measurement volume, sensor-separation-related gradient 
error, the error caused by neglecting the bi-normal compo-
nent of velocity, and the distribution of error amongst the 
various terms in Eqs. 7 and 8 when the tangential cooling 
coefficient k is non-zero. Not accounted for by this model 
are the potential effects of: aerodynamic blockage of prongs 
and/or probe body, thermal crosstalk between sensor ele-
ments, deviations in convection velocity from the local mean 
velocity, conductive heat transfer to supporting prongs, con-
ductive heat transfer to the bounding wall, uncertainty in 
calibration, frequency response, sensor drift, and electrical 
noise.
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3.1  Performance of processing methods

The synthetic experiment code allows, for example, a direct 
performance evaluation of the two processing schemes 
described in Sect. 2.4. The correlation between the output 
of each scheme and the known flow input (for the measured 
velocities and gradients) is used to gauge effectiveness, and 
for the two schemes described herein is shown in Fig. 3.

The processing scheme that treats the sensor as two 
4-wire ‘gradient arrays’ improves the velocity measure-
ments for all three components across the entire boundary 
layer when compared to the scheme that treats the sensor as 
4 independent ×-wire arrays. Note that the u2 velocity com-
ponent ×-array curves represent the accuracy of the average 
of the outputs of sub-arrays c and d from Fig. 1, since this is 
necessary to obtain the measurement at the centroid of the 
probe. The accuracy of the u2 component measured from an 
individual sub-array is associated with the centroid of that 
particular array, not with the centroid of the probe. When the 
object is to measure the u2 component at the centroid of the 
probe, the average of sub-arrays c and d is superior to either 
sub-array individually, despite the latter being significantly 
less spatially attenuated.

The u3 component ×-array curves are obtained from pro-
cessing the two central wires as an independent ×-array. 

The largest improvement by incorporating gradient infor-
mation is realized in the u3 signal. This is not surprising, 
as this component is susceptible to error induced by the 
(relatively strong) �u1∕�x2 gradient inherent to boundary 
layer flow (Vukoslavčević and Wallace 1981). The choice 
of the gradient-array scheme seems to have very little effect 
on the accuracy of the gradients themselves for this probe 
orientation, apart from a near-wall improvement in �u1∕�x2. 
Had the measurement elements been arranged such that the 
two central wires were in the same orientation rather than 
orthogonal, this effect may have been reversed. That is, since 
×-arrays of the same orientation will produce the same error 
when exposed to a constant gradient, a quantity based on the 
difference between the two arrays will be unaffected. Thus, 
reversing the orientation of one sub-array would likely shift 
the aliasing error from the average velocity signal to the 
gradient estimation.

4  Physical experimental results

This section includes statistics acquired from physical meas-
urements collected in the FPF. These are plotted alongside 
existing data from the studies described in Sect. 1 as well 

Fig. 3  Correlation between 
predicted probe output and DNS 
flow input for various measured 
quantities. Black lines represent 
results obtained by processing 
the sensor as four independent 
×-wire arrays. Blue lines repre-
sent results obtained by process-
ing the sensor as two 4-wire 
gradient arrays. Dashed lines, 
dash-dotted lines, and dotted 
lines represent inner-normalized 
wire lengths of l+ = 14,  
20, and 25, respectively. Thin 
lines in the u2 and �u2∕�x1 plots 
represent results for a single 
sub-array (c or d from Fig. 1), 
while thicker lines represent 
results for the average u2 signal 
about the probe centroid
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as results predicted by the synthetic experimental valida-
tion described in Sect. 3. Both the physical and synthetic 
experimental data reflect the results of processing with the 
gradient-array approach. The current and existing physical 
data as well as comparisons with synthetic experiments are 
summarized in Table 1. Note that the data from B87 and 
L95 have not been included as these studies were later suc-
ceeded by B91 and L97, respectively. Data from OW98 also 
have not been included, as they were acquired at a very low 
Reynolds number with the same probe as was used in B91.

4.1  Velocity statistics

Mean streamwise velocity and variances of each velocity 
component are plotted in Figs. 4, 5, 6 and 7. The experi-
mental mean velocity data exhibit the expected logarithmic 
behavior between the buffer and wake regions. The friction 
velocity u� was determined by fitting each profile according 
to the composite method suggested by Chauhan et al. (2009), 
where the reciprocal of the slope, �, and the intercept A are 
taken as 0.39 and 4.3, respectively (Marusic et al. 2013). 
This fit causes the four profiles to merge in the logarithmic 
region. The tendency of this probe to slightly underestimate 
the mean velocity close to the wall is predicted by the DNS 
model and observed in the experimental data, with general 
agreement in trend with spatial resolution.

The streamwise velocity variance, plotted in Fig.  5, 
explicitly shows good agreement between the experiment 

and the simulation for �+ close to that of the DNS. The 
observed deviations at larger �+ are expected, as the peak 
variance grows with �+ particularly owing to increased 

Table 1  Summary of present and existing physical experiments as 
well as present synthetic experiments

Marker fill colors vary by processing case, but shapes consistently 
represent the same profiles. Turbulent boundary layer DNS from Sil-
lero et  al. (2013), and all synthetic experimental results calculated 
using available fields from the same data set.  refers to B91,  refers 
to HA97,  refers to L97, and  refers to G06. † Inner-normalized res-
olution based on window size in x1 and x3, and laser-sheet separation 
in x2: x+i  = (24, 20.5, 24)

Method
u�

[

m

s

]

�99[m] �+[−] l
+[−]

8-w HWA 0.16 0.21 2600 14
8-w HWA 0.15 0.63 7300 13
8-w HWA 0.22 0.62 11000 19
8-w HWA 0.29 0.60 13200 25
DNS – – 2000 –
Synth. Exp. – – 2000 14
Synth. Exp. – – 2000 20
Synth. Exp. – – 2000 25
DNS – – 1300 –
9-w HWA 0.14 0.13 1100 6
9-w HWA 0.13 0.14 1200 8
20-w HWA 0.23 0.16 2300 8
2-plane PIV 0.25 0.07 1200 †
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Fig. 4  Inner-normalized mean velocity profiles. Symbols are given 
in Table  1. Inset shows enhanced view of near-wall region to high-
light spatial resolution trends. The depicted slope is calculated using 
� = 0.39 (Marusic et al. 2013)
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Fig. 5  Inner-normalized existing and present streamwise veloc-
ity variance data acquired by probes which simultaneously measure 
velocity and vorticity vectors. Symbols and lines as in Table 1.
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Fig. 6  Inner-normalized existing and present wall-normal veloc-
ity variance data acquired by probes which simultaneously measure 
velocity and vorticity vectors. Dark symbols represent the variance of 
the signal taken from a single sub-array. Light symbols represent the 
variance taken from the average u2 signal, which is resolved about the 
probe centroid
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contributions from large scales (e.g., see Metzger and Kle-
wicki 2001; Hutchins and Marusic 2007), whose measured 
contribution to the variance is not significantly reduced by 
the decreasing spatial resolution of the small scales. Indeed, 
the measured inner peak variance of the �+ ≈ 7300 case 
is considerably larger than that of the �+ ≈ 2600 case at 
approximately matched l+. Regarding these results, and the 
other velocity variances, it is worth noting that, while the 
effects of spatial resolution are detectable, they still consti-
tute some of the largest �+ (yet well-resolved) boundary layer 
measurements in existence.

Of the comparison studies described in Sect. 1 and sum-
marized in Table 1, only B91 and HA97 presented statistical 
moments of the velocity vector components measured with 
the same probe that was used to acquire the vorticity vec-
tor. Direct comparison of the streamwise velocity variance 
between these two studies and the present data is difficult 
owing to the difference in Reynolds number. Thus, a DNS 
result corresponding to �+ ≈ 1300 (taken from the same 
DNS data set as the �+ ≈ 2000 curve) has been added to 
Fig. 5 as a reference for the comparison data. The near-wall 
peak in the B91 data is approximately in the same loca-
tion and of the same magnitude as the peak in the lowest 
Reynolds number profile of the present data. The streamwise 
velocity fluctuation data presented in HA97 do not contain 
a discernible near-wall peak.

In contrast to the �+ dependence exhibited by the stream-
wise velocity variance, the measured inner-normalized 
wall-normal variance closely matches the simulation pre-
dictions interior to the wake region for all Reynolds num-
bers. Attached eddy modeling concepts (Townsend 1976) 
predict this �+ invariance, and consistently, well-resolved 
hot-wire measurements of the wall-normal velocity (Morrill-
Winter et al. 2015) show little to no dependence on �+ in 
the logarithmic region. This may, in part, explain the better 

agreement between the simulated and actual results than 
observed for the streamwise velocity variance.

The two sets of symbols in Fig. 6 represent the signal 
obtained from a single sub-array (dark fill), and the aver-
age of the two sub-arrays (light fill). The variance of the 
average signal between the two arrays has clearly suffered 
significant attenuation close to the wall relative to the indi-
vidual sub-array signal. This average signal is, however, 
most appropriate for computing the �u2∕�x1 component of 
�3 (and velocity–vorticity correlations) since it is resolved 
about the center of the measurement volume.

The present lowest Reynolds number wall-normal veloc-
ity fluctuation data exhibit good agreement with the data 
presented in B91, but not with the data presented in HA97.

There is a paucity of experimentally measured boundary 
layer spanwise velocity data in the literature, especially at 
large Reynolds number. The present spanwise velocity vari-
ance profiles are plotted in Fig. 7. The dark-filled symbols 
represent the same data as the light-filled symbols, but pro-
cessed as individual ×-array pairs. These data demonstrate 
that inclusion of gradient information significantly reduces 
the u3 signal variance close to the wall. This influence is 
anticipated given that the u3-measuring array is sensitive to 
the �u1∕�x2 gradient. The lowest Reynolds number experi-
ment closely matches the corresponding simulation predic-
tions regarding spatial resolution, and reproduces subtle fea-
tures such as the slight ‘plateau’ in the profile just interior 
to its sharp decrease in the outer region. The three largest 
Reynolds number profiles are distinct from the DNS results. 
This is to be expected, as the current data along with availa-
ble well-resolved experimental evidence from Baidya (2015) 
indicate a strong �+ dependence in the inner-normalized u3 
variance, thus limiting the usefulness of comparisons with 
the lower Reynolds number simulation.

As with the streamwise velocity variance, direct compari-
sons between the present and existing data sets is difficult 
owing to the difference in Reynolds number. Thus, a second 
DNS curve (see Table 1) has again been included as a more 
appropriate reference for the existing data sets of B91 and 
HA97. The spanwise velocity fluctuation data presented 
in B91 are uniformly below the approximately matched �+ 
DNS prediction curve by a considerable margin, while the 
data presented in HA97 uniformly exceed the same DNS 
curve.

The experimental and simulated profile predictions of the 
u1u2 Reynolds shear stress, plotted in Fig. 8, show very good 
agreement interior to the logarithmic region. The light and 
dark-filled symbols represent the covariance of the mean u1 
and u2 signals about the center of the probe, and the mean 
of the individual covariances of sub-arrays c and d, respec-
tively. Again, the covariance of the mean signal is more 
spatially attenuated, but it is associated with the signal that 
is best used for correlations or conditional statistics as it is 
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Fig. 7  Inner-normalized existing and present spanwise velocity vari-
ance data acquired by probes which simultaneously measure velocity 
and vorticity vectors. Light-filled symbols are given in Table 1. Dark-
filled symbols represent the same data as the light-filled symbols with 
matching shape, but processed as individual ×-wire arrays
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resolved about the centroid of the measurement volume. The 
experimental results match the simulation predictions for the 
�+ ≈ 2600, 11,000, and 13,200 cases quite well. The cause 
of the apparent discrepancy in the near-wall region of the 
�+ ≈ 7300 case is unknown at this time.

The Reynolds shear stress data presented in B91 and 
HA97 are generally quite close the present low Reynolds 
number individual sub-array data, but are slightly above 
the present centroid-resolved data in the near-wall region. 
However, given the sensitivity of this quantity to meas-
urement error, it is not advisable to use the magnitude 
of the Reynolds shear stress as an analogue for sensor 
resolution.

The Reynolds shear stress is one of the most difficult 
quantities to measure, particularly with increasing �+. This 
stems from it being constructed from signals whose domi-
nant spectral contributions shift to disparate wavenumbers 
as �+ becomes large. Accordingly, the magnitude of the 
u1u2 profile has a sensitivity to probe misalignment in the 
flow. Operationally, such misalignment can be detected in 
at least two ways. The first is to observe a proportional 
increase in U2 with U1 in the processed results. The second 
is to pass free-stream calibration data to the lookup tables 
generated by the jet calibration described in Sect. 2.4.1, and 
look for the effect of an apparent offset. This offset occurs 
when the jet calibrator is not perfectly aligned, and was 
observed to be up to ±2◦. This can be corrected by simply 
subtracting the offset angle globally from the nominal 
pitch/yaw calibration angles and processing as normal. The 
pitch and yaw offset values used to process these data sets 
were determined by comparing the free-stream calibration 
to the jet calibration. Figure 9 shows the sensitivity of the 
magnitude of the Reynolds stresses (excluding u2u3) to this 
offset angle at y+ ≈ 300, where the Reynolds shear stress 
u1u2  should be close to 1 for all of the present 

measurements. The trends shown in Fig. 9 are consistent at 
all wall-normal locations interior to the wake region. In the 
wake region all measured Reynolds stresses are less sensi-
tive to the offset angle. The magnitudes of the stresses 
determined by the pitch sensors, u2

1c,d
, u2

2
 and u1u2, are quite 

sensitive to alignment error, while those determined by the 
yaw sensors appear to be less sensitive.
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Fig. 8  Inner-normalized existing and present Reynolds shear stress 
data acquired by probes which simultaneously measure velocity and 
vorticity vectors. Dark symbols represent the covariance of the signal 
taken from a single sub-array. Light symbols represent the covariance 
taken from the average u1u2 signal, which is resolved about the probe 
centroid
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Fig. 10  Inner-normalized existing and present RMS profiles of 
streamwise vorticity fluctuations and predicted results
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4.2  Vorticity statistics

The RMS profiles of each vorticity component and their 
constituent gradients are plotted in Figs. 10, 11, 12, 13, 
14, 15 and 16. Data from those studies outlined in Sect. 1 
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Fig. 11  Inner-normalized RMS of the �u3∕�x2 gradient and predicted 
results
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Fig. 13  a Inner-normalized existing and present RMS profiles of 
wall-normal vorticity fluctuations and predicted results. Inset high-
lights the effects of computing the �u1∕�x3 gradient with a forward 
or backward difference (dark fill) as opposed to a central difference 
(light fill). b Simulated correlation coefficient between the measured 
�u1∕�x3 gradient and its known value at the probe centroid as com-
puted with a forward or backward difference (dark line) as opposed 
to a central difference (light line). Note that the dark fill symbols in 
the inset of a correspond to the poorer correlation coefficient, despite 
having RMS values closer to the fully resolved DNS
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Fig. 14  Inner-normalized RMS of the �u3∕�x1 gradient and pre-
dicted results. Light-filled symbols represent the profiles summarized 
in Table 1 processed as two 4-wire gradient arrays. Dark-filled sym-
bols represent the same data as the light-filled symbols with matching 
shape, but processed as individual ×-wire arrays
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which simultaneously acquired all three components of 
vorticity are summarized in Table 1, and are included on 
the vorticity RMS figures.

4.2.1  Streamwise vorticity

The RMS profiles of �1 merge under inner-normalization, 
despite the simulation prediction of decreasing RMS with 
increasing l+. This result apparently contrasts with virtually 
all other statistics, in which the trends (and often the actual 
profile magnitudes) are closely predicted by the synthetic 
probe experiments. The observed disagreement is likely con-
nected to a Reynolds number trend competing with spatial 
resolution attenuation (�1 is known from DNS to undergo 
a �+ dependence at low �+), but based on the agreement 
between the two matched l+ cases (  and ), this does not 
appear to be the entire story.

The present data are in close agreement with the data of 
L97, and are generally of similar magnitude to the data of 
B91. All present data and available comparison data fall 
below the values of HA97, which exceeds the fully resolved 
DNS in some regions despite being collected at Reynolds 
number roughly half that of the DNS.

Inspection of the RMS profiles of the constituent gra-
dients of �1, shown in Figs. 11 and 12, reveals very good 
agreement between experiment and simulation for �u2∕�x3.  
Note that the predicted and actual RMS profiles for the 
�u3∕�x2 gradient are much closer to the fully resolved DNS 
curve than are those of the �u2∕�x3 gradient. This is a result 
of the prioritization of x2 gradients in the probe design. The 
same disagreement is observed in the �u3∕�x2 RMS profile 
as is observed in the �1 RMS profile. As the RMS values 
of �u3∕�x2 are generally much larger than those of �u2∕�x3,  
it seems that the observed behavior of �1 derives from the 
measured behavior of �u3∕�x2. The source of this disagree-
ment in trend between experiment and simulation is thus 
left unclear. The RMS profiles of the constituent gradients 
of �1 for the approximately matched spatial resolution cases 
appear to merge (to within the scatter of the data) under 
inner-normalization interior to the wake region, suggesting 
that inner-scaling is appropriate.

4.2.2  Wall‑normal vorticity

The experimental RMS profiles for �2 show good agreement 
in trend with the simulation predictions, albeit with slightly 
lower magnitudes than expected. Interestingly, the RMS 
profiles for the constituent gradients �u1∕�x3 and �u3∕�x1 
show even better agreement with the simulation predictions. 
This indicates some degree of deviation from expectation in 
the covariance between the two constituent gradients. The 
close agreement between the predicted and actual �u3∕�x1 
gradient suggests that Taylor’s frozen turbulence hypothesis 

is appropriate (at least in a mean sense) for the spanwise 
velocity. The RMS profiles of these gradients for the approx-
imately matched spatial resolution cases also appear to 
adhere to a single curve under inner-normalization interior 
to the wake region.

The two higher-resolution �2 RMS profiles of the present 
effort are in close agreement with the data of L97 and G06. 
As discussed in Sect. 1, the probe used in L97 made possible 
a symmetric central difference approach to all gradients, the 
merits of which are described in Vukoslavčević and Wal-
lace (2013). This data set was also collected at the highest 
Reynolds number of all the comparison data, being roughly 
equal to the lowest Reynolds number of the present data set. 
When the �u1∕�x3 constituent gradient is calculated using 
the difference between the u1 output of sub-arrays c and d 
(i.e., a central difference relative to the probe centroid), the 
present RMS profiles lie below the data of B91 and HA97. 
However, as illustrated in the inset of Fig. 13a, if the �u1∕�x3 
constituent gradient is instead calculated from the difference 
in u1 between the probe centroid and either sub-array c or d 
(i.e., a forward or backward difference relative to the probe 
centroid), the present RMS profile increases substantially, to 
near agreement with the data of B91 and HA97. The RMS 
data of HA97 are still higher than the present data (regard-
less of processing) in the outer region of the flow, though it 
is worth noting that these data also exceed the fully resolved 
DNS values, despite their being collected at a Reynolds 
number substantially lower than that of the DNS. While the 
increased RMS associated with the forward/backward dif-
ference scheme brings the present data closer to the fully 
resolved DNS curve, it is shown in Fig. 13b to represent 
a far less accurate measure of the target time-series. The 
beneficial cancellation of first-order error associated with 
a central difference scheme clearly outweighs the superior 
spatial resolution associated with the forward/backward dif-
ference scheme in the present case.

4.2.3  Spanwise vorticity

The RMS profiles of �3 also match the simulation predic-
tions quite well. The predicted trend with l+ is observed and 
is in agreement with the trend reported in Morrill-Winter 
et al. (2015). The RMS profiles of the constituent gradients 
of �3 are shown in Figs. 17 and 18, and also show very 
good agreement with the simulation predictions. In particu-
lar, the agreement between the predicted and actual �u2∕�x1 
RMS profiles for both the individual sub-array and cen-
troid-resolved cases suggest that Taylor’s frozen turbulence 
hypothesis is, at least in a mean sense, appropriate for the 
wall-normal velocity. The RMS profiles of these gradients 
for the approximately matched spatial resolution cases also 
show agreement under inner-normalization interior to the 
wake region.
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The present data are in close agreement with the data of 
B91, L97, and G06 interior to the wake region. The �3 RMS 
data of HA97 are higher than the present data as well as the 
rest of the comparison data over much of the domain.

A further check of the measurement fidelity of �3 is its 
skewness, S�3

, plotted in Fig. 19. It is rational to expect S�3
 

to skew toward the sign of Ω3 (negative in this coordinate 
system) based on the existence of concentrated regions of 
shear (e.g., as observed by Meinhart and Adrian (1995)). By 
definition, these regions of shear are characterized by strong 
intermittent spanwise vorticity of the same sign as the mean. 
This is indeed what is observed in the present data as well 
as the DNS of Sillero et al. (2013). The experimental data 
match the simulation predictions very well in trend where 
a spatial resolution effect is predicted, namely interior to 
the logarithmic region. The simulation results do not show 
a spatial resolution trend in the logarithmic region. When 
combined with the predicted behavior of the RMS profile, 
this indicates that the attenuation that does occur does not 
impact the vorticity of one sign more than the other at the 
simulation Reynolds number. This, along with the agree-
ment between the two profiles with approximately matched 
l+, suggests that the agreement observed in the logarithmic 
region across all measured Reynolds numbers is reflective 
of the underlying physics of the flow rather than an artifact 
of imperfect spatial resolution.

The spanwise vorticity skewness data presented in B91 
and HA97 did not extend far enough from the wall to capture 
this trend. Still, where comparison is possible, the present 
data show close agreement in magnitude and trend with the 
data of B91. The data of HA97 are of a similar magnitude as 
the present data, but do not exhibit the same trend.

5  Conclusions

A multi-sensor hot-wire probe tailored for the simultaneous 
measurement all three components of velocity and vorticity 
in boundary layers has been designed, fabricated and tested. 
The design of this probe was guided by a DNS-based syn-
thetic probe experiment that extends the initial such work 
of Vukoslavčević et al. (2009) by accounting for finite wire 
length and non-ideal cooling coefficients. To the author’s 
knowledge, this is the first instance that DNS has been used 
from the start to guide the design and eventual testing of an 
actual physical probe. The resulting probe yields reliably 
repeatable data, and, when compared to similarly compact 
probes, is physically rugged. These attributes are implicitly 
demonstrated by the quality (smoothness) and data density 
of the experimental profiles presented herein.

The synthetic experiments were especially useful in 
quantifying the effects of including gradient information 
in the data processing, and comparing the accuracy of cen-
tered versus non-centered estimates of various gradients 
and velocity components. It is found that access to gradi-
ent information significantly improves the measurement 
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from a single sub-array. Light-filled symbols represent the RMS 
taken from the streamwise gradient of the average u2 signal, which is 
resolved about the probe centroid

x+
2

∂
u
1

∂
x
2

+

101 102 103 104
0

0.05

0.1

0.15

0.2

Fig. 18  Inner-normalized RMS of the �u1∕�x2 gradient and predicted 
results

l+

x+
2

S
ω
3

101 102 103 104
−4

−3

−2

−1

0

1

Fig. 19  Existing and present skewness profiles of �3 and predicted 
results



 Exp Fluids (2017) 58:148

1 3

148 Page 14 of 15

of u3 near the wall owing to the undue influence of the 
�u1∕�u2 gradient on the u3 signal for a typical horizontal ×
-wire array. Spanwise gradient information estimated over 
the width of the probe did not have a noticeable effect on 
the u2 signals produced by the individual vertical ×-wire 
arrays. While this data reduction scheme was only tested 
on one probe orientation, we tentatively surmise that the 
effectiveness of including gradient information depends at 
least on the separation ratio between the two probes used 
to measure the gradient and the two sensing elements of a 
single sub-array. In the present case this was 2 for the wires 
in the x1–x3 plane and 5 for the wires in the x1–x2 plane.

The probe was deployed in the UNH FPF boundary 
layer to leverage the large physical scales and low speeds 
at large �+. Experiments were conducted over nearly a 
decade in friction Reynolds numbers. The results of these 
physical experiments are compared to predictions based 
on the same synthetic experiment that was used to aid in 
the probe design and processing scheme evaluation. To 
the degree to which matching DNS predictions of signal 
variance indicates measurement quality, the present effort 
represents the most successful attempt to measure the 
velocity vector in a turbulent boundary layer by means 
of a technique also capable of simultaneously measuring 
the vorticity vector. Even compared to studies which tar-
geted the velocity vector but not the vorticity vector (in a 
turbulent boundary layer), the present profiles represent 
some of the largest Reynolds number (well resolved) data 
in existence. The inner-normalized spatial resolution of 
the present sensor is shown to result in considerable vor-
ticity component attenuation in the near-wall region. Still, 
the predicted correlation coefficients and the good agree-
ment generally observed between the experimental results 
and the simulation predictions (despite the differences in 
Reynolds number) suggest that much of the time-series 
information is captured, particularly in the inertial loga-
rithmic and wake regions. In the profile statistics where a 
magnitude difference is observed between the experiment 
and the predictions, there is generally agreement in spa-
tial resolution trend. The agreement between the gradi-
ent RMS profiles between the matched spatial resolution 
measurements at �+ ≈ 2600 and �+ ≈ 7300 suggests that 
inner-normalization is at least approximately appropriate 
for shear velocity gradients interior to the wake region.

The synthetic experiment predicts spatial resolution inde-
pendence in the �3 skewness in the logarithmic region at 
a friction Reynolds number of �+ ≈ 2000. This prediction, 
combined with the agreement with all of the experimental 
data, at both matched and disparate l+, suggests that the mix-
ture of positive and negative spanwise vorticity fluctuations 
is essentially independent of Reynolds number. The skew-
ness profile also appears to follow an approximately loga-
rithmic trend in the region where the mean velocity profile 

is logarithmic. This behavior is hypothesized to be related 
to the changes in strength and/or spatial organization, with 
changing distance from the wall, of the internal shear lay-
ers that are known to exist. Elucidation of this relationship, 
however, requires further investigation.
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