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strongly influences the nozzle exit velocity profile at con-
finement heights between 0 < H/D < 1. This is of particu-
lar relevance with regard to the choice of inlet boundary 
conditions in numerical models, and it was found that it is 
necessary to model a jet tube length L/D > 0.5—where D 
is the inner diameter of the jet—in order to minimise mod-
elling uncertainty.

1  Introduction

Impinging jets are applied to a wide range of engineering 
applications including the annealing of metals and plastics, 
turbine blade cooling, food processing, and more recently, 
electronics cooling. This paper focuses on the nozzle exit 
velocity profile of an impinging jet confined to a low noz-
zle-to-plate spacing (H/D). There have been a number of 
reviews identifying the significant parameters that impact 
the fluid dynamics of an impinging jet—(Webb and Ma 
1995; Lienhard 1995; Martin et  al. 1977; Jambunathan 
et  al. 1992; Polat et  al. 1989; Garimella and Rice 1995). 
These fundamental parameters include: nozzle-to-plate 
spacing (H/D), Reynolds number (Re), nozzle diameter, 
nozzle cross-sectional geometry, nozzle length-to-diameter 
(L/D), flow confinement, and inlet turbulence level. Chang-
ing any one of these parameters can influence the fluid 
dynamics at the nozzle exit of the impinging jet. The aim 
of this paper is to present accurate nozzle exit flow profiles 
of an impinging jet confined to a low H/D to inform the 
boundary conditions selected in numerical simulations con-
fined to similar constraints.

The features of an impinging jet can be divided into 
three distinctly different zones: the free jet zone; the stag-
nation zone; and the wall jet zone, as shown in Fig. 1.
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–– The free jet zone refers to the region where the jet is 
unaffected by the impingement surface Deshpande 
and Vaishnav (1982). The free jet zone comprises a 
potential core surrounded by a shear layer. Within the 
potential core of the jet, both the fluid velocity and 
turbulence intensity remain unaffected by the shear 
layer. The shear layer entrains the ambient fluid cre-
ating high levels of turbulence that, in turn, cause 
both the radial spread of the jet and the core diam-
eter to diminish. When the shear layer penetrates the 
centre-line of the potential core, its axial velocity 
begins to decrease and the turbulence intensity begins 
to increase. Beyond the potential core of the jet, a 
decrease in centre-line velocity is seen coupled to an 
increase in turbulence.

–– The stagnation zone is created when a jet impinges 
onto a target surface. Within the stagnation zone, the 
axial velocity of the jet decelerates and is deflected in 
the radial direction. This zone initiates at the onset of 
the deceleration of axial velocity, which is caused by the 
impingement on the target surface. Martin et al. (1977) 
and Gardon and Akfirat (1965) showed that the jet 
development begins to be influenced by the target sur-
face at approximately H/D = 1.2 above the impinging 
surface. Fitzgerald and Garimella (1998) also showed 
that for H/D < 1.5, the centre-line velocity drops rap-
idly as a result of the stagnation zone of the impinging 
jet.

–– The wall jet zone exists beyond the radial limits of the 
stagnation zone, where the jet develops radially across 
the target surface. While complex fluid dynamics occur 
in this region, as shown by Jeffers (2009), it is beyond 
the focus of this paper, which is concerned with the 
fluid dynamics across the jet’s nozzle exit.

The velocity profile across the nozzle exit is generally a 
predefined boundary condition in the majority of numerical 
simulations found in the literature. This technique is used 
to simplify the model in order to save on computational 
time, especially if the model includes complex impinge-
ment features and arrays of jets. For convenience, the 
majority of these simulations employ either a fully devel-
oped or undeveloped flat nozzle exit velocity profile as an 
inlet boundary condition. The ultimate precision of any 
numerical simulation relies on the accuracy of these prede-
fined boundary conditions. Hadziabdic and Hanjalic (2008) 
compiled a large eddy simulation (LES) to model the fluid 
dynamics and heat transfer from a round jet impinging on 
a flat plate held at H/D = 2. They also generated a sepa-
rate LES simulation to produce a fully developed turbulent 
pipe flow, from which they extracted the fluid dynamics 
at every time step to replicate the nozzle exit condition of 
a fully developed turbulent impinging jet. Alimoham-
madi et al. (2014) separately modelled a long nozzle pipe 
and mapped the nozzle exit to the domain inlet to save on 
computational time. Hattori and Nagano (2004) also used 
a fully developed turbulent pipe flow to define the flow 
condition at the nozzle exit. Their primary objective was to 
model an impinging jet using direct numerical simulation 
(DNS) and examine the effects of H/D spacings between 
0.5 < H/D < 2.0. Behnia et  al. (1999) also employed a 
fully developed turbulent flow profile for their nozzle inlet 
condition and performed a numerical analysis to determine 
the effects of jet confinement coupled with the influence of 
H/D ratios between 0.25 < H/D < 2. Satake and Kunugi 
(1998) performed a DNS simulation for an impinging 
jet confined to a H/D = 6. They assumed that the veloc-
ity profile at the nozzle exit was fully developed and tur-
bulent. Caggese et  al. (2013) modelled an entire plenum 
section in order to avoid inaccuracies in their numerical 
results, this approach computationally intensive. Thielen 
et  al. (2005) compiled numerical simulations using k − ε 
and v2f  methods to model impinging jet arrays confined to 
a H/D = 4 and utilised an undeveloped flat velocity profile 
across the nozzle exit. There are three physical parameters 
which influence the velocity profile at the nozzle exit: noz-
zle diameter to jet tube length (L/D) aspect ratio; the nozzle 
shape, and the fluid dynamics associated with the stagna-
tion zone when the jet is confined to low H/D ratios.

This paper considers the influence of the stagnation 
zone on the velocity profile at the nozzle exit for low H/D 
confinements. There is literature that supports the notion 
that the fluid dynamics of the impinging jet change as the 
H/D ratio is reduced; however, the data presented are very 
limited. Fitzgerald and Garimella (1998) showed that for 
H/D > 1.5, the centre-line velocity of the jet was unaf-
fected by the impinging plate; however, for H/D < 1.5 , the 
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Fig. 1   Impinging jet schematic illustrating the free jet zone, the stag-
nation zone, and the wall jet zone
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centre-line velocity of the jet drops rapidly. These results 
agree with those found by Martin et  al. (1977) and Gar-
don and Akfirat (1965) who reported that the target sur-
face begins to have an effect at 1.2 D. This paper presents 
an in-depth analysis of the nozzle exit flow conditions of 
impinging jets affected by its stagnation zone. The results 
from this study are of particular relevance for contempo-
rary numerical simulations, where the nozzle exit con-
dition is usually a predefined boundary condition to save 
on computational time. A submerged and confined water 
jet was experimentally assessed for Reynolds numbers 
between 1350 < Re < 17,300, and confinement heights 
between 0.25 < H/D < 8.75. The main focus of this paper 
is towards turbulent jet flow regime; however, laminar flow 
data are also presented. Particle image velocimetry (PIV) 
was used to quantitatively measure the flow fields sur-
rounding the nozzle exit. The results presented show that 
the fluid dynamics in the stagnation zone of an imping-
ing jet affect the nozzle exit velocity profile for confine-
ment heights between 0.25 < H/D < 1. It was shown that 
as the H/D ratio decreases from H/D = 1, the stagnation 
zone backpressure effect increases. To support what was 
found experimentally, numerical simulations of a turbulent 
jet impingement were also conducted using the Reynolds-
averaged Navier–Stokes (RANS) approach. These models 
were used to predict the flow features generated as a result 
of the stagnation zone backpressure phenomena. A para-
metric study, using this numerical approach, was also con-
ducted. The main objective of this paper is to investigate 
the influence of the initial boundary conditions, assumed at 
the nozzle exit, on the predicted velocity fields above the 
impingement surface in numerical models. The resultant 
findings from this paper can be used for clearly defining, 
and therefore reducing uncertainty, in the nozzle boundary 

condition when simulating low H/D jet impingement sce-
narios (i.e. H/D < 1).

2 � Experimental and CFD methods

The objective of this study is to evaluate the effects of 
the stagnation zone fluid dynamics on the nozzle exit 
velocity profile of an impinging jet confined to low 
H/D ratios. In order to achieve this objective, a cus-
tom measurement facility was created for experimental 
assessments, and a numerical model was developed to 
replicate this test facility. The experimental facility was 
capable of performing PIV, which was used to generate 
time-averaged velocity magnitude plots. PIV was chosen 
as it is a non-invasive method of achieving instantane-
ous 2D velocity vector field measurements. From these 
plots, the flow fields surrounding the stagnation zone of 
the jet were established. The experimental results were 
validated against theoretical velocity profile predictions. 
The experimental apparatus, test procedure, numerical 
analysis and uncertainty analysis are presented in this 
section.

2.1 � Experimentation

Velocity field measurements were taken using PIV on a 
confined and submerged water jet over a range of H/D 
ratios between 0.25 < H/D < 8.75 to fully characterise 
the effect of this backpressure phenomenon surround-
ing the stagnation zone. Figure 2 shows the experimental 
apparatus used to visualise the fluid dynamics of a water 
jet. The jet in this facility exits a transparent straight 
round pipe with an inner diameter D = 16mm, outer 
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Fig. 2   PIV experimental apparatus
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diameter 20 mm, and a length of 1600 mm that equates 
to 100 diameters (D). The tube length was chosen to 
insure that the flow was fully developed by the nozzle 
exit. Bejan (2004a, b) presented two equations, which 
showed for the range of Reynolds numbers (Re) tested 
in this paper, that fully developed laminar and turbulent 
pipe flow occurs at approximately 100 and 10 D, respec-
tively. Fox et  al. (2004a) reported that a turbulent pipe 
flow may not be fully developed after an entrance length 
of up to 80  D, and this is why a conservative jet tube 
length of 100 D was chosen for this study. After the jet 
exits the tube, it impinges onto a flat plate (⊘200mm). 
Thereafter, the fluid is allowed to develop radially along 
the impinging plate, restricted only by a confining plate 
positioned at the nozzle exit. The water is then collected 
by a transparent reservoir tank positioned 200 mm above 
the pump in order to obviate cavitation and to prevent 
air bubbles entering the system. Finally, the water is 
returned to the pump, thus completing the flow circuit. 
A TSI PIV system was used to: visualise the flow field; 
extract velocity data from the jet flows; and study the 
effect of stagnation zone fluid dynamics on the nozzle 
exit velocity profile.

The PIV parameters in this study were chosen to give 
the clearest velocity vector plots with the lowest uncertain-
ties. This was achieved by matching the image capture rate 
and interrogation area to capture the dynamics of the flow. 
Generally, there are five parameters that can be varied to 
optimise the PIV results: laser sheet thickness; particle size 
and concentration; interrogation area size; distance between 
each pixel, which is affected by the image magnification 
and camera resolution; and the distance travelled by each 
particle, which is affected by the time interval between 
each laser pulse. Table 1 shows the parameters used in this 
experimentation for each of the flow visualisation experi-
ments carried out.

The experimentation apparatus was set up as shown 
in Fig. 2. The laser was orientated to dissect the jet, and 
the camera was orthogonally aligned and focused on 
the area of interest. The apparatus was filled with the 
working fluid to the water level shown in Fig.  2. This 

level was chosen to reduce the effects of ambient pres-
sure on the flow structures formed. PIV tracer particles 
(silver-coated hollow glass spheres) were added until a 
sufficient concentration was met, as quantified by Rieth-
muller (2003). The tank was stirred until a homogeneous 
mixture of fluid to tracer particles was achieved within 
the system. The flow rate in the system was adjusted by 
changing the voltage applied to the centrifugal pump. 
The flow rate recorded from the rotameter and the water 
properties—dictated by the temperature recorded in 
the tank—were used to calculate the Re number. One 
thousand image pairs were recorded for each of the Re 
tested, and three thousand four hundred image pairs 
were recorded for the Reynolds stress analysis. Both 
the fluid dynamics surrounding the stagnation zone and 
their influence along the jet tube were assessed over a 
range of Reynolds numbers between 1350 < Re < 17,300 
and for H/D ratios between 0.25 < H/D < 8.75. Gener-
ally, in jet analysis, Reynolds number is referenced to 
the jet’s inner diameter (D) and the mean inlet velocity 
across the nozzle (Vm):

where ρ and µ are density and dynamic viscosity, respec-
tively. Velocity magnitude plots in this study are normal-
ised to the mean inlet velocity of the jet (Vm) (Riethmuller 
2003; Webb and Ma 1995). The Reynolds stress analysis 
presented in this paper was calculated in the streamwise 
direction using Eq.  2 and in the radial direction using 
Eq. 3.

where u and v are the PIV velocity components in the 
streamwise and radial direction, respectively.

(1)Re =
ρVmD

µ

(2)
u′u′

V2
m

=
u.u− ū.ū

V2
m

(3)
v′v′

V2
m

=
v.v − v̄.v̄

V2
m

Table 1   PIV parameters PIV parameters H/D = 0.25 H/D = 0.37 H/D = 0.62 H/D = 1 H/D = 8.75 Units

Length per pixel 10.71 14.46 14.56 17.46 17.24 µm

Vector spacing 208 180 235 200 178 µm

Initial interrogation size 40× 40 –

Final interrogation size 24× 24 –

Time between images 10–200 µs

Laser sheet thickness 1.2 mm

Tracer particle size 8–12 µm

Camera resolution 1600× 1200 Pixel
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2.1.1 � Experimental uncertainty

The uncertainties in the primary measurements were mini-
mised as follows: flow rate uncertainty was minimised with 
the utilisation of two calibrated rotameters, which were 
capable of recording flow rates between the range of: 1.6–
18 l/min with a maximum uncertainty of 12 % and 0.2–2 l/
min with a maximum uncertainty of 15 %.
The influence of image distortion in the jet tube was 
assessed and presented in Fig.  3. A small grid was laser 
cut out of acrylic and parameterised using a Keyence 
VHX digital microscope. This grid was then pictured in 
two locations: the first was the water-filled jet tube with 
its water jacket around it, as shown in Fig. 2, and the sec-
ond was on its own in air. The distortion caused by the 
refractive index mismatch of water (1.33) against the 
acrylic jet tube (1.49) is shown in Fig.  3. There is little 
distortion across the jet tube with the maximum seen at 
the edges where distortions of up to 75µm were observed. 
The authors believe that this difference is minimal and has 
not been corrected for throughout the paper; however, it 
may contribute to some uncertainty near the walls of the 
jet tube. In order to minimise the uncertainty with the rest 
of the PIV measurements, the following six rules devel-
oped by Keane and Adrian (1990) and TSI (1999) were 
strictly adhered to.

–– One thousand particle image pairs, per interrogation 
area, were used in order to minimise the uncertainty in 
the statistical calculations for velocity magnitude. Three 
thousand four hundred image pairs were recorded to 
minimise the uncertainty in the Reynolds stress data.

–– The interrogation area was chosen of sufficient size so 
that one vector reliably described the flow.

–– In-plane displacements >25 % of the interrogation size 
were avoided.

–– In-plane displacements <2 particle image diameters 
were avoided.

–– Out-of-plane displacements >25  % of the laser sheet 
thickness were avoided.

–– The camera exposure and laser intensity were balanced 
and clearly showed the particles in the image.

Multiple image pairs were fully processed in Insight 
4G software, and the parameters varied until the above six 
rules were met and the system was aligned and focused. 
The images were divided into 40× 40 interrogation regions 
that were interpolated down to a grid size of 24× 24 with 
a deformation grid engine, and then 2D cross-correlation 
was performed, as presented by Scarano (2002). The result-
ant grid is shown in Fig. 7 and compared to the numerical 
grid. A square interrogation region was chosen because in 
jet impingement strong velocity components exist in both 
the streamwise u and the radial v directions. Displace-
ment in the resultant cross-correlation map was measured 
with subpixel accuracy through Gaussian peak detection. 
Figure 4a shows a synthetic image that was used to com-
pile two Gaussian noise maps to assess the accuracy of the 
PIV processing settings. The black regions of Fig.  4a are 
set to zero displacement, while the white region is set to 
5  pixel displacement. This represents the average particle 
displacement of the PIV experimental results, and a tran-
sition occurs between the white and black sections. These 
artificially generated PIV images were imported into 
Insight 4G to assess the accuracy of the processing settings, 
and the resultant vector map is shown in Fig. 4b. Figure 4c 
plots the processed image with a blue colour band located 
between 4.95 and 5.05, and this represents a 2  % uncer-
tainty. Although some noise exists, it is below a maximum 
uncertainty of 8  %. Figure  4d plots the profile extracted 
from the measurement plane in Fig. 4c and compares to the 
fully synthetic profile. This plot shows a maximum diver-
gence from the fully synthetic plot of 6  %. These results 
show that an uncertainty of no more than 8 % is incurred 
as a result of the processing parameters used in this study.

The quantity of image pairs used for PIV in this study 
was assessed using a full-field analysis originally presented 
by Stafford et  al. (2012), as shown in Fig. 5. As the sam-
pling rate constitutes random sampling, standard error esti-
mates were used to determine the uncertainty in the ensem-
ble average velocity magnitude compared to a time-average 
flow field. The sample size of 1000 resulted in 98.5 % of 
the measurement region having <5  % error compared to 
the fully converged case. Therefore, 1000 image pairs are 
deemed to be a sufficient sampling quantity to accurately 

Fig. 3   Grid to assess the influ-
ence of the slight refractive 
index mismatch between the 
tube and water

75µm Black indicates grid fully submersed 
in the jet tube in test conditions

Red indicates the base line grid
 out of the experimental setup
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represent the velocity flow fields presented in this study. 
However, a greater number of images were required to accu-
rately represent the time-average Reynolds stresses from the 
ensemble of measurements recorded. In total, 3400 images 
resulted in 97 % of the measurement region having <5 % 
error compared to the fully converged Reynolds stress.

Finally, in order to further validate the experimental set-
up, the volumetric flow rate was calculated at the nozzle 

exit from the 1000 averaged PIV vector plots and com-
pared to the values recorded by the rotameter. These results 
showed a maximum divergence of <8 %. However, some of 
this variance is attributed to the uncertainty associated with 
the rotameter. Figure 6 plots the nozzle exit profiles for a 
jet confined to H/D = 8.75. The results are subsequently 
compared to theoretical fully developed nozzle exit pro-
files found in the literature. The fully developed theoretical 

Fig. 4   Assessing the PIV 
settings with synthetic and 
semisynthetic images
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laminar profile is shown in Eq.  4, which was taken from 
Bejan (2004a). The fully developed theoretical turbulent 
profile was taken from Fox et  al. (2004b); however, this 
profile is for Re > 20,000 and is compared to a profile at 
Re = 17,300 as shown in Fig. 6. This turbulent profile was 
calculated using Eqs. 5 and 6, respectively.

where Vmax is the maximum velocity, R is the nozzle radius, 
and v is the local velocity. Both the experimental and the 
theoretical profiles converge upon each other with a maxi-
mum deviation of only 2 % between −0.45 < r/D < 0.45 . 
This graph demonstrates the accuracy of the PIV results 
presented in this study having a maximum uncertainty of 
8 %.

2.2 � Numerical analysis

A numerical analysis was considered for a single turbulent 
flow case that was examined experimentally. This was the 
maximum Reynolds number (Re = 17,300) and lowest 
nozzle to impingement plate distance H/D = 0.25, respec-
tively. The primary aim of the numerical analysis was to 
examine the boundary condition parameters L/D and nozzle 
exit velocity profile on predictive accuracy. This analysis is 
used to provide recommendations for the numerical analy-
sis of low H/D impinging jets.

A steady three-dimensional RANS approach was 
utilised for the numerical analysis. A solution to the 

(4)
v

Vmax
= 2

(

1−
( r

R

)2
)

;

(5)
v

Vmax
=

(

1−
r

R

1/n
)

;

(6)n = (−1.7+ 1.8 logRe)

governing equations of mass and momentum was achieved 
using the k − ω shear stress transport (SST) model 
(Menter 1994). A second-order scheme was implemented 
for discretisation, and the analysis was performed using 
a double precision solver in ANSYS Fluent (2011). The 
standard and additional SST closure constants used for 
this approach remained as defined in Fluent (2011). This 
model was selected based on the findings of previous stud-
ies in the literature on jet impingement (Zuckerman and 
Lior 2007, 2011). Zuckerman and Lior (2007) determined 
the most reliable numerical models that use the RANS 
approach for accurately predicting flow and heat transfer 
characteristics of impinging jets were the k − ω SST and 
v2f  models. A numerical model that replicated the experi-
mental set-up described in Fig. 2 was used to validate the 
numerical approach with the current experimental data 
as a benchmark. A velocity boundary condition was pre-
scribed at the tube inlet. A pressure outlet boundary condi-
tion was defined at the exit of the computational domain, 
located 12.5 D from the nozzle exit to reflect the experi-
mental configuration in Fig. 2. The Boussinesq approxima-
tion is used to determine the Reynolds stresses presented 
from the numerical investigation, describing the relation-
ship between turbulence stresses and mean strain rate 
(Zuckerman and Lior 2011). Using the strain rate tensor, 
Sij = 1/2[(δui/δxj)+ (δuj/δxi)], turbulent viscosity (µt), 
and turbulent kinetic energy (k) predictions, the Reynolds 
stress tensor is formulated.

2.2.1 � Numerical uncertainty

In all simulations, a velocity was defined at the inlet, an 
ambient pressure was defined at the outlet, and a no-slip 
condition was set at the wall surfaces bounding the flow 
(impingement plate; confinement plate; inlet tube). The 
geometries were meshed using unstructured hexahedral 
cells, and near-wall refinement was achieved with y+ < 1 . 
A grid independence study was conducted to ensure 
results were insensitive to grid size (y+ and global cell 
size). The final meshing parameters were selected to pro-
vide a trade-off between sufficient accuracy and limiting 
the demand on computational resources. The results of 
the mesh sensitivity study are listed in Table 2. Maximum 
local differences in the nozzle exit velocity profile for 
each grid over the largest grid size (mesh 5) are provided 
in Table  2. Five different grids were solved, spanning a 
tenfold increase in node count. Using this information, 
mesh 3 was chosen as the most appropriate grid to solve 
the numerical simulations. A centrally located 2D slice of 
the three-dimensional mesh, illustrating the grid, is pre-
sented in Fig. 7.

(7)−ρu′iu
′
j = 2µt

(

Sij −
1

2
Skkδij

)

−
2

3
ρkδij.
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Fig. 6   Nozzle exit profiles extracted from the experimental results 
and compared to theoretical
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3 � Results and discussion

This section compares and discusses results found both 
experimentally and numerically to fully assess the influ-
ence that the stagnation zone has on the fluid dynamics at 
the nozzle exit of an impinging jet at low H/D ratios. Flow 
characteristics around the nozzle exit of a classical nor-
mally impinging, submerged, and confined liquid jet are 
presented. The experimental apparatus and numerical set-
up discussed earlier were used to measure and predict full-
field velocity magnitude plots. These plots are then used to 
illustrate the effect of the stagnation zone fluid mechanics 
on the jet’s nozzle exit velocity profile.

A comparison between the numerically predicted and 
experimentally measured full-field velocity profiles at the 
nozzle exit is presented in Fig. 8a. Both the experimentally 
measured and numerically predicted results are axisym-
metric about the jet centre; therefore, the plots presented in 
Fig. 8a represent the complete jet impingement. Figure 8a 
shows the experimentally measured PIV time-averaged 
velocity magnitude plot of a turbulent impinging jet con-
fined to a H/D = 0.25 at a Re = 17,300. The velocity mag-
nitudes in every plot presented in this paper are normalised 
using the mean axial velocity across the nozzle exit (Vm).  
Figure  8a also shows the numerical prediction of the 

experimental configuration. The numerical and experimen-
tal results both show that the decelerating axial velocity 
in the stagnation zone influences the nozzle exit velocity 
profile. This deceleration in axial velocity is caused by the 
backpressure from the jet’s impingement. This stagnation 
zone backpressure effect also influences the velocity pro-
files in the tube itself. Figure 8a shows a steady decrease in 
velocity along the centre-line of the jet as it approaches the 
impingement surface for both the numerical and experi-
mental results. This decrease in centre-line velocity results 
in an increase in velocity around the periphery of the jet to 
conserve mass flow (ρVmπD

2)/4 . As a result, the centre-
line velocity at the nozzle exit is lower than towards the 
periphery. This nozzle exit velocity profile is unique for 
low H/D ratios and neither resembles fully developed nor 
undeveloped exit flow profiles. It is evident from Fig.  8a 
that a combination of both physical constraints and fluidic 
backpressure effects defines the shape of the nozzle exit 
velocity profile. The numerical and experimental results 
show good agreement as shown in the % difference plot, 
presented in Fig. 8b. The majority of the velocity magni-
tude numerical results are within 7 % of those experimen-
tally measured as indicated by the grey regions in Fig. 8b. 
The biggest differences occur along the jet tube wall. In 
this near-wall region, it is difficult to record quantitate 

Table 2   Grid independence 
analysis on L/ D = 100 model

Mesh Grid size (nodes) Maximum local difference (%) 
nozzle exit velocity profile

1 1.63× 10
6 13.19

2 2.6× 10
6 2.81

3 4.75× 10
6 1.32

4 8.77× 10
6 0.3

5 16.22× 10
6 –

Fig. 7   The grids used for the 
PIV experimentation and the 
numerical solution

r/D
-0.75                     -0.5                    -0.25                       0 0                      0.25                     0.5                       0.75  
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experimental data using the PIV technique because of the 
flaring that occurs where the laser enters and exits the jet 
tube. There is also a difference of ≈ 15−20% at the onset 
of the shear layer in the impingement region of the jet, and 
this difference could be caused by the limitations of the 
RANS numerical prediction or experimental error at the 
near-wall region of the jet tube and the confining surface. 
Overall, the agreement is sufficient to validate the numeri-
cal model, as the difference is minor and within the same 
order of magnitude as the uncertainty in experimental 
measurement.

Figure  8 shows that for low H/D, the influence of the 
stagnation zone backpressure becomes prominent and 
influences the shape of the nozzle exit velocity field. 
Figure  9 plots the numerically predicted pressure field 
found in an impinging jet confined to a H/D = 0.25 and 
a Re = 17,300. This plot clearly shows the backpressure 
effect, where the jet pressure at the centre-line gradually 
increases between y/D = 0.75 and y/D = 0. The jet tube 
velocity profiles remain unaffected by the backpressure for 
y/D > 0.75, as shown in Fig. 9e, f. However, the velocity 
profiles are clearly affected by the impingement backpres-
sure for y/D < 0.75, as shown in Fig. 9a–d. It is currently 
challenging to accurately measure full-field pressure exper-
imentally. However, given the agreement with velocity field 

data presented in this study, it is likely that they show simi-
lar trends to the numerical prediction presented in Fig 9.

A comparison between the numerical and the experi-
mental results for Reynolds stress is shown in Fig.  10. 
Figure 10a presents Reynolds stress in the radial (u) direc-
tion, with the numerical results showing similar trends to 
the experimental however with substantially different mag-
nitudes in the shear layer regions. Reynolds stress measure-
ments and predictions in the streamwise (v) direction are 
qualitatively similar, but also show quantitative differences 
in the shear layer region as shown in Fig. 10b. These dif-
ferences highlight the limitations of the RANS approach 
for modelling low H/D jet impingement. Another indica-
tion of the differences between measured and predicted 
turbulence statistics is presented in Fig. 10c. This has been 
produced by extracting Reynolds stress along a measure-
ment line at a y/D = 0.125. Wall-normal stresses are 
higher than wall-parallel stresses directly beneath the jet 
and up to | r/D |= 0.6. However, as the fluid is forced to 
turn in the radial direction, a crossover is both experimen-
tally measured and numerically predicted. The measure-
ment line intersects the shear layer, where wall-parallel 
stresses increase by an order of magnitude compared to 
that beneath the jet exit. The numerical results underpredict 
the Reynolds stresses seen in the shear layer immediately 

Fig. 8   Turbulent jet impinge-
ment and jet tube plots at 
H/D = 0.25 and Re = 17,300 
a Full-field normalised velocity 
magnitude plots of experimen-
tally measured and numerically 
predicted. b Plots the % differ-
ence between the experimen-
tally measured and numerically 
predicted results
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at the nozzle exit (by as much as twofold). Two underly-
ing assumptions when approximating turbulent effects 
with two-equation models are low importance of pressure 
gradients and the negligible anisotropy of turbulence, or 
Reynolds stresses (Zuckerman and Lior 2011). In the cur-
rent low H/D arrangement, a sharp change in fluid direction 
immediately at the nozzle exit is required. Coupled with 
the stagnation region backpressure extending upstream into 
the nozzle, the pressure gradients are significant and the 
former modelling assumption may be limited. Similarly, 
the latter assumption of isotropy has been shown to have 
limited applicability for stagnation regions (Zuckerman and 
Lior 2011). The hybrid SST scheme employed in this study 
combines the strengths of the k − ω model near the wall 
with the k − ǫ model away from the wall. One reason this 
hybrid scheme has been successful previously is due to the 
k − ǫ model producing reasonable predictions in the free 
jet region (Dewan et  al. 2012). However, for the current 

investigation at low H/D, the conventional free jet zone 
(illustrated in Fig. 1) is effectively removed by the stagna-
tion zone backpressure. This finding suggests that either 
alterations to the closure equations/coefficients for this flow 
configuration or higher fidelity approaches may be neces-
sary to accurately quantify the turbulent statistics of jets at 
this level of confinement.

Figure 11 illustrates the effect of different confinement 
heights on the nozzle exit velocity profiles of a turbulent 
submerged and confined impinging jet at Re = 17,300. 
As the confinement height is reduced from H/D = 1, the 
jet’s centre-line velocity decreases, while the velocity at the 
edge of the nozzle increases. As a result, the profile across 
the nozzle confined to a H/D = 0.25 has a peak velocity at 
the edge which decays to a trough at the centre-line of the 
jet, r/D = 0. The centre-line velocity (r/D = 0) is approxi-
mately 35 % lower than the peak velocity for a nozzle con-
fined to a H/D = 0.25. The fluidic mechanism responsible 

Fig. 9   Numerically predicted 
pressure field and normalised 
velocity profiles (a–f) at various 
y/D within the tube to illustrate 
the back pressure phenom-
enon at H/D = 0.25 and 
Re = 17,300
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for the shape of the nozzle exit profile is the backpressure 
caused by the impingement in the stagnation zone. This 
backpressure region partially impedes the jet’s centre-line 
flow, which results in an increase in velocity at the edge 
of the nozzle exit, as shown in Fig. 11. For confinements 
H/D < 1, the profile resembles neither a fully developed 
nor developing nozzle flow, and therefore to use either of 
these profiles as an initial boundary condition at the nozzle 
exit in a numerical model would result in errors.

Figure 12 illustrates the influence of Reynolds number on 
the velocity profiles across the nozzle exit for a confinement 
at H/D = 0.25. The profiles between 3400 < Re < 17,300 
conform together relatively well, with a maximum diver-
gence across the nozzle exit of ∼11%. This shows that the 

normalised velocity profile between 3400 < Re < 17,300 is 
largely independent of Reynolds number. The experimental 
results plotted in this study also show that for different H/D 
spacing, the normalised turbulent velocity profiles are inde-
pendent of Re number. However, the velocity at Re = 1350 
exhibits a different profile as it is within the laminar regime. 
As a result, it is assumed that the only effect that a change in 
Reynolds number has on the normalised nozzle exit veloc-
ity profile is when the flow condition changes from lami-
nar to turbulent regimes. As the nozzle exit velocity profiles 
are relatively insensitive to changes in Reynolds number, 
the numerical parametric study on the influence of nozzle 
boundary condition was conducted for a fixed Re = 17,300 
and also the lowest confinement height H/D = 0.25 . 

Fig. 10   Experimental and 
numerical full-field Reynolds 
stress plots for an impinging 
jet confined to a H/D = 0.25 
and Re = 17,300: a Plots the 
full-field radial u direction 
Reynolds stress u′u′/V2

m
; b plots 

the full-field streamwise v direc-
tion Reynolds stress v′v′/V2

m
; 

and c plots the wall-normal and 
wall-parallel Reynolds stresses 
across the measurement plane 
taken at y/D = 0.125
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Figure  11 plots the nozzle exit profiles with these con-
straints for both experimental and numerical results. They 
conform to within 4 % of each other, thus further validating 
this numerical model.

Figure  13 shows the numerically predicted velocity 
magnitude plots for a range of initial boundary conditions. 
In order to save on computational time, simplified imping-
ing jet models are used with predefined nozzle exit profiles. 
For low H/D confinements, this study shows that in reality 
the nozzle exit velocity profile is different in the conven-
tionally used fully developed or developing boundary con-
ditions found in the literature (Hattori and Nagano 2004; 
Behnia et al. 1999; Satake and Kunugi 1998; Thielen et al. 
2005). It is therefore important to examine the influence 

that an incorrectly defined nozzle exit boundary condition 
has on the surrounding fluid dynamics. Figure 13a shows 
a numerically predicted stagnation zone that results from 
a predefined flat or developing velocity profile set 100  D 
from the nozzle exit. This model was computationally 
demanding as the velocity profile within the entire 100 D 
jet tube was solved. While the tube length is conservative 
considering development in turbulent pipe flow (Bejan 
2004c), it reflects the experimental arrangement in Fig. 2. 
The influence of inputting a predefined velocity condition 
at the nozzle exit is shown in Fig. 13 for (b) flat develop-
ing profile, (c) theoretical turbulent profile, and (d) noz-
zle exit profile comprising of axial and radial components 
extracted from the numerical results in Fig.  8a. The flat 
and turbulent inlet boundary conditions result in different 
velocity magnitudes and fluid dynamics within the stagna-
tion zone of an impinging jet when compared to both the 
experimental and numerical results, shown in Fig.  8a and 
Fig. 13a, respectively. In particular, increased velocity gra-
dients are evident at the impingement surface as the jet’s 
flow is forced from an axial to radial direction. Figure 13d 
shows the resultant plot from an axial stagnation zone input 
profile with a radial component. This plot matches the 
full model in Fig.  13a. Figure  8a shows a radial velocity 
component in the jet tube that is required to fully capture 
the fluid mechanics at the nozzle exit. Incorrectly defined 
boundary conditions, such as those shown in Fig.  13b, c, 
will also affect wall flux statistics such as heat and mass 
transfer at the impingement surface, especially if augmen-
tations are made to the impingement surface in order to 
enhance heat transfer.

Figure 14 presents the nozzle exit velocity profiles that 
result from predefined velocity boundary condition pro-
files set at different heights (L/D) from its nozzle exit. 
Two initial velocity profiles are assessed: a uniform initial 
flow profile, Fig.  14a; and a turbulent initial flow profile, 
Fig. 14b. Using a uniform profile boundary condition, a jet 
tube with L/D > 12 would need to be defined to produce a 
nozzle exit profile within 5 % of the validated L/D = 100 
prediction. This is because the flow is still developing for 
L/D < 12. For example, if a uniform velocity boundary 
condition is set at L/D = 1, the resultant centre-line veloc-
ity profile at the nozzle exit (r/D = 0) is under predicted by 
∼17 % and the near-wall velocity (r/D = 0.5) is over pre-
dicted by ∼15 %. Bejan (2004b) showed that in pipe flow, a 
fully developed turbulent condition is met after L/D ∼ 10 . 
The discrepancy between their findings and what is pre-
sented here is caused by the stagnation zone backpressure 
effectively increasing the jet tube length (L/D) necessary 
for a fully developed profile to exist. Figure  14b shows 
the influence of an initial turbulent flow profile set at dif-
ferent heights (L/D) on the nozzle exit profile. Again, if 
the desired nozzle exit profile were to be within 5  % of 
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the validated prediction (L/D = 100), a jet tube with a 
length L/D > 0.5 would also need to be modelled. This 
decrease in required jet tube length (L/D) is expected, as 
the approaching flow no longer needs the additional devel-
opment length required when imposing a uniform velocity 
boundary condition. Figure 14b also highlights significant 
differences when using L/D < 0.5. For L/D = 0.25, the 
centre-line velocity is over predicted by ∼19  %. In this 
configuration, the stagnation zone backpressure is not cap-
tured sufficiently, and a falsely high centre-line velocity is 
imposed. From these results, it shows that if the model is 
to truly represent (within 5 %) a fully developed turbulent 
nozzle exit profile at low H/D, two actions are required: 
firstly, a jet tube length L/D > 0.5 is needed, and secondly, 
a theoretically turbulent velocity boundary condition is 
required at the inlet of this jet tube. Figure 14b also shows 
that for L/D > 1 the jet tube length (L/D) has little influ-
ence over the flow profile of the impinging turbulent jet.

The impact of inlet boundary condition on the nozzle 
exit velocity profile has been demonstrated. Variations in 
nozzle exit velocity can also affect predictions of transport 
phenomena at the impingement surface. Figure  15 plots 
the wall shear stress across the impingement surface for 
the experimental results compared to the numerical results 
with different boundary conditions. The radial slope in 
wall shear stress goes through a transition at | r/D| ≈ 0.3 , 

a characteristic which is not evident in higher H/D sce-
narios Tu and Wood (1996). A low slope exists in the stag-
nation zone for 0 <| r/D |< 0.3, while an increase in the 
radial slope occurs for 0.3 <| r/D |< 0.6. This increase 
is produced by the modified nozzle exit flow. This modi-
fied profile, shown in Fig.  11, has maximal velocity at 
0.4 <| r/D |< 0.5. This imparts an increase in wall veloc-
ity gradient at the impingement surface downstream. Simi-
lar trends are seen between the numerical and experimental 
results; however, an ≈20 % numerical under prediction is 
seen at | r/D | = 0.7. The location of this difference also 
coincides with the under predictions in Reynolds stresses 
observed in Fig.  10. This suggests that the limitations of 
this two-equation RANS model in predicting turbulent 
stresses in the shear layer translate to differences at the 
impingement surface when these high stresses are in close 
proximity to the wall. The wall shear stress resulting from 
the mapped stagnation zone nozzle profile boundary condi-
tion closely matches the fully modelled jet tube base case; 
however, significant differences are shown between the 
base case and the uniform and fully developed nozzle inlet 
boundary conditions. In the impingement zone, directly 
beneath the nozzle exit (−0.5 < r/D < 0.5), the local wall 
shear stress τw varies by up to +100 % when using a uni-
form or fully developed initial nozzle flow profile com-
pared to the experimental profile. It is probable that these 

Fig. 13   Numerically modelled 
results illustrating the veloc-
ity magnitude plots within 
the stagnation zone for an 
impinging jet at Re = 17,300 
and H/D = 0.25; the predefined 
velocity profile boundary condi-
tions are a flat velocity profile 
set 100 D from nozzle exit, b 
flat profile at the nozzle exit, c 
theoretical turbulent profile set 
at the nozzle exit, and d a stag-
nation zone profile with axial 
and radial components set at the 
nozzle exit
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significant differences will affect surface transport charac-
teristics such as heat transfer.

The results found in this paper are of vital importance 
regarding the accurate modelling of impinging jets con-
fined to low H/D ratios. It is self-evident that if the initial 
boundary conditions of numerical models are not defined 
correctly, it propagates into predictive uncertainty regard-
less of the model that is being implemented. Similarly, the 
results of this parametric study can be used to provide use-
ful estimates of numerical uncertainty due to boundary con-
dition assumptions in turbulent impinging jet studies. It is 
recommended that a theoretical turbulent velocity profile is 
inputted at the inlet of a jet tube with a length L/D > 0.5 
when simulating a fully developed turbulent jet at low H/D 
spacing. This finding is important with regard to complex 
models addressing impingement surface augmentations or 
arrays of jets or both. Numerical analyses such as DNS will 
also indirectly benefit from this work, as there may not be a 
need to model the entire jet tube, which is computationally 
demanding.

4 � Conclusions

This paper describes the nozzle exit velocity profiles for a 
classical normally impinging submerged and confined liquid 
jet. The velocity profiles used as boundary conditions within 
the computational fluid dynamic literature do not account 
properly for the stagnation zone backpressure effect. The 
objective of this paper is to present experimental and numeri-
cal results to illustrate the effect that the stagnation zone 
backpressure has on the nozzle exit velocity profile for low 
H/D ratios. The following conclusions are inferred:

–– Within the stagnation zone of an impinging jet, the flu-
id’s velocity is influenced by the target surface causing 
a deceleration in axial velocity constituting an impinge-
ment. The backpressure as a result of this impingement 
affects the nozzle exit velocity profile for H/D < 1.

–– As the H/D ratio is reduced, the stagnation zone back-
pressure effect increases. For a turbulent jet issuing at 
Re = 17,300 and confined to a H/D = 0.25, the velocity 
profile across the nozzle exit shows a peak towards the 
edge followed by a trough with a 35  % drop in veloc-
ity towards the centre. The laminar jet’s nozzle velocity 
profile is effectively compressed as H/D is reduced, and 
shows a 30 % reduction in centre-line velocity.

–– Laminar and turbulent jets exhibit different nozzle exit 
velocity distributions even at low H/D, although their 
shape is still strongly influenced by the stagnation zone 
backpressure.
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–– The selection of a suitable inlet boundary condition is an 
important factor for capturing the stagnation zone back-
pressure and validating the suitability of numerical mod-
els with experimental data. The numerical results show 
that if the model is to represent a fully developed turbu-
lent nozzle exit profile within a 5 % accuracy, the follow-
ing two initial boundary conditions must be adhered to: 
(i) a jet tube length L/D > 0.5 and (ii) a theoretically tur-
bulent velocity boundary condition at the inlet.

–– An alteration in the radial slope of wall shear stress was 
observed and also attributed to the stagnation zone back-
pressure effect. Neglecting the impact of backpressure on 
the nozzle exit profile produces errors in the numerical 
predictions of over 100 % in local wall shear stress com-
pared to the experimentally validated solution. This find-
ing highlights the importance of adhering to the previous 
boundary condition rules when investigating low H/D 
configurations and surface transport processes.

This paper shows that the nozzle exit velocity profile 
is heavily influenced by the stagnation zone backpressure 
effect for low H/D constraints. The results from this study 
can be used to generate nozzle exit velocity profiles with 
greater accuracy for numerical simulations confined to sim-
ilar conditions.
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