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snapshots. It is shown that a larger vortex core promotes 
smooth fluctuations of the recirculation bubble, while a 
small initial vortex core is linked to bimodal fluctuations of 
the recirculation bubble. The conclusions drawn from this 
study are relevant for fundamental swirling jet studies, as 
well as for the design of swirl-stabilized combustors, where 
the investigated coherent structures influence combustion 
performance.

1  Introduction

Swirling jets have been thoroughly investigated throughout 
the last decades. They remain a topic of continued interest 
in both academia and industry. This can be attributed to the 
fact that swirling jets exhibit a rich variety of phenomena, 
such as vortex breakdown and the global mode associated 
with it. Changes in time-mean quantities of the swirling jet 
or the global mode were mostly investigated in relation to 
an increase in swirl number. The purpose of this study is 
to demonstrate that the near-field evolution of swirling jets 
undergoing vortex breakdown can exhibit substantial dif-
ferences at comparable swirl intensities. We show that the 
size of the vortex core upstream of the breakdown region is 
the key parameter for the evolution of coherent structures 
in the near field.

The swirl intensity is usually characterized by a swirl 
number. Its definitions, and there are numerous, are always 
related to a ratio of axial to azimuthal momentum. The 
swirling jet far field seems to be well characterized by a 
swirl number, when appropriate scaling is applied (Shiri 
et  al. 2008). However, the onset of vortex breakdown 
and associated coherent structures cannot be scaled by 
a universal number, and it is a matter of taste which one 
to use (Oberleithner et  al. 2012, 2014; Toh et  al. 2010; 

Abstract  This study investigates the sensitivity to initial 
conditions of swirling jets undergoing vortex breakdown. 
Emphasis is placed on the recirculation bubble and on the 
helical coherent structures that evolve in its periphery. It is 
proposed that the vortex core size of the incoming swirling 
jet is the critical parameter that determines the dynamics 
of these coherent structures. This proposition is assessed 
with Stereo Particle-Image-Velocimetry (PIV) measure-
ments of the breakdown region of two swirling jet con-
figurations with different vortex core sizes at very similar 
overall swirl intensities. The swirling jets were generated 
by radial vanes entering a mixing tube, and the vortex core 
size was adjusted by using different center-body geom-
etries. The time-averaged flow fields in the breakdown 
region reveal substantial differences in the jet spreading 
and the size of the recirculation bubble. Proper Ortogonal 
Decomposition (POD) was applied to the anti-axisymmet-
ric and axisymmetric velocity fluctuations, to reconstruct 
the dynamics of the helical instability and the breakdown 
bubble, respectively. We find that the mode shape of the 
helical instability is not affected by the vortex core size. 
The frequency is found to coincide with the vortex core 
rotation rate, which relates inversely to the core size. The 
shape and dynamics of the non-periodic breakdown bubble 
are significantly affected by a change in vortex core size. 
The POD reveals that the energy content of the dominant 
non-periodic structure is changed markedly with the vor-
tex core size. The bubble dynamics are further investigated 
by tracking the upstream stagnation point from the PIV 
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Billant et  al. 1998; Liang and Maxworthy 2005; Chigier 
and Chervinsky 1967).

Swirling jets feature rich physical mechanisms, when 
sweeping from no swirl to very strong swirl. Oberleithner 
et  al. (2012) investigated swirling jets at different swirl 
numbers. They found two important values of the swirl 
number, SVB and Scrit with SVB < Scrit. SVB marks the swirl 
number above which a zone of recirculating fluid is perma-
nently present in the flow. At values of the swirl number 
below SVB either no recirculation zone or an intermittently 
occurring recirculation zone is present in the flow. At the 
second swirl number, Scrit, the flow undergoes a supercriti-
cal Hopf bifurcation to a global mode. At swirl numbers 
larger than Scrit the flow was observed to oscillate on a limit 
cycle.

The global mode was identified as a helical coherent 
structure that winds around the recirculation zone and 
is observed to have an azimuthal wave number of one 
co-rotating with the base flow (Oberleithner et al. 2011; 
Ruith et  al. 2003). Concerning the temporal dynamics, 
the global mode is known to oscillate at a well-defined 
frequency, similar to the von Karman vortex street. The 
global mode is consistently observed to dominate the 
dynamics of swirling flows undergoing vortex break-
down once it is present (Oberleithner et al. 2011; Ruith 
et  al. 2003; Terhaar et  al. 2014; Liang and Maxworthy 
2005).

Broadly speaking, the research into swirling jets can be 
divided into two categories: in the first category, the flow 
domain in which vortex breakdown takes place is con-
fined by walls. In the second category, the same domain is 
unconfined.

The importance of swirling jets in combustion appli-
cations has stimulated a large body of work on confined 
swirling jets (e.g., Escudier 1987; Syred et  al. 1997; Pas-
chereit et  al. 1999). In the context of these studies, the 
confinement is due to the presence of combustor walls. A 
typical laboratory setup may consist of a swirler, a mixing 
tube with possibly a blunt center-body and an area expan-
sion that is followed by the combustion chamber (Krüger 
et al. 2013; Reichel et al. 2015). The work of Stöhr et al. 
(2012) investigated the interaction of the global mode and a 
turbulent swirling flame. They found that the recirculation 
bubble is of particular importance, because the upstream 
stagnation point provided the instantaneous position of the 
flame root in their measurements. At this location, hot burnt 
gases frontally collide with the incoming fuel/air stream 
and ignite the fresh fuel. Recently, the benefits of axial air 
injection via a center-body on flashback safety were shown 
by Reichel et al. (2015). In this study, the flow in a generic 
swirl-stabilized combustor was studied. A 15  % air split 
was injected axially in the premixing tube before the area 
expansion of the combustion chamber. This study, however, 

did not investigate the influence of just the center-body on 
the downstream flow field.

On the other hand, there are numerous studies concerned 
with unconfined swirling flows. Panda and McLaughlin 
(1994), Liang and Maxworthy (2005), Oberleithner et  al. 
(2011) and Oberleithner et al. (2014) investigated the large-
scale structures in swirling jets. While each of these stud-
ies focused on the unconfined swirling jet, the respective 
experimental setup also included a confined part, in which 
the swirling flow was generated. A number of other stud-
ies delineated the importance of the initial conditions at the 
inlet of the unconfined flow for the downstream develop-
ment of the swirling jet. Hallett and Toews (1987) investi-
gated a setup similar to what can be found in combustion 
experiments. It did not contain a nozzle, but a sudden area 
jump from a pipe to a confined geometry. They focused on 
the effect of inlet conditions before the area jump and on 
the effect of the area jump itself on the onset of flow rever-
sal. They found that a larger initial vortex core size leads to 
an increased amount of swirl that is necessary for the onset 
of vortex breakdown.

The study of Farokhi et al. (1989) considered the effect 
of the initial swirl distribution on the evolution of weakly 
swirling jets. Their setup consisted of a pipe, a converg-
ing nozzle and an unconfined part. Different distributions 
of azimuthal velocity were generated by three manifolds 
inside the confined part, which each had a different diam-
eter. Thereby, the authors investigated two extreme cases: 
one, in which the swirl distribution was that of a vortex in 
solid body rotation, and a second configuration of a free 
vortex type flow. At the same mass flow rate and the same 
swirl number, the first distribution showed no sign of vor-
tex breakdown, whereas the second distribution was on the 
verge of vortex breakdown. The authors concluded that 
the integrated swirl number is inadequate in describing the 
mean flow evolution of swirling jets. Rather, they suggested 
that the relative size of the vortex core in the nozzle exit 
plane is decisive in the further evolution of the swirling jet.

Toh et  al. (2010) discuss many different swirl number 
definitions that are commonly used. In line with Farokhi 
et al. (1989), it is pointed out that any swirl number defined 
on the basis of some integral measure may be misleading, 
because swirling jets with very different initial swirl dis-
tributions can yield the same swirl number. However, the 
initial distribution of swirl is of paramount importance in 
the development of the weakly swirling jet.

Leclaire and Jacquin (2012) investigated the genera-
tion conditions of a swirling jet experiment, where vortex 
breakdown occurs in the unconfined flow. However, these 
authors directed their efforts more to the confined part of 
the flow and did not so much analyze the structures in the 
unconfined part of the flow. Their experiment used a rotat-
ing honeycomb to produce the swirling jet. As the authors 
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state, some of the dynamics they observe are probably 
related to the presence of the rotating honeycomb.

The studies of Hallett and Toews (1987), Farokhi et al. 
(1989) and Toh et  al. (2010) clearly show that the initial 
vortex core size is decisive for the downstream evolution 
of swirling jets. However, these studies investigated time-
mean quantities of jets at swirl intensities below vortex 
breakdown. To our knowledge, no previous study has dealt 
with the influence of the initial conditions on the coherent 
structures of strongly swirling jets. In addition, the impact 
of the initial vortex core size on the instantaneous dynam-
ics has not been investigated.

The use of center-bodies in combustion applications 
motivates us further to investigate how these center-bodies 
can be used as a means of passive flow control. We propose 
that a suitable center-body in the upstream, confined part of 
a swirling jet facility, can be used to modify the vortex core 
thickness in the nozzle exit plane. This in turn enables the 
modification of the free field dynamics.

This proposition is assessed with two different 
center-bodies.

The flow inside the mixing tube of the setup is meas-
ured with Laser-Doppler-Anemometry (LDA), whereas the 
unconfined part is captured with Particle-Image-Velocime-
try (PIV). Proper Orthogonal Decomposition (POD) is used 
to extract the spatial structure and the energy of the coher-
ent structures for each center-body configuration. A feature 
tracking approach is used to determine the dynamics of the 
recirculation bubble. Particularly, the work of Stöhr et  al. 
(2012) draws our interest to the behavior of the upstream 
stagnation point. In light of the swirl number discussion 
by Toh et al. (2010), we will not specifically try to produce 
the same swirl number for each configuration, but instead 
target swirling jets that are similar in the properties of one 
large-scale feature. The flows considered will have the 
same time-mean upstream stagnation point.

The paper is outlined as follows: The experimental facil-
ity, the associated characteristic numbers, as well as the 
data acquisition and evaluation procedure are presented in 
Sect. 2. A discussion of PIV measurement uncertainties is 
included in this section. The POD and the feature tracking 
are introduced in Sect.  3. Section 4 shows the mean flow 
and the dynamical features of the two center-body configu-
rations. The major findings are concluded in Sect. 5.

2 � Experimental setup, measurement and data 
treatment

2.1 � Swirling jet facility

A turbulent free axisymmetric swirling jet was generated. 
A schematic of the experimental apparatus is shown in 

Fig.  1. The entire setup was centered inside a tent with a 
radius of 1.6 m and a height of 3.2 m. Air is fed into the 
swirler (zone I), where it radially passes eleven vanes. 
These vanes can be adjusted in angle simultaneously, to 
produce swirling jets of different intensity. The swirled 
air then passes into a 800-mm-long mixing tube (zone II) 
and moves downstream to a nozzle (zone III) with a diam-
eter of 51  mm and an area contraction ratio of 9.1. After 
the nozzle, the air exits into the free field (zone IV) as a 
swirling jet. As indicated in Fig. 1, the facility admits space 
to mount a center-body on the bottom plate of the swirler. 
Note that air is supplied only through the swirler. No addi-
tional mass flow is injected through the center-body.

Figure 1 also shows the cartesian coordinate system that 
is used throughout this study. The origin is placed on the jet 
axis in the nozzle exit plane; x points in the axial direction, 
y in the cross-stream direction and z in the out-of-plane 
direction. In this coordinate system, the velocity vector v is 
defined. The components vx, vy and vz are the contributions 
in the respective directions.

Fig. 1   Experimental setup. All dimensions are in millimeters (not to 
scale)
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Additionally, a cylindrical coordinate system is intro-
duced. The origin is the same as for the cartesian coordi-
nate system. The radial coordinate r is aligned with the 
y-axis of the cartesian system at zero degrees of revolution. 
The axial direction is aligned with the x-axis and the angle 
θ is counted positive according to the right-hand rule. The 
velocity components in this system are denoted by vx, vr 
and vθ.

Two center-bodies of different dimensions were used 
and the detailed measurements are listed in Table 1. Both 
center-bodies are sketched in Fig. 1. The solid line indicates 
C1, which is the center-body with the largest diameter and 
the largest height. The second configuration, C2, employs 
a center-body as long as C1, but markedly thinner. It is 
indicated by the dotted red line. Unlike the blunt body type 
center-bodies that are common in combustion research, the 
center-bodies used in this study consist of a pipe where the 
upper fifth is filled with a honeycomb element (cf. Fig. 1). 
For clarity of presentation, the honeycomb element is only 
sketched for C2. We remark that air can only enter and exit 
the center-body through the honeycomb.

The experimental apparatus is connected via a Bronk-
horst EL-Flow mass flow controller to a pressurized air 
supply. The accuracy of the mass flow controller is ±0.8 % 
of the readout value and ±0.2 % of the total range. The rel-
ative reproduction error is less than ±0.1 %.

2.2 � Characteristic numbers

The flow is described in terms of two independent dimen-
sionless numbers. The Reynolds number:

Q denotes the volumetric flow and D the nozzle diameter. 
The nozzle diameter D is taken as the characteristic length 
scale. The reference velocity vbulk is 5.8  m/s throughout 
this study. We note that this choice of scaling is not unique. 
Shiri et al. (2008) introduced a length and velocity scale that 
leads to self-similar velocity profiles in the far field of swirl-
ing jets. However, we find that the advantages of the pro-
posed scaling do not persist in the near field of swirling jets 
undergoing vortex breakdown. For example, the axial veloc-
ity profiles feature substantial differences in the breakdown 
region and cannot be collapsed in a self-similar manner.

As already pointed out, a swirl number based on an inte-
gral measure may disguise important differences in the ini-
tial conditions of the flow. In an attempt to overcome this, 
Billant et al. (1998) introduced a swirl number based on a 
velocity ratio. This swirl number is defined as

(1)Re =
vbulkD

ν
with vbulk =

Q

π · (D/2)2
.

(2)SB =
2vθ (D/4, x0)

vx(0, x0)
.

x0 denotes the axial location closest to the nozzle at 
which reliable measurements could be obtained, in this 
case 1.57  mm. Note that in the vicinity of the nozzle 
vθ (D/2, x0) ≈ max(vθ (r, x0)). In addition to this, we give 
the swirl number of Chigier and Chervinsky (1967), SCG, 
since, in our perception, it is most commonly used in the 
literature.

It quantifies the amount of swirl in the flow and is defined 
as the ratio between the axial flux of azimuthal momentum 
Ġθ and the axial flux of axial momentum Ġx. This swirl 
number is evaluated at the same axial position as SB. In 
deriving SCG it was assumed that v′x

2 ≈ v
′
r
2 ≈ v

′
θ

2
 and that 

the influence of the radial velocity can be neglected. In the 
vicinity of the nozzle, it can be expected that these assump-
tions are valid. A detailed discussion of the terms neglected 
in the derivation of SCG is provided in Oberleithner et  al. 
(2012). Swirl number definitions and their application to 
the near field of swirling jets are considered in Oberleithner 
et al. (2014).

The values of the Reynolds number, swirl number and 
the dimensions of the different center-body configurations 
are listed in Table 1. lC and dC refer to the length and diam-
eter of the center-body, whereas lP and dP denote the length 
and diameter of the pipe, see Fig. 1.

2.3 � Data acquisition

Stereo PIV was used to measure the flow field in zone IV. It 
consisted of a Quantel Dual-Nd:YAG laser at 532 nm wave-
length with 170 mJ per pulse. Images were acquired with 
two pco 2000 cameras with a resolution of 2048× 2048 
pixels. Each camera was equipped with a 50  mm Canon 
lense. Images were recorded at a frequency of 6 Hz.

The measurement plane was aligned with the x, y plane. 
In the cross-stream y-direction, the domain extended from 
−2D to 2D, and in the axial x-direction, it extended from 0 
to 4D. The cameras were positioned as such that the cam-
era axis had a 45 angle to the x, y plane. Figure 2 illustrates 
the setup. The angle θ equals 45◦.

(3)SCG =
Ġθ

D/2Ġx

=
2π

∞∫
0

ρvxvθ r
2dr

Dπ
∞∫
0

ρ

(
v2x −

v2θ
2

)
rdr

.

Table 1   Overview of experimental parameters

Re SCG SB lC
lP

dC
dP

C1 20,000 0.9 1.5 0.25 0.59

C2 20,000 1 1.5 0.25 0.29



Exp Fluids (2015) 56:197	

1 3

Page 5 of 21  197

The double images were processed using the commer-
cial software PIVview (PIVTEC GmbH) using standard 
digital PIV processing (Willert and Gharib 1991). The data 
analysis employed iterative multigrid interrogation with 
image deformation (Scarano 2002). The final size of the 
interrogation window was 32× 32 pixel with an overlap of 
50 %. Errors in the laser sheet alignment were minimized 
by the use of corrected mapping functions. The initial cali-
bration datum marks were back projected onto the meas-
urement plane by an optimized Tsai camera model (Soloff 
et al. 1997).

The LDA measurements in zone II were conducted with 
a Dantec two-component LDA system, operating in back-
scatter arrangement. The bursts produced by particles pass-
ing through the measurement volume were processed with 
Dantec burst spectrum analyzers. The system provides one 
beam pair at 514.5 nm and another at 488 nm wavelength. 
The LDA system was operated with a 600 mm focal length 
lens, a beam spacing of 38  mm and an expander ratio of 
1.98. Based on these quantities, the measurement volume 
had a length of 1.4 mm and a width of 0.09 mm. Measure-
ments were acquired in non-coincident mode to increase 
the data rate. Data processing was done with Dantecs Flow-
Analyzer Software. The measurement domain extended 
from 0.58D downstream of the center-body to 0.58D 
upstream of the nozzle. In total, it spanned 11D, from −4 
to −15D. The spacing between the measurement domain 
and the center-body, respectively, the nozzle was neces-
sary to accommodate the beam spacing of the LDA. Fur-
thermore, in the range from −9 to −11 x/D no data could 
be obtained because of the presence of a stabilizer bar in 

the experimental setup. For C1, the data in this range were 
linearly interpolated. For the C2, measurements were only 
taken in the domain ranging from −15 to −11D.

2.4 � Measurement uncertainties and convergence 
of statistical quantities

Many factors can contribute to the overall uncertainty in 
Stereo PIV measurements. Some of these factors like opti-
cal aberration of the lenses or a misalignment of the laser 
sheet with the measurement plane pertain to the measure-
ment setup, whereas other error sources stem from the eval-
uation process of the raw images. It can be assumed that 
with a state-of-the-art measurement setup and evaluation 
routine each of these error sources is of the same order of 
magnitude (Stanislas et al. 2008).

The absolute measurement uncertainty is therefore esti-
mated in terms of the evaluation strategy as described in 
Sect.  2.3. With a typical particle image diameter of one 
pixel, Raffel et al. (1998) give an uncertainty of 0.1 pixel 
for the abovementioned evaluation strategy. This trans-
lates into an uncertainty of 4.2 % of the bulk velocity, with 
a pulse delay of 50µs and a magnification factor of seven 
pixel per millimeter. It is possible to reduce this error by 
using larger pulse delays. However, this was not feasible in 
the present study, because of the large out-of-plane swirl 
velocity.

It is worth noting that the measurement uncertainty 
is normally distributed. Its effect on the mean velocities 
should therefore average out, if a large enough sample is 
used for the calculation of the mean. However, it can be 
assumed that the uncertainty directly contaminates the 
measured values of fluctuating quantities.

In order to assess the sufficient amount of snapshots, we 
compute the standard error of the mean (SEM), as well as 
the upper and lower (±b95) bound of the 95 % confidence 
interval for each velocity component and the fluctuating 
velocity components. The SEM is given as

The 95 % confidence interval is then calculated as

N denotes the number of samples, φi a random variable and 
φ the average of that random variable. z̃0.95 is the value of 
the standard normal distribution at five percent probability 
of error.

Table 2 summarizes these quantities for a representative 
configuration at y/D = 0 and x/D = 0.27. At this position 
the worst convergence rates are observed. The values given 

(4)
SEM =

√
1

N−1

N∑
i=1

(
φi − φ

)2

√
N

.

(5)[−b95, b95] =
[
φ − z̃0.95SEM,φ + z̃0.95SEM

]
.

θ

Fig. 2   Arrangement of the cameras in the PIV setup
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in Table  2 are therefore an upper limit for the complete 
velocity field. Each quantity is given relative to the bulk 
velocity.

The computed boundaries are well within the estimated 
measurement uncertainty. We therefore conclude that a suf-
ficient number of snapshots was recorded.

Under the measurement conditions of this study, the 
relative uncertainty of the provided mass flow amounts to 
±0.05 kg/h. This translates into a bulk velocity uncertainty 
of ±0.0068 m/s. This is considered as negligible.

For the LDA measurements, data were acquired for 30 s 
at each point. An average of 3000 and 98,000 samples were 
collected at each measurement point for the azimuthal and 
axial velocity component, respectively. On average, the 
confidence interval of the mean value at each measure-
ment point is 8.5 and 2 % of the respective value for the 
azimuthal and the axial velocity component.

3 � Methods for flow feature extraction 
from uncorrelated PIV snapshots

3.1 � POD

POD is a suitable method for the analysis of coherent 
structures in turbulent flow. A general introduction to the 
method is given in Holmes et  al. (1998). An example of 
POD applied to swirling jets undergoing vortex breakdown, 
with the goal of analyzing the properties of the global 
mode, is provided by Oberleithner et al. (2011).

The starting point of the POD is a decomposition of the 
velocity vector v into a mean v and a fluctuating part v′,

The idea of the POD is to represent the fluctuating part as 
a series, via

where x denotes the coordinate vector and t the time. The 
decomposition consists of ai(t) temporal coefficients and 

(6)v(x, t) = v(x)+ v
′(x, t).

(7)v
′(x, t) =

N∑

i=1

ai(t)�i(x),

�i spatial modes. The POD provides natural sorting of the 
spatial modes in terms of their turbulent kinetic energy. 
Furthermore, the POD is optimal in the sense that there is 
no other truncated series expansion of a data set that has a 
smaller mean square truncation error (Holmes et al. 1998)

In this study, we exploit the symmetry properties of the 
flow features that are to be extracted. Holmes et al. (1998) 
provide a thorough discussion of symmetries and the POD. 
We thus deviate from the standard POD formalism and seek 
a decomposition of the fluctuating velocity field in the form

That is, we decompose the velocity field of each PIV snap-
shot into a symmetric and an anti-symmetric part. The 
POD is then applied to each of the resulting velocity fields 
separately. In effect, the expected symmetry properties are 
enforced for each mode.

While there are a number of possibilities to compute the 
POD, we use the singular value decomposition to obtain 
the temporal coefficients, spatial modes and a measure of 
the turbulent kinetic energy of each mode. The velocity 
data from PIV measurements is arranged into a state matrix 
of size 3 ·M × N. The three velocity components at M spa-
tial points result in 3 ·M rows of the state matrix and N PIV 
snapshots yield the number of columns in the state matrix. 
The singular value decomposition of the state matrix pro-
duces three matrices U,Σ and V ′. The columns of U con-
tain the spatial modes, whereas the rows of ΣV ′ contain the 
temporal coefficients of the respective mode. The squared 
elements of the diagonal matrix Σ , σ 2, are a measure of 
the turbulent kinetic energy (TKE) of each mode. The total 
TKE is thus given as

In turbulent flows, the large-scale structures of the flow 
usually contain a major part of the turbulent kinetic energy. 
Thus, the first few POD modes can be expected to provide 
a representation of the dominant coherent structures.

3.2 � Symmetry properties

The POD analysis presented in this manuscript relies on the 
decomposition of the velocity field into a symmetric and an 
anti-symmetric part. Thus, a definition of these symmetry 
properties in polar and cartesian coordinates is given next. 
A symmetric structure has

(8)

v

′ =v

′
sym + v

′
asym

=
N∑

i=1

aisym�isym +
N∑

i=1

aiasym�iasym .

(9)TKEtotal = 0.5

N∑

i=1

σ 2
i .

(10)vr(r, θ1, x) = vr(r, θ2, x).

Table 2   SEM and bounds of the 95 % confidence interval

 
∣∣∣ b95−φ

vbulk

∣∣∣ φ = vx φ = vy φ = vz

2.0 % 1.0 % 1.0 %

 
∣∣∣ b95−φ

vbulk

∣∣∣ φ =
√
v
′
xv

′
x

φ =
√
v
′
yv

′
y φ =

√
v
′
zv

′
z

3.2 % 1.5 % 1.0 %

 
∣∣∣ b95−φ

vbulk

∣∣∣ φ =
√
v
′
xv

′
y φ =

√
v
′
xv

′
z φ =

√
v
′
yv

′
z

1.3 % 0.9 % 1.3 %
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For the same structure,

and

for arbitrary θ1 and θ2. Hence, a symmetric structure in 
polar coordinates appears as anti-symmetric in cartesian 
coordinates. In the following, symmetry and anti-symmetry 
will always be in reference to a polar coordinate system.

To demonstrate the decomposition of the velocity field 
into symmetric and anti-symmetric parts, we consider an 
exemplary PIV data set. Consider first Fig. 3d, f. These two 
modes are the first and second modes of a POD applied 
only to the anti-symmetric part of the measured veloc-
ity fields. As will be discussed later on, these two are the 
prototypical representation of the helical global mode. In 
addition, Fig. 3b shows the first mode of the POD applied 
only to the symmetric part of the velocity fields. This 
structure will be identified subsequently as a non-periodic 
structure that is related to an axial shift of the recircula-
tion bubble. Figure 3a, c, e displays the first three modes 
of a POD applied directly to the measured velocity fields. 

(11)vy(x, y, z = 0) = vr(r, θ = 0, x)

(12)vy(x, y, z = 0) = −vr(r, θ = π , x)

The helical mode is now represented by three POD modes 
instead of two. Figure 3a, c shows that two different phe-
nomena have been merged into these three modes. This is 
most pronounced in Fig. 3a, which appears as a superposi-
tion of Fig. 3b, d.

3.3 � Flow feature tracking (tracking the breakdown 
bubble dynamic)

This study focuses on two large-scale flow features of 
swirling jets undergoing vortex breakdown: (i) the global 
mode, which features large-scale periodic oscillations that 
can be readily analyzed via POD (Oberleithner et al. 2011; 
Stöhr et al. 2012) and (ii) the recirculation bubble that does 
not feature a periodic dynamic. To analyze the dynamic 
of the second, feature tracking is applied to a low-order 
reconstruction of the velocity field. We take the spatial 
fluctuations of the upstream end of the recirculation bubble 
as an indicator for the dynamics of the recirculation zone. 
In order to extract the location of the upstream stagnation 
point from the instantaneous velocity fields, we use the 
Q-criterion of Hunt et al. (1988), which is given as

S denotes the symmetric and Ω the anti-symmetric part of 
the velocity gradient tensor ∇v. In its usual use, this crite-
rion locates regions, in which the rotation is larger than the 
strain rate and therefore a vortex is identified when Q > 0 . 
Considering a stagnation point, all velocity components 
reduce to zero. There, the sign of all velocity components 
changes across the stagnation point and the strain is larger 
than the rotation. Hence, the Q-criterion produces a nega-
tive value at a true point of flow stagnation.

To ease the discussion of the Q-criterion, the following 
terminology is introduced: First, a stagnation point of a 
velocity field can be described as a saddle point of a vector 
field. Second, a vortex with a rotatory motion is equivalent 
to a focus. Furthermore, in the context of vector field topol-
ogy, features like saddles are termed critical points.

To aid in the further discussion, we write the Q-criterion 
for a two-dimensional flow in Cartesian coordinates:

For the identification of critical points, the Q-criterion 
is calculated from normalized velocities. Therefore, each 
velocity vector is divided by its magnitude 

(√
v2x + v2y

)
 , 

whereby only the directional information of the velocity 
field is retained. With this modification, the Q-criterion is 
more robust and its values lie only between minus one and 

(13)Q =
1

2
·
(
�Ω�2 − �S�2

)
.

(14)Q = −
1

2

((
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)2
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(
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∂x
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one. The application of this criterion to some generic veloc-
ity fields will be given in the following. A saddle point is 
shown in Fig.  4a. In this case, the normal strain compo-
nents contribute to the Q-criterion. The cross derivatives 
are identically zero. Therefore, the only overall contribu-
tion comes from the two normal strain components and the 
Q-criterion is negative. The ellipse shown in Fig.  4b is a 
representation of a vortical motion. In this case, the two 
normal strain components are zero and the only contribu-
tion to the Q-criterion stems from the cross-stream deriva-
tives. While ∂vy

∂x
 is negative, ∂vx

∂y
 is positive and the overall 

value of the Q-criterion is positive. Finally, Fig. 4c shows 
the vector field of the Stuart vortex (Stuart 1967). It con-
sists of two repelling foci and an interconnecting saddle. 
As is indicated by the colorbar, the value of the Q-criterion 
changes from positive to negative to positive values as the 
topology changes accordingly. We conclude that the Q-cri-
terion is suitable to identify the structure we are interested 
in—the saddle points of instantaneous velocity fields.

We remark that other approaches exist to identify critical 
points in vector fields, the most classical being the calcula-
tion of the Poincaré–Hopf index (Foss 2004). The calcula-
tion of the Poincaré–Hopf index involves the identification 
of candidate critical points, as outlined in Depardon et al. 
(2006). The Poincaré–Hopf index is the integer number of 
rotations of a vector as a closed loop around the candidate 
critical points is traversed. In practice, a discretized circle 
is placed around each candidate point and the Poincaré–
Hopf index is calculated via

δθ denotes the angular difference between successive vec-
tors along the contour. If I = −1 the candidate point is a 
saddle, if it is 1, the candidate is a node or focus and if 
I = 0, the candidate point is not a critical point. However, 
with a given spatial resolution of the PIV grid only a few 
(around six, depending on the radius of the circle) vectors 
lie on the discretized circle. In this case, we found that the 
results of the Poincaré–Hopf index are comparable to the 
Q-criterion applied to a normalized velocity field. In fact, 
the focus on the angular information (normalization) in the 
Q-criterion is similar to the consideration of angular incre-
ments in the Poincaré–Hopf index. Both methods differ 
mainly where the velocity field shows sinks or sources, that 
is, where the flow becomes strongly three-dimensional and 
the in-plane continuity is violated. Additionally, the process 
of identifying candidate critical points and computing the 
Poincaré–Hopf index, as outlined in Depardon et al. (2006), 
took an order of magnitude more computational time than 
the identification of the saddle points via the Q-criterion.

Finally, it shall be noted that the Q-criterion as shown 
in Eq. 14 is valid only for strictly two-dimensional flows. 
The crucial point is that in a two-dimensional flow, the vor-
tex axis is perpendicular to the vector field plane. However, 
the data that are analyzed here stem from a highly three-
dimensional flow. This means that the axis of a given vor-
tex may intersect the measurement plane at an arbitrary 

(15)I =
∑

δθ

2π
.
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angle. This leads to the formation of degenerate saddle 
points that become increasingly elongated until only a stag-
nation line remains. This process is illustrated in Fig.  5. 
A pseudo three-dimensional vector field is obtained by 
extending a saddle point as in Fig. 4a in the z-direction. The 
resulting vector field is given for reference in Fig. 5a. If the 
vector field of Fig. 5 is sliced along the x, y plane, a two-
dimensional saddle point is recovered. The corresponding 
value of the Q-criterion is indicated in Fig. 5b. As the plane 
of reference is rotated through the vector field, the saddle 
point becomes elongated along the x-direction. At the same 
time, the value of the Q-criterion is reduced, as shown in 
Fig. 5c. If the plane of reference is rotated to an angle of 
90◦ relative to its initial position, Fig. 5d, the saddle point 
visible in Fig. 5b has deformed into a stagnation line. The 
magnitude of the Q-criterion has reduced to half of its ini-
tial value at the location of the saddle point, since one of 
the in-plane velocity components has reduced to zero.

While the three-dimensional topology of the vector 
field of a swirling jet is more complex than the vector field 
shown in Fig. 5a, the trends observed for the pseudo three-
dimensional vector field are expected to remain valid: If the 
topology of the vector field on the PIV plane is sufficiently 
two-dimensional, a clear saddle point forms. The value of 
the Q-criterion is close to −1, if the velocity vectors are 
appropriately normalized. The saddle-point structure on the 
PIV plane is distorted, if the normal to the saddle point is 
close to parallel to the PIV plane. In such a situation, the 
value of the Q-criterion will differ significantly from a 
value of −1.

3.4 � Outline of flow feature tracking from PIV data

The analysis of the PIV data is carried out according to the 
flowchart displayed in Fig. 6. In detail, the following steps 
are taken:

–– The fluctuating velocity component v′ is extracted from 
each PIV snapshot.

–– The fluctuating velocity component is decomposed into 
a symmetric, v′sym, and an anti-symmetric part, v′asym.

–– A POD is computed for the symmetric and anti-sym-
metric part separately.

–– A low-order reconstruction of the instantaneous velocity 
field is computed, employing only the first two symmet-
ric and anti-symmetric POD modes �1/2, see Fig.  12. 
The POD serves as a low-pass filter, rejecting small-
scale fluctuations. Each velocity vector is normalized 
with its magnitude.

–– The Q-criterion is computed via Eq. 14 and normalized 
with its smallest value. Saddle points are identified as 
the locations where the Q-criterion is above a certain 
threshold, typically 0.7. Thus, only incidences in which 

the local saddle point structure is sufficiently two-
dimensional contribute to the stagnation point tracking.

4 � Results

The presentation of the experimental results starts with 
the discussion of the time-averaged velocity measured in 
the mixing tube upstream of the contraction, followed by 
a presentation of the velocities in the nozzle exit plane and 
in the unconfined domain downstream. Thereafter, we char-
acterize the global mode dynamics derived from the POD 
analysis. The results section terminates with a discussion of 
the recirculation bubble dynamics as it is derived from the 
Q-criterion-based approach.

4.1 � The mean flow in the mixing tube

The two measurement planes in zone II are sketched in 
Fig. 7a for reference.

The contours of axial velocity shown in Fig.  7b reveal 
that the contraction affects the flow field in the entire mix-
ing tube. The axial velocity accelerates markedly on the jet 
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centerline toward the end of the mixing tube. At the same 
time pockets of recirculating fluid are present between the 
accelerating flow on the jet axis and the walls of the pipe. 
The contour line of zero axial velocity is marked by a solid 
black line in Fig.  7b. While the velocity increases above 
zero for x/D > −8.5, a velocity deficit remains in that part 
of the flow.

Comparing the axial velocity shown in Fig.  7b to the 
axial velocity fields of Leclaire and Jacquin (2012), we find 
that the acceleration due to the nozzle is present in both 
flows far upstream of the nozzle. However, we detect no 
trace of the wavy evolution of the axial velocity along the 
jet centerline that Leclaire and Jacquin (2012) report and 
which they attribute to standing Kelvin waves in their exper-
imental setup. Rather, we observe a continuous increase in 
the magnitude of the axial velocity along the jet axis.

The profiles of the azimuthal velocity in Fig.  7b show 
the downstream evolution of this velocity component. 
From the center-body to the nozzle, the locations of the 
velocity extrema move inward, from approximately ±1.1D 
to ±0.3D. The honeycomb element in the center-body 
functions as a flow-straightening device. While the axial 
velocity remains largely unchanged, the swirl velocity is 
strongly reduced after a short distance into the honeycomb 
(Barlow et al. 1999). Hence, a region of non-swirling fluid 
forms above the center-body, which is set back into rotation 
by the surrounding annular stream of rotating fluid. This is 
especially pronounced in Fig. 7b, where a plateau around 
0m/s is readily detectable in the profile of the azimuthal 
velocity in the vicinity of the honeycomb.

The contours of axial velocity and the profiles of the azi-
muthal component for C2 are given in Fig.  7c. The thin-
ner center-body leads to larger recirculation zones, where 
the boundaries are again indicated by solid black lines. The 

magnitude of the axial velocity is strongly increased. The 
profiles of the azimuthal component retain their extrema 
at ±0.25D throughout the measurement domain. The mag-
nitude of the azimuthal component is strongly increased 
compared to C1.

4.2 � The mean flow in the nozzle exit plane

The velocity profiles in the nozzle exit plane play a special 
role in the present context, because they connect the inter-
nal with the external flow. In that sense, they set the inflow 
boundary condition for the unconfined flow.
Figure  8a compares the profiles of the azimuthal velocity 
in the nozzle exit plane. C1 has a lower absolute velocity 
and the maximum of the velocity occurs at a larger radial 
distance from the jet axis. C2 exhibits a larger velocity at a 
smaller radial distance. This indicates that from C1 to C2 an 
increasingly concentrated vortex core enters the unconfined 
part of the flow. This is also reflected by the axial velocity 
(Fig. 8b). The overshoot in axial velocity increases as the 
maximum of the azimuthal velocity is shifted inwards. It is 
created by the rotating flow passing through a contraction 
(Batchelor 1999) and is found consistently in studies on 
swirling jets (Billant et al. 1998; Oberleithner et al. 2014). 
This indicates that the key difference between the two con-
figurations is the formation of an increasingly concentrated 
vortex core that enters into the unconfined part of the flow. 
In line with the findings of Farokhi et al. (1989), we antici-
pate that the difference in the size of the vortex core criti-
cally influences the dynamics of the free field.

To quantify the difference of the vortex cores between 
the two configurations, Table 3 lists the normalized radius, 
δVC, of the respective vortex cores and their rotation rate 
at r = δVC. The vortex core size is defined by the first 

Fig. 6   Flowchart of the feature tracking process
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zero crossing of the axial vorticity, ωx, along the jet radius 
(Oberleithner et al. 2012). The rotation rate is computed via

We find that the spatial and temporal scales of the vortex 
cores of C1 and C2 are distinctively different.

4.3 � The unconfined mean flow

Figure  9 displays the time-averaged axial velocity of the 
different center-body configurations. As was pointed out 
in the introduction, no attempt was made to produce two 
swirling jets with precisely the same swirl number. Rather, 
the similarity is observed in terms of the upstream location 

(16)ΩVC =
vθ (r = δVC)

2πδVC
.

of the recirculation bubble. As can be inferred from Fig. 9c 
this was successful. Nevertheless, differences in the mean 
axial velocity are evident in Fig. 9. The extent of the recir-
culation region decreases from configuration C1 to C2. To 
allow for a better comparison, the contour line of zero axial 
velocity for each case is plotted in Fig. 9c.

To quantify the difference in the downstream evolution 
of the jets, the jet half width is presented in Fig. 10. It is 
defined as

and represents the center of the outer shear layer. It encom-
passes the total jet spreading, as in Liang and Maxworthy 
(2005). C1, with a larger vortex core, clearly shows a larger 
jet spreading. It is difficult to put this observation into the 

(17)r0.5 = y(vx/vxmax = 0.5)
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context of previous studies. Among those studies that report 
quantitatively on the jet spreading (Liang and Maxworthy 
2005; Toh et al. 2010; Chigier and Chervinsky 1967), only 
Liang and Maxworthy (2005) present two configurations 
where vortex breakdown is not occurring intermittently, but 
is present in the mean field. Two factors contribute to the 
spreading of a swirling jet: turbulent production and a dis-
placement of the jet by the recirculation bubble. The contri-
bution of the first effect is captured by the Reynolds num-
ber. Consistently, Liang and Maxworthy (2005) found that 
at the same Reynolds number the jet spreading increases 
with the swirl number. This observation was also made 
qualitatively by Oberleithner et al. (2012), who report that 
the size of the recirculation bubble grows as the swirl num-
ber is increased. This indicates that the dominant contribu-
tion to a difference in jet spreading stems from a different 
displacement of the jet. In this study the Reynolds num-
ber is equal for C1 and C2. We argue that the different jet 
spreading is caused by a different size of the recirculation 
bubble between C1 and C2 (Fig. 9c). In contrast to Liang 
and Maxworthy (2005) and Oberleithner et al. (2012), this 
difference is observed at the same swirl number SB.

4.4 � The global mode in the unconfined flow: spatial 
structure and energy

Next, the properties of the global mode are analyzed 
by POD. The presentation starts with a discussion of the 
modal structures obtained from the symmetric and anti-
symmetric POD, exemplified with the measurements of 
C1. In particular, this decomposition yields anti-symmetric 
structures that are related to the global mode and axisym-
metric structures that are related to other phenomena. The 
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Table 3   δVC for C1–C2

C1 C2

δVC/D 0.29 0.22

ΩVC (Hz) 48 74
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resulting spatial modes are shown in Fig.  11. The corre-
sponding POD spectra are presented in Fig. 12.

The first mode and second mode (Fig. 11a, b) correspond 
well with the first and second mode in Fig. 11 of Oberleith-
ner et  al. (2011). As Oberleithner et  al. (2011) state, these 
two modes span the wave pattern of the global mode. Ober-
leithner et al. (2011) also present their third and fourth mode, 
which they state are structures uncorrelated with the global 
mode that describes a meandering motion of the recircula-
tion bubble. Returning to Fig. 11d we observe that this mode 

has a similar structure. However, no structure similar to 
Fig. 11c was observed in Oberleithner et al. (2011).

Figure  12a, b shows the relative energy content of the 
first 100 POD modes computed from the symmetric and 
anti-symmetric POD approach. It is evident from Fig. 12a 
that the energy content of the first two modes is nearly 
equal which, according to Oberleithner et al. (2011), further 
corroborates that these two modes span a traveling wave. 
This observation is consistent with a periodic structure like 
the global mode. As Oberleithner et al. (2011) point out, the 
temporal behavior of the global mode can be elucidated by 
investigating the phase portrait of this structure. As we are 
considering states at which the vortex breakdown is present 
in the mean flow, the flow has undergone the supercritical 
bifurcation and the global mode oscillates on its limit cycle 
(Oberleithner et al. 2012). Thus, the phase portrait should 
indicate an oscillatory pattern.

Clearly, this is the case from the phase portrait of 
Fig. 13.

Returning to Fig. 11a, b, it is evident that the anti-sym-
metric mode pair has vy(0) �= 0. According to Oberleithner 
et al. (2014), only a mode with an azimuthal wave number 
of one can have this property. This, in addition to the close 
agreement of the phase portrait and the spatial structure of 
the first two anti-symmetric modes to Oberleithner et  al. 
(2011), suggests that the first and second anti-symmetric 
modes represent the global mode.
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4.5 � The impact of the first POD modes on the 
time‑averaged flow

We turn now to the role of the first and second symmet-
ric POD modes of C1 and C2. To provide a more intuitive 
understanding of these structures, we consider them in con-
junction with the time-averaged flow field. Figures 14 and 
15 show the superposition of the mean axial velocity and 
the respective POD mode of C1 and C2, according to

The subscript i is either 1 or 2, depending on whether the 
first or second mode is considered. The superposed veloc-
ity fields were constructed for the symmetric and anti-
symmetric POD modes. Figure 14a, b reveals that the first 
symmetric mode imposes an axial shift on the position of 
the upstream stagnation point relative to the time-mean 
position. At the same time a less pronounced transversal 
thickening or thinning of the recirculation bubble can be 
observed. While the downstream end of the recirculation 
bubble remains unaltered, the size of the recirculation bub-
ble changes. Figure 14c, d shows that the second symmet-
ric POD mode represents a movement of the recirculation 
bubble that is predominantly present in the downstream 
end of the recirculation bubble. The upstream end remains 
largely unchanged in axial position. As for the first sym-
metric POD mode, the second also represents a lateral 
elongation or compression of the recirculation bubble. 
However, the transversal displacement is more pronounced 
than that of the first symmetric mode. Thus, the first and 
second symmetric modes describe the change in axial and 
lateral extent of the recirculation bubble. Additionally, we 

(18)vx = vx +�i · ai.

find that the meandering motion of the recirculation bubble 
is captured by the first and second anti-symmetric modes. 
This is displayed in the two bottom rows of Fig. 14, where 
it is evident that the axial upstream and downstream posi-
tion remains unaltered to a large extent. However, in par-
ticular the upstream end is displaced from left to right.

The first symmetric mode of C2, displayed in Fig. 15a, 
b also reflects an axial shift of the recirculation bubble. In 
contrast to C1, the entire recirculation bubble is shifted 
upstream and downstream around the time-mean position. 
The movement is not only restricted to the upstream stag-
nation point as is the case for C1, but also the downstream 
stagnation point is shifted by a considerable amount. The 
area of the recirculation bubble appears to change less than 
for C1. The effect of the second symmetric mode, Fig. 15c, 
d, is more pronounced for C2 than for C1. The upstream 
stagnation point shows as little movement as in C1. How-
ever, the compression or expansion of the recirculation bub-
ble around the time-mean state is much more pronounced. 
The first and second anti-symmetric modes in Fig.  15e–h 
are equal in appearance to Fig. 14e–h. The global mode in 
C1 and C2 is equally represented by these two POD modes. 
The impact of these modes on the recirculation bubble is 
similar.

According to the changes in the flow structure that 
are captured by each mode, we term the first and second 
symmetric modes as axial bubble and axial compression 
modes, respectively. The first and second anti-symmetric 
modes are termed first and second global base modes.

Comparing these findings with Oberleithner et  al. 
(2011), we find that the POD modes describing the global 
mode have been clearly identified for both configurations. 
In addition to measurements taken in a streamwise plane, 
Oberleithner et  al. (2011) took measurements in a cross-
wise plane. In that plane they identified a POD mode that 
was interpreted as describing an axial shift in the position 
of the recirculation bubble. The same behavior is captured 
in the first and second symmetric modes of the data pre-
sented here. Hence, all the important large-scale dynamics 
are captured by the present analysis.

The POD analysis allows to extract the energy content 
of a given mode. This is used to measure the difference 
between the configurations C1 and C2. The first and sec-
ond anti-symmetric modes in Table 4 have almost the same 
contribution to the total energy in both cases. Contrarily, 
the contribution of the symmetric modes changes signifi-
cantly for each configuration. From C1 to C2, the absolute 
energy content of the first symmetric mode increases by 
approximately 10 %. The energy of the second symmetric 
mode is reduced by 47  % from C1 to C2. The most sig-
nificant contribution to the large-scale dynamics stems 
from the axial bubble modes, which is evident from their 
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energy contribution shown in Table 4. The contribution of 
the two global base modes ranks second and third. This is 
opposed to Oberleithner et al. (2011) who found these two 
modes to be dominant. This discrepancy may be related to 
the different experimental setup. The contribution of the 
bubble compression mode to the total fluctuating energy is 
for both configurations significantly smaller than that of the 
global base modes and the axial bubble mode. In particular 
for C2, Fig. 15c, d shows a large impact of this mode on 
the flow field. However, given its small energy contribution 

(Table  4) it represents rather extreme events that occur 
infrequently.

4.6 � The correlation of the POD modes and the pressure 
in the vortex core

As shown in Fig. 13, the two anti-symmetric POD modes 
form a pair that describes the periodic oscillation of the 
global mode. This section addresses whether the two sym-
metric modes are correlated with the global mode or with 

Fig. 14   Superposition of one 
POD mode at largest (left 
column), respectively, smallest 
amplitude (right column) and 
the time-averaged axial velocity 
for C1. a, b Axial bubble mode; 
c, d bubble compression mode; 
e, f: 1st Global base mode; g, 
h 2nd Global base mode; the 
axes displayed in g apply to the 
entire figure. The dotted line 
in a–h indicates the contour of 
zero axial velocity in the mean 
field. The solid line indicates the 
contour of zero axial velocity in 
the superposed velocity field
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the fluctuating pressure in the vortex core. It was demon-
strated by Farokhi et al. (1989) that a smaller vortex core 
leads to a smaller mean static pressure in the center of the 
vortex core. Here, we are not primarily interested in time-
mean quantities, but whether the fluctuations of the static 
pressure of the incoming vortex core are related to the 
dynamics of the recirculation bubble. To quantify the cor-
relation, the linear correlation coefficient is calculated via

where C(X, Y) denotes the covariance matrix. X and Y are 
vectors of random variables. A value of R = 0 indicates 
that the two variables are uncorrelated, whereas a value of 
R = ±1 indicates that the two random variables are fully 
correlated. In this case, the random variables are the time 

(19)R(X, Y) =
C(X, Y)√

C(X, Y)C(X, Y)
,

Fig. 15   Caption is the same as 
for Fig. 14. The time-averaged 
axial velocity and the POD 
modes are taken from C2
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coefficients of the different POD modes or the vector of the 
fluctuating pressure. Thus, the static pressure is computed 
for each PIV snapshot according to the radial equilibrium 
equation (Greitzer et al. 2004),

which is integrated radially inward, assuming a steady 
inviscid symmetric vortex core with zero radial velocity. 
The assumption of zero radial velocity is a very strong 
assumption for strongly swirling jets. Additionally, the 
instantaneous velocity fields are in general not axisym-
metric. Nevertheless, this assumption may be reasonable 
in the immediate vicinity of the nozzle. A more accurate 
representation of the pressure may be obtained by inte-
grating the full radial momentum equation, neglecting the 
viscous terms. However, neither the temporal nor the out-
of-plane gradient can be computed from the present data. 
Since we observe that an inclusion of the remaining gradi-
ent terms that stem from the convective acceleration in the 
momentum equation, into the pressure computation, does 
not qualitatively change the pressure distribution, we stick 
to the widely used radial equilibrium equation. The pres-
sure signal is then extracted in the immediate vicinity of the 
nozzle and the jet axis, at x = 0.03D and y = 0.

The correlation coefficients in the top four rows of 
Table 5 exhibit that the axial bubble and the bubble com-
pression modes of C1 and C2 are not correlated to either of 

(20)p(t) = ρ

∫ rmax

0

vθ (t)
2

r
dr,

the global base modes. Nevertheless, it seems plausible that 
a change in the size or position of the recirculation bubble 
alters the amplitude of the global mode. A possible expla-
nation for the lack of correlation may be different tempo-
ral scales of the symmetric modes and the global mode. 
Hosseini et  al. (2015) investigated the wake of a pyramid 
and also found a POD mode pair that describes the vortex 
shedding and a dominant symmetric mode that describes an 
axial shift of the recirculation bubble. These authors used 
time-resolved PIV for their measurements and showed that 
the axial shift of the recirculation bubble occurs at a dis-
tinctively smaller frequency than the vortex shedding. If the 
situation were similar in this flow configuration, a shift of 
the recirculation bubble and a change of the global mode 
may be correlated, but with a time delay. In this case, the 
modal coefficients would appear as uncorrelated in the pre-
sent study, even though both phenomena are correlated. 
However, this is only formulated as a speculation since the 
data in the present study are not sufficiently time-resolved 
to determine the frequencies at which the different phe-
nomena occur.

The correlation coefficient R(a1sym, p) shows a signifi-
cant correlation of the fluctuating pressure and the modal 
coefficient of the first symmetric mode. This correlation is 
especially pronounced for C2 with the smaller vortex core. 
While the radial equilibrium equation cannot be expected 
to describe the pressure evolution quantitatively correct, it 
shows one mechanism by which this correlation may occur. 
In its differential form,

it indicates that a change in pressure is balanced by a 
change in the azimuthal velocity. Billant et  al. (1998) 
derived a necessary criterion for vortex breakdown, stating 
that vortex breakdown occurs, if

where x0 is an axial station upstream of the stagnation 
point. Depending on the shape of the azimuthal velocity 
profile and the resulting overshoot in axial velocity on the 
jet axis, the values of this criterion may differ from snap-
shot to snapshot, which correlates to a more upstream or 
downstream position of vortex breakdown. An axial shift in 
the position of vortex breakdown necessarily changes the 
axial position of the recirculation bubble. This axial shift 
is described by the axial bubble mode. The remaining cor-
relation coefficients indicate that no or only a very weak 
correlation prevails between the global base modes, the 
bubble compression mode and the pressure. Since the bub-
ble compression mode is also uncorrelated with all other 

(21)
dp

dr
= ρ

v2θ

r
,

(22)

∫∞
0

v2θ (r,x0)

r
dr

v2x(0, x0)
≥ 0.5,

Table 4   Total fluctuation energy and the contribution of the first two 
symmetric and anti-symmetric POD modes

C1 C2

Etotal

(
m2/s2

)
2.53 2.40

E1sym(%) 4.51 5.26

E2sym(%) 2.08 1.49

E1asym(%) 3.45 3.42

E2asym(%) 3.18 3.21

Table 5   Correlation coefficient of various POD modes and fluctuat-
ing pressure

C1 C2

R(a1sym, a1anti−sym) 0.002 0.043

R(a2sym, a1anti−sym) 0.005 0.045

R(a1sym, a2anti−sym) 0.003 0.015

R(a2sym, a2anti−sym) 0.02 0.013

R(a1sym, p) 0.394 0.687

R(a2sym, p) 0.115 0.03

R(a1anti−sym, p) 0.01 0.014

R(a2anti−sym, p) 0.104 0.127
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modes shown here, the compression of the bubble is driven 
by another mechanism that appears to be unrelated to the 
size of the incoming vortex core.

4.7 � Scaling of the global mode frequency

The PIV data analyzed so far are not sufficiently time-
resolved to allow any insight into the temporal dynam-
ics of each flow configuration. Thus, the analysis is com-
plemented by hot wire measurements at y = 0.53D and 
x = 0.2D. This position corresponds to the position of the 
outer shear layer in the vicinity of the nozzle. At this loca-
tion, a good signal to noise ratio between the frequency 
peak of the global mode and broadband turbulent noise was 
obtained. The result of the hot wire measurements is pre-
sented in Table 6. The frequency of the global mode in C2 
is 27 % higher than in C1. To provide a comparable quan-
tity, the frequency of the global mode normalized with the 
rotation rate of the vortex core on the jet axis is listed in 
Table  6. The normalized frequency shows that the global 
mode frequency is determined by the rotation rate on the 
jet axis, which is basically the rate of the solid body rota-
tion. The smaller vortex core implies higher rates, and thus, 
a higher global mode frequency.

4.8 � The upstream stagnation point: spatial dynamics

We turn our attention now to the dynamics of the 
upstream stagnation point. Since only the large-scale 
dynamics are investigated in this study, instantaneous 
velocity fields are constructed from the mean flow and 
the axial bubble, bubble compression and the global 
base modes. The feature tracking outlined in Sect.  3.3 
is then used to identify the instantaneous position of the 
upstream stagnation point.

The reconstructed velocity fields are shown at four arbi-
trary phase angles of the global mode in Fig. 16a–d. This 
figure illustrates the evolution of the recirculation bubble 
and the upstream stagnation point for C1. The location of 
the saddle points is marked by red dots. The feature track-
ing successfully identifies the saddle points in each velocity 
field. The predominantly two-dimensional structure of the 
saddle points is also visible in this figure. Typically, 20 % 
of the PIV snapshots were rejected, because the saddle 

point structure was found to be distorted by three-dimen-
sional effects.

The results of the upstream stagnation point tracking are 
presented in the histograms of Fig. 17a, b. For C1, shown 
in Fig. 17a, the distribution of the position of the upstream 
stagnation  point in the streamwise direction exhibits two 
maxima at circa x = 0.3D and x = 0.55D. The position of 
the upstream stagnation point appears to be varying rela-
tively continuously between these two extrema and around 
the time-mean location. The distribution of the upstream 
stagnation point of C2, Fig.  17b also shows two extrema 
at the approximately same position as C1. The location 
of the stagnation point is more concentrated around these 
extrema, when compared to C1. In the vicinity of the stag-
nation point relatively few occurrences of the upstream 
stagnation point are found. In this case, there appears to be 
a bimodal state, where the position of the upstream stagna-
tion point jumps rather abruptly between two positions. A 
larger difference in the two histograms is evident from the 
lateral distribution of the upstream stagnation point. Here, 
C1 shows a stronger variation in the y coordinate of the 
stagnation point. This is in line with the discussion of the 
modal structure and the energy content of the POD modes. 
While the second symmetric mode of C2 showed a stronger 
compression or inflation of the recirculation bubble, the 
energy content of the mode indicated that these extreme 
events occur infrequently. This is recaptured by the distri-
bution of the upstream stagnation point that varies stronger 
in the lateral direction for C1, where the second symmetric 
mode had a larger energy content than for C2. The differ-
ence in the axial position of the stagnation point is consist-
ent with the difference in the first symmetric mode. This 
mode showed for C1 that the downstream stagnation point 
remains fixed. Only the upstream end of the recirculation 
bubble moved in position. For C2, the first symmetric mode 
represents an axial shift of the entire recirculation bubble, 
which is in line with a bimodal state.

5 � Conclusion

This study investigated the influence of the initial vor-
tex core size on the near field of an unconfined swirling 
jet. Emphasis was placed on the dynamics of the break-
down bubble and the associated most energetic coherent 
structures.

The swirling jet was generated by a radial-inlet-
type swirler and then guided through a mixing tube and 
released through a nozzle into the unconfined free field. 
LDA measurements were conducted inside the mixing 
tube, to analyze the swirl-generating mechanism. Stereo 
PIV measurements were conducted in the unconfined 
region shortly downstream of the contraction. Low-order 

Table 6   Global mode frequency, fGM, and the global mode fre-
quency normalized with the rotation rate of the vortex core, ΩVC, on 
the jet axis for C1 and C2

C1 C2

fGM(Hz) 49 62

fGM/ΩVC(r = 0) 0.4 0.4
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representations of the dominant coherent structures in 
that region were developed based on POD and a feature 
tracking approach based on a critical-point-identification 
routine.

Measurements in the mixing tube show that center-bod-
ies with a honeycomb element are suitable for passively 
controlling the tangential velocity profile in the mixing 
tube of the setup. In turn, the shape of the tangential veloc-
ity profile determines the size of the vortex core in the noz-
zle exit plane and thus controls the initial conditions of the 
unconfined swirling jet. It was demonstrated that the center-
bodies of different diameters lead to different tangential 
velocity profiles by creating a region of non-rotating fluid 
that is of different size. This region of non-rotating fluid 
is set back into rotation by an annular stream of strongly 
swirling fluid. Depending on the extent of the non-rotating 
region, the tangential velocity profile that forms the vortex 

core in the nozzle exit plane has its extremum at larger or 
smaller radii.

PIV measurements of the unconfined flow were con-
ducted for two different center-bodies and, respectively, 
two different initial velocity profiles. Both configurations 
shared the same swirl number in the immediate vicinity of 
the nozzle, but showed substantial differences in time-mean 
quantities, such as the jet spreading and the shape of the 
recirculation bubble. Exploiting the symmetry properties 
of the coherent structures, we can clearly identify a POD 
mode pair that spans the basis for the oscillating global 
mode. The spatial structure and energy content of this 
mode were insensitive to the vortex core sizes, whereas 
its oscillation frequency clearly correlates with the base 
flow rotation rate. We further identified two axisymmet-
ric POD modes that exhibit a strong dependence of their 
energy content on the initial vortex core size. The more 
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energetic is related to an axial shift of the recirculation bub-
ble, whereas the less energetic mode represents a change of 
lateral extent. The temporal evolution of the most energetic 
mode was found to be correlated with pressure fluctuations 
inside the incoming vortex core. This suggests that the fluc-
tuations of the breakdown bubble are related to fluctuations 
of the incoming azimuthal velocity profile, which drives 
pressure fluctuations. A smaller initial vortex core, and 
associated lower core pressure, results in stronger fluctua-
tion intensities of the pressure and the bubble position.

The influence of the vortex core size on the bubble 
dynamics was investigated by tracking the upstream stag-
nation point from the Q-criterion of the PIV snapshots. 
Two-dimensional histograms of the saddle point locations 
revealed that a larger initial vortex core is linked to smooth 
fluctuations of the breakdown bubbles position around the 
time-mean position. The smaller initial vortex core led to 
discrete fluctuations of the instantaneous position that can 
be described as bimodal.

In successfully tracking the upstream stagnation, this 
study established that a vortex criterion-based approach 
may be a viable alternative to the identification of flow fea-
tures in three-dimensional velocity fields via the Poincaré–
Hopf index.

This study reveals the significance of the inflow pro-
file for characteristics of the swirling jet dynamics and 
the insufficiency of a swirl number definition that does 
not account for the specific velocity profile. This study 
shows two main mechanisms that are determined by the 

vortex core size. For the same amount of swirl, a smaller 
vortex core size generates lower core pressures and thus 
stronger pressure fluctuations, which affect the stability of 
the breakdown bubble. A smaller vortex core size with the 
same amount of swirl also implies faster rotation rates of 
the vortex core, which affects the temporal dynamics of the 
helical global instability.
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