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1  Introduction

The Richtmyer–Meshkov instability (RMI) (Richtmyer 
1960; Meshkov 1969) is a hydrodynamic instability that 
results from the interaction of misaligned pressure and 
density gradients. The pressure gradient required is intro-
duced through a shock wave that interacts with a density 
gradient in the form of an interface between fluids of dif-
ferent densities. The shock-interface interaction causes 
vorticity to be generated through the baroclinic term of 
the vorticity equation, D �ω/Dt =

[

1
ρ2

�∇ρ × �∇P

]

, where �ω 
is the vorticity, D �ω/Dt is the substantial derivative of �ω, 
ρ is the density, and P is the pressure. The magnitude of 
the baroclinic term of the vorticity equation is based on 
the strength of the pressure and density gradients and the 
angle of misalignment between them at the time of inter-
action. Two non-dimensional quantities, the Mach number 
and the Atwood number, are used to describe the strength 
of the pressure and density gradients, respectively. The 
Mach number (M = W/c) is a ratio of the shock wave 
speed to the speed of sound in the medium. The Atwood 
number is defined as A = ρh−ρl

ρh+ρl
, where the subscripts h 

and l denote the heavy and light fluids, respectively, for the 
light-over-heavy case.

The motivation behind many current research efforts 
into the RMI is its effect on the development of inertial 
confinement fusion (ICF) (Kramer et al. 2009). During the 
compression stage of the ICF process, the less dense abla-
tion layer on the more dense fuel pellet creates a density 
gradient that is impacted by a shock wave created by the 
high-powered laser, introducing a pressure gradient into 
the system. This interaction causes the RMI to mix the fuel 
and coating which reduces the efficiency and therefore the 
energy output of ICF.

Abstract  An experimental study of a twice-accelerated 
Richtmyer–Meshkov instability, where reshock provides 
the second acceleration, focusing on the effects of initial 
conditions and circulation deposition is presented. Experi-
ments were performed using the inclined shock tube facil-
ity at the Shock Tube and Advanced Mixing Laboratory. 
Three experimental cases are presented that have the same 
Atwood number, inclination angle, and Mach number, but 
are differentiated by their pre-reshock development time. 
Both Mie scattering and particle image velocimetry diag-
nostics were implemented. Velocity statistics were ensem-
ble-averaged over instantaneous realizations for each case 
before and after reshock. Results show that while the mix 
width decreases after reshock, the interface length contin-
ues to increase because the reshock wave amplifies small-
scale perturbations on the pre-reshock interface, resulting 
in greater mixing. A more developed interface also expe-
riences greater circulation deposition after reshock. After 
reshock, the sign of the vorticity near the interface reverses 
due to a second application of baroclinic torque by the 
reshock wave. Velocity statistics showed that the cross-
correlation (u′v′) is nonzero over much of the mixing layer, 
which indicates that shear and anisotropy are present. Tur-
bulent kinetic energy spectra for the most developed case 
after reshock exhibited a k−5/3 inertial range.
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The RMI has been studied in depth both experimentally 
and computationally beginning with the seminal works 
of Richtmyer (1960) and Meshkov (1969). This hydro-
dynamic instability was actually pre-discovered by Jahn 
(1956) who experimentally studied the refraction of plane 
shock waves using an oblique density interface. However, 
the focus of author’s work was on the physics of shock-
refraction and boundary layer development, and not the 
hydrodynamic instability developing on the gaseous inter-
face. The pressure gradient has been created in many fash-
ions experimentally, including accelerating the experimen-
tal facility as a whole (Chapman and Jacobs 2006) or as 
is the case for the work presented in this paper, a shock 
tube is used. In a shock tube, a high-pressure volume (the 
driver) is separated from a low-pressure volume by a thin 
diaphragm. The diaphragm is then ruptured causing com-
pression waves to travel into the low-pressure volume 
which will coalesce into a planar shock wave given suffi-
cient length. The method used to create the density gradient 
within a shock tube is dependent on the facility. In some 
facilities, where the orientation of the gases is unstable, a 
membrane is used to maintain the desired density gradi-
ent (Vetter and Sturtevant 1995; Smith et  al. 2001). In 
other facilities, the arrangement of the gases allows grav-
ity to maintain the interface, whether it is planar (Jones 
and Jacobs 1997) or a vertical, circular column (Olmstead 
et  al. 2015; Wayne et  al. 2015). A similar technique was 
employed in this facility. The facility used is not vertical; 
rather, it is inclined which allows for a repeatable, non-per-
pendicular planar interface (McFarland et al. 2014). Com-
putational studies of the RMI have been performed using 
many different methods including large-eddy simulations 
(Hill et al. 2006), weighted essentially non-oscillatory sim-
ulations (Latini et al. 2007; Schilling et al. 2007; Schilling 
and Latini 2010), and simulations performed with an arbi-
trary Lagrangian–Eulerian hydrodynamics code (McFar-
land et al. 2011, 2014; Morgan et al. 2012). Simulations of 
the RMI are currently expensive and will continue to stress 
computing resources as higher resolutions are desired and 
more complex models are produced.

A shock tube with a closed end gives the ability to 
shock an evolving RMI interface a second time utiliz-
ing the shock reflection from the end wall. This process is 
called reshock which is important in ICF and has also been 
studied experimentally and computationally (Schilling 
et al. 2007). In the case of Vetter and Sturtevant (1995), a 
horizontal shock tube was used to determine the effect of 
reshock on the turbulent mixing zone created by the RMI. 
They found that although the thin membrane used to form 
the interface plane had a significant influence on the initial 
growth rate of the interface, it had little effect on growth 
rates after the first reflected shock. In work that was similar 
to that of Vetter and Sturtevant, Leinov et  al. (2009) also 

studied the effect of reshock on the turbulent mixing zone 
in a horizontal shock tube. Leinov et al. also varied the dis-
tance and material of the end wall to observe the effects of 
different reshock strengths and interaction times and com-
pared the results to numerical simulations they performed. 
Balakumar et al. (2008) studied the effect of reshock on the 
structures of a sinusoidal gas curtain interface. Numerical 
simulations have also been performed for the initial con-
dition used in this work (the inclined-interface) by Sam-
taney and Zabusky (1993), from which they developed a 
circulation model. McFarland et al. (2011) also studied the 
inclined-interface RMI after reshock using ARES hydro-
dynamic code with adaptive mesh refinement (AMR). This 
study found that despite disparate initial conditions, the lin-
ear and nonlinear cases studied showed similar mix widths 
after reshock.

The goal of this paper is to investigate the effects of 
reshock interaction time and vortex scales and distribution 
on the development of the inclined-interface Richtmyer–
Meshkov instability. Section 2 will describe the experimen-
tal facility and the configuration used for the experiments. 
The developing interface of the inclined-interface RMI 
will be reshocked at three different stages of development, 
each with a different level of vortex scales and distribution. 
The results are given in Sect. 3. A qualitative study will be 
presented through high temporal resolution Mie scattering 
images. Mixing width and interface length will be meas-
ured from the Mie scattering images to determine the inter-
face growth rate, and particle image velocimetry will be 
used to map the velocity of the flow to generate vorticity 
fields and circulation data for a qualitative comparison. The 
Kolmogorov scale and Taylor microscale for the experi-
mental cases will be calculated and used to analyze the 
turbulent kinetic energy spectra for each case. Finally, the 
turbulent kinetic energy spectra will be ensemble-averaged 
and normalized, and compared between the experimental 
cases.

2 � Experimental facility

2.1 � Facility overview

The experiments were performed in the shock tube at the 
Shock Tube and Advanced Mixing Laboratory, and a brief 
overview of the experimental facility will be presented. 
A more in-depth description of the facility can be found in 
McFarland et al. (2014). The shock tube facility utilizes a var-
iable inclination design to create a repeatable inclined-inter-
face initial condition for performing RMI experiments. The 
shock tube is 8.6 m in length and is functional at all angles 
from horizontal (0°) to vertical (90°). The shock tube was 
designed to be modular to allow for multiple experimental 
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options and can sustain shock strengths up to Mach 3.0 into 
atmospheric air. Following the driven section is a modular 
test section that allows for imaging at multiple locations at 
once and overlapping images for situations when the interface 
grows beyond the scope of a single window. The test section 
also contains multiple locations where a fluid interface can 
be created, an ability that features prominently in the present 
experiments. A schematic of the facility is shown in Fig. 1.

Diagnostic hardware employed in conjunction with the 
facility allows for a wide variety of data to be acquired 
from the experiments. Vital to the timing of the other diag-
nostics, dynamic pressure transducers are located in the 
driven section, test section, and on the end wall of the shock 
tube. The pressure transducers in the driven section allow 
for the initial shock speed to be calculated using the differ-
ence in rise times and the distance between the transduc-
ers. The rise time of the last dynamic pressure transducer 
is used to trigger the flow visualization system. The flow 
visualization system consists of two TSI Inc. PowerView 
Plus 2 MP cameras designed for particle image velocime-
try (PIV) that are also capable of capturing Mie scattering 
images and a dual cavity New Wave Research Gemini PIV 
laser capable of providing 200 mJ per pulse at 532 nm. The 
seeding required for the PIV and Mie scattering techniques 
is provided by a Pea Soup fog machine. Fog particles are 
introduced into the light fluid through a port close to the 
test section only when employing Mie scattering, but are 
introduced into both the light and heavy gases for PIV stud-
ies. The UK Atomic Energy Authority measured the size of 
the fog particles using a Laser Doppler Anemometer and 
found the mean particle size to be 0.2  µm in diameter (a 
detailed description of the particle sizing procedure can be 
found in the AEA Working Instructions 1998). In the case 
of the heavy gas, the fog particles are introduced through a 
bypass in the heavy gas fill line. Images are captured using 
TSI INSIGHTTM 4G software, and PIV vectors are com-
puted using built-in processing capabilities.

2.2 � Experimental cases

The experimental cases presented here are defined by a single 
Mach number (M = 1.55), angle of inclination (θ = 60◦),  

pre-shock Atwood number (A ∼= 0.23), and amplitude-to-
wavelength ratio (η/� ∼= 0.29). An Atwood number of 0.23 
for the three cases is achieved by using nitrogen as the light 
gas and carbon dioxide as the heavy gas. These common 
factors allow us to focus on the effect of interface develop-
ment on circulation by varying the interaction time of the 
reshock wave. By utilizing the modular nature of the shock 
tube test section, it was possible to create the initial inter-
face at three different distances from the bottom wall of 
the shock tube (other distances could be created if desired). 
These distances define Cases 1, 2, and 3, respectively, and 
correspond to approximate reshock interaction times shown 
in Table 1.

The different interface creation distances and reshock 
interaction times allow for different development times for 
each case. The effects of these development times on the 
RMI will be explored in the following sections. The devel-
opment of the pre-reshock interface is shown in relation to 
the development caused by the initial shock in Fig. 2.

Figure 3 shows x-t plots for the three experimental cases 
presented in this work. Annotated on the plots is the trig-
gering dynamic pressure transducer location as well as the 
bounds of the visualization area used to capture the reshock 
data. Evident from the contours representing the expansion 
waves from the reshock wave interaction with the interface, 
the time that the reshock of the RMI can be studied is limited 
by the time until the expansion waves interact with the inter-
face. The different reshock development times for the cases 
are directly related to the distance from the interface to the 
bottom wall of the shock tube. As the distance from the bot-
tom wall increases, the velocity difference between the trans-
mitted shock and the interface generates a larger gap before 
the transmitted shock reflects from the bottom wall.

3 � Results

3.1 � Qualitative results

Qualitative Mie scattering images were obtained for each of 
the three cases. All of the images were processed to remove 
background noise and vertical lines created by discontinui-
ties in the wall facing the camera. Furthermore, the contrast 
between the region of unseeded CO2 and the seeded N2 was 
enhanced. The full-field view of the acquired Mie scatter-
ing images are presented in this section without cropping 

Driver Driven Sec�on Test Sec�on Nd: YAG Laser 

Fog-Seeding 
System 

Nitrogen 

Carbon Dioxide 

CCD Camera 2 

CCD Camera 1 

Op�cs 

Diaphragm Mirror 

Mirror DPT 

1.7 m 5.2 m 1.7 m 

Fig. 1   Schematic of the experimental facility

Table 1   Definition of experimental cases

Case 1 Case 2 Case 3

IC to bottom wall 0.52 m 1.07 m 1.61 m

Development time 1.64 ms 3.50 ms 5.11 ms
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Fig. 2   Initial interface shock development of inclined-interface RMI for Mach number 1.55, Atwood number 0.23, and angle of inclination 60°

Fig. 3   x–t plots for Case 1 (a), Case 2 (b), and Case 3 (c) with dynamic pressure transducer and window locations annotated
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the boundary layers visible near the side walls. In Case 3, 
the interface stretched to the point that overlapping win-
dows were required to capture the whole flow field featur-
ing the interface. When this occurred, the images from two 
cameras were combined to make a single image. A discus-
sion of the RMI before reshock is presented in previous 
work of McFarland et al. (2014).

The first time series of Mie scattering images (Fig. 4) 
are for Case 1 where the interface was 0.52  m from the 
shock tube end wall. The primary and secondary vortices 
have not yet formed in the first time step and appear as 
inflection points labeled A and B. These inflection points 
stretch and rotate clockwise as time progresses through 
0.84  ms. At 0.04  ms, the shock wave can be seen as a 
sharp line dividing bright and less bright fog near the bub-
ble tip labeled C. The shock wave is curved due to a mis-
match in acoustic impedance (ρc) between N2 and CO2. 
The mismatch also causes a phase inversion as the inter-
face compresses causing it to appear to rotate counter-
clockwise. A dark, triangular region forms at 0.24 ms and 
remains visible through late times. This is caused by a slip 
line formed by a lambda shock created by the refraction 
of the reshock wave through the interface. The problem 
of a refracted shock wave through a slow-fast interface 
has been thoroughly studied both theoretically and experi-
mentally using Schlieren photography by Abd-El-Fattah 
et  al. (1976) and Abd-El-Fattah and Henderson (1978a, 
b). The authors found that the slow-fast phenomenon 
could be categorized into three groups based on inverse 
strength and incident shock. Also of interest is a halo on 
the twice-shocked interface, most visible at 0.84 ms. This 
halo may result from an index of refraction mismatch at 
the interface, which translates into a markedly strong Mie 
scattering signal.

Figure 5 shows the time series of Mie scattering images 
for Case 2 where the interface was 1.07 m from the shock 
tube end wall. The primary vortex labeled A shows more 
development at −0.06  ms compared to Case 1. The pri-
mary vortex is compressed during the compression caused 
by the reshock wave passing through the interface at 
0.34 ms. The acoustic impedance mismatch again causes 
a phase inversion in the interface during the compression 
phase similar to what is seen in Case 1. The inflection at B 
becomes amplified after reshock and forms a pronounced 
protrusion from the interface by 0.94  ms. Similarly, the 
bubble tip labeled C protrudes out from the interface, 
thereby increasing the area over which mixing may occur. 
Large structures remain stagnant at late times as small-
scale development ensues.

The final set of Mie scattering images (Fig.  6) is for 
Case 3 where the interface was 1.61 m from the shock tube 
end wall. In the first image, the primary vortex labeled A 
shows several smaller, fractal-like Kelvin–Helmholtz rol-
lups which have been observed by Peng et al. (2003) and 
result in increased vorticity deposition as well as a transi-
tion to turbulence. The well-developed vortices are com-
pressed after the reshock at 0.33 ms resulting in increased 
mixing at small scales at late times. As in Cases 1 and 2, 
the bubble tip at C protrudes from the interface leading to 
additional area over which mixing may occur.

3.2 � Quantitative results

3.2.1 � Mixing width data

The Mie scattering images provide an estimate of the 
mixing at the interface by calculating the mixing width, 
as shown schematically in Fig.  7, which is created for 

Fig. 4   Case 1 Mie scattering image time series with interface 0.52 m from the end wall
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illustrative purposes and is not intended to represent the 
exact interface evolution. To calculate the mixing width, the 
boundary layers are cropped, and the image is converted 
into a binary image using an intensity threshold. The inten-
sity threshold is the pixel intensity below which a pixel will 
be changed to zero and above which it will be converted to 
one. The threshold was chosen to accurately represent the 
fluid interface. Once the image is purely black and white, 
the columns of pixels where the image is 5 and 95 % white 
are determined starting from the edge of the image inward, 
and the pixel distance between the columns is recorded. 
The pixel distance is converted into a dimensional distance 
using the calibration image. The mixing width measure-
ments for the images in the three experimental cases are 
presented with data from initial shock development in 

Fig. 8. The mixing width data are used to calculate the mix-
ing width growth rate by applying a linear regression to the 
data points after reshock that follow a linear trend for all 
three cases. These growth rates, as shown in Table 2, show 
that the interface stretches during the initial development, 
but all three cases compress at similar rates post-reshock. 
It is clear from Figs. 5 and 6 that the similar compression 
rates after reshock are due to phase inversion, which occurs 
at a similar rate in each case.

3.2.2 � Interface length data

The Mie scattering images can also be used to measure the 
interface length. To measure the interface length, the image 
is filtered with a median filter to reduce noisy gradients, 

Fig. 5   Case 2 Mie scattering image time series with interface 1.07 m from the end wall

Fig. 6   Case 3 Mie scattering image time series with interface 1.61 m from the end wall
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and then the image is analyzed in the streamwise direction 
to find the sharpest gradient within one pixel of the sharpest 
gradient in the row above. This process returns the contour 
length of the interface. The interface length is determined 
by measuring the number of pixels used to outline the inter-
face and is converted into units of length using a relation 
taken from the calibration images. The interface length for 
the interface is shown in Fig. 9 and shows that the interface 
length compresses initially post-reshock and then length-
ens as the interface develops after reshock for Cases 1 and 
2. The post-reshock interface length for Case 3 does not 
lengthen enough to recover from the compression caused 
by the reshock wave. This is a because of the well-defined 
structures present before reshock being compressed by the 
reshock wave, thus creating a region of mixed gas. The col-
lapse of the structure eliminates the interface length associ-
ated with the structure. This inability to accurately track the 

interface length has been discussed by Kumar et al. (2005) 
who determined that once fluid began to roll up within vor-
tex cores, the material lines could no longer be faithfully 
tracked, as is the case with Case 3 pre-reshock which leads 
to the conclusion that the post-reshock interface length 
measure must also not be accurate.

3.2.3 � Vorticity, circulation, and enstrophy

The vector sets that are created by TSI INSIGHTTM 4G 
processing can be used to take a more detailed look at the 
interactions present in the flow field before and after the 
reshock. Glycerin fog particles were used as flow tracers, 
the accuracy of which is detailed in the previous work of 
McFarland et  al. (2014). The image times were selected 
by calculating the time necessary for the interface to 
travel approximately 8 pixels or 0.9144 mm (pixel size is 
0.1143  mm). This conservative estimate ensures that the 
particles will remain within the interrogation window for 
the desired time interval. The pre-reshock interface veloc-
ity was calculated to be approximately 250  m/s, which 
yielded a delay time of 5 µs. The post-reshock velocity was 
calculated to be approximately 40  m/s, which yielded a 
delay time of approximately 25 µs. The vectors were cre-
ated using a recursive Nyquist grid with a starting spot size 
of 36-by-36 pixels and a final spot size of 26-by-26 pixels, 
fast Fourier transform (FFT) correlation, and a Gaussian 
mask with a signal-to-noise threshold of 1.2. Holes in the 
vector field were filled using linear interpolation. For the 
pre-reshock cases, between 2 and 5 % of the vectors were 
interpolated, and for the post-reshock cases, between 10 
and 15 % of the vectors were interpolated.

The vorticity was calculated from the curl of the 2D 
velocity field for all three experimental cases, and the 
calculated numerical derivatives produced a noisy vec-
tor field. The PIV process creates velocity vectors that are 
in an array based on the final spot size. The array spacing 

Fig. 7   Schematic showing inclined-interface mixing width and wavelength with interface reflection

Fig. 8   Mixing width data for Cases 1, 2, and 3
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can prevent gradients from being accurately represented 
if noise is present in the velocity vectors. To obtain more 
accurate derivatives, empty spaces in the vector fields were 
filled using linear interpolation of nearby values and then 
the field was smoothed using a median filter with a bin 
size of 11-by-11 pixels. In Fig. 10, the boundary layers are 

clearly identifiable in the vorticity field as layers of positive 
and negative vorticity. The boundary layers were cropped 
for all of the calculations in this work.

An example of the vector distribution acquired from the 
experiments along with the associated relative uncertainty 
is shown in Fig.  11. In this figure, the vectors are over-
laid on a PLIF image for reference. The PLIF image was 
obtained by exciting acetone with a 266-nm laser pulse at 
60 mJ. The vector resolution is one vector every 1.49 mm. 
Although the vectors qualitatively describe the large-scale 
features in this vortex structure, they do not fully capture 
the smaller Kelvin–Helmholtz rollups. These smaller-scale 
flow features will be studied in the future with a higher-res-
olution PIV camera. The relative uncertainty was calculated 
using the primary peak ratio (PPR) in TSI INSIGHTTM 
4G. Charonko and Vlachos (2013) correlated PIV uncer-
tainty with image quality. The PPR, which is a ratio of the 
primary peak in the correlation map and the second highest 
peak, is a measure of image quality and is inversely related 
to uncertainty. The uncertainty for a 95 % confidence level 
was calculated using

where M, s,A,β, and C are fitting coefficients (Charonko 
and Vlachos 2013). This equation models three independ-
ent sources of uncertainty, including the stated uncertainty 
as a function of the PPR and a Gaussian term for outliers. 
Xue, Charonko, and Vlachos provide an in-depth discus-
sion of the development, use, and validation of this model 
using synthetic data sets (Charonko and Vlachos 2013; 
Xue et al. 2014). The relative uncertainty for the ensemble 
of ten instantaneous realizations shown in Fig.  11 varies 
between 5 and 15 % and is highest near the interface.

Beginning with the least temporally developed case, 
Case 1, the interface before reshock, as shown in Fig 12a, 
has no defined vortex structures but does possess many 
inflection points. This shape is also evident in Fig  12b 
where the interface is portrayed as a diffuse line of nega-
tive vorticity that is devoid of defined vortex structures, 
but shows stronger vorticity in areas corresponding to 
the inflection points of the interface. After reshock, the 

(1)

|u|2 = M exp

(

−1

2

(

PPR − 1

s

)2
)2

+
(

A · PPRβ
)2 + C

2

Fig. 9   Interface length plotted versus time for Cases 1, 2, and 3

Table 2   Interface growth rates Case Before or after reshock Mixing width growth rate (m/s) Interface length growth rate (m/s)

1 Before 29.7 44.16

After −83.76 15.61

2 Before 29.7 44.16

After −92.27 85.41

3 Before 29.7 44.16

After −97.75 −33.96

Fig. 10   A vorticity field for Case 3 pre-reshock showing the bound-
ary layers which are cropped
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interface is shown as a diffuse line of positive vorticity with 
regions of stronger vorticity which correspond to the devel-
oped structures formed from the pre-reshock inflection 
points. The vorticity at the interface is reversed due to the 
additional baroclinic torque. Furthermore, the inflections 
present before reshock begin to manifest themselves as 
small structures that can be seen in the vorticity plot post-
reshock (Fig.12c).

The pre-shock vorticity plot for Case 2 shows the small 
vortex structure that is starting to form near the trailing 
edge of the interface as well as the small protrusion that 
is starting to extend from the interface. After the reshock 
interaction, the second application of baroclinic torque 
reverses the direction of the vorticity of the interface. This 
pocket of negative vorticity corresponds to the structure 
that was a defined vortex structure prior to reshock. Similar 
to the structure that is shown in the Mie scattering image 
in Fig.  12h, the areas of large vorticity correspond to the 
structures of the interface. The line of negative vorticity 
is also present after reshock for this case where the initial 
conditions are more developed.

Case 3 is the most developed pre-reshock interface and 
as such, has larger regions of strong vorticity within the 
diffuse representation of the interface. The multiple large 
structures in the pre-reshock interface are converted into 
pockets of negative vorticity by the second application of 
baroclinic torque and turns the bulk of the interface from 
negative to positive vorticity. The large areas of both 
negative and positive vorticity support the mixing that is 
inferred from the Mie scattering images.

The vorticity data collected for multiple runs for each 
case both before and after reshock were integrated over the 
flow field to determine the total enstrophy and circulation 
present, as shown in Table 3. The circulation is

where �ω is vorticity and d�S is a differential area element.
Circulation provides an overall description of the rota-

tional motion in the flow field at a given time and location. 
Circulation calculations for experiments at the same time 
were ensemble-averaged and compared to the standard 
deviation of those same experiments to obtain a measure 
of the repeatability. With coefficients of variance less than 
7 %, the pre-reshock portion of Case 1 and Cases 2 and 3 
are seen to be repeatable, while the variation of the post-
reshock portion of Case 1 is quite large due to the inter-
action of the reflected shock, as circulation is an integral 
measure over the interface area.

The magnitudes of the circulation in the three cases pre-
reshock are similar, and the small difference between them 
is because of different resolutions. The post-reshock cir-
culation values follow a trend that the more development 
time allowed prior to reshock, the larger the change in cir-
culation and magnitude of post-reshock circulation. Thus, 
increased development of the pre-reshock interface leads to 
a more complex interaction between the interface and the 
reshock wave which causes more circulation to be present 
in the flow field. In other words, there is more surface area 
with density gradients that result in a greater cross product 
upon reshock.

The enstrophy is

where �ω is vorticity and d�S is a differential area element. 
Enstrophy is a measure of the rotational energy in the flow 

(2)Ŵ(t) =
∫ ∫

S

�ω · d�S,

(3)�(t) = 1

2

∫ ∫

S

�ω2 · d�S,

Fig. 11   A close-up view of 
the vortex structure in a planar 
laser-induced fluorescence 
(PLIF) image with vectors 
shown for Case 3 pre-reshock 
and associated PIV relative 
uncertainty calculated using the 
primary peak ratio (PPR)



	 Exp Fluids (2015) 56:168

1 3

168  Page 10 of 16

F
ig

. 1
2  

V
or

tic
ity

 fi
el

ds
 f

or
 th

e 
en

tir
e 

flo
w

 fi
el

d 
w

ith
 c

or
re

sp
on

di
ng

 M
ie

 s
ca

tte
ri

ng
 im

ag
es

: C
as

e 
1 

be
fo

re
 (

a,
 b

) 
an

d 
af

te
r 

(c
, d

) 
re

sh
oc

k 
in

te
ra

ct
io

n,
 C

as
e 

2 
be

fo
re

 (
e,

 f
) 

an
d 

af
te

r 
(g

, h
) 

re
sh

oc
k 

in
te

ra
ct

io
n,

 C
as

e 
3 

be
fo

re
 (

i, 
j)

 a
nd

 a
ft

er
 (

k,
 l)

 r
es

ho
ck

 in
te

ra
ct

io
n.

 T
he

 p
os

t-
re

sh
oc

k 
tim

es
 c

ho
se

n 
w

er
e 

0.
64

, 0
.7

4,
 a

nd
 0

.9
3 

m
s 

fo
r 

C
as

es
 1

, 2
, a

nd
 3

, r
es

pe
ct

iv
el

y



Exp Fluids (2015) 56:168	

1 3

Page 11 of 16  168

field at a given time and location. Enstrophy calculations 
for experiments at the same time were ensemble-averaged.

The enstrophy across the reshock interaction for all 
cases increases which shows that there is more local rota-
tion occurring in the post-reshock flow fields. As the large, 
coherent structures of the interface break down during the 
post-reshock development and smaller-scale structures 
develop, the rotational motion of the flow is enhanced 
locally as it is dissipated from the larger scales. Case 1 has 
fewer coherent structures than the other cases post-reshock, 
and therefore, its post-reshock enstrophy is found to be less 
than that of Cases 2 and 3. As expected, Case 3 is found to 
have more post-reshock enstrophy than Case 2.

3.2.4 � Velocity statistics

Important to understanding turbulent flows are Reynolds 
stresses or turbulent stresses which depend on velocity fluc-
tuations, both streamwise and spanwise, and account for 
turbulent fluctuations in fluid momentum. The Reynolds 
stresses in a Richtmyer–Meshkov fluid mixing layer were 
recently studied by Balakumar et  al. (2012). The stream-
wise velocity fluctuation is defined as

where u is the streamwise velocity and u is the spatially 
averaged streamwise velocity. The spanwise velocity fluc-
tuation definition is of the same form.

The variation in streamwise and spanwise veloc-
ity fluctuations was plotted across the mixing width for 
each case before and after reshock (Fig.  13). All of the 
variances were ensemble-averaged over ten instantaneous 
realizations (i.e., separate experiments). The streamwise 
velocity variance pre-reshock is an order of magnitude 
larger than the spanwise velocity variance, which indi-
cates that there is anisotropy present in the flow field in 
the direction of shock propagation. The nonzero cross-
correlation (u′v′) between the streamwise and spanwise 
velocity fluctuations indicates that there is shear present 
in the flow which leads to the Kelvin–Helmholtz rollups 
visible in the Mie scattering images. Furthermore, in Case 

(4)u
′ = u− u

3 pre-reshock there is a bimodal distribution in u′2 due 
to the two vortex structures that form. There is a trend of 
increasing streamwise velocity fluctuation variance from 
Case 1 to Case 3. Moreover, the streamwise velocity fluc-
tuation variance increases by a factor of four after reshock 
for Cases 2 and 3, but remains nearly unchanged for Case 
1. For the most developed case, Case 3, the maximum 
streamwise velocity fluctuation before reshock is ∼7 % of 
the bulk fluid velocity.

3.2.5 � Turbulent kinetic energy spectra

An approximation of the turbulent kinetic energy (TKE) 
spectrum using available 2D data was used to quantify the 
scales over which energy is distributed. The method used 
to calculate the spectra presented in this work is similar to 
the method used by Latini et al. (2007) with the exception 
that density weighting was not employed. First, vorticity 
plots for each case were examined and the boundary layers 
(clearly visible in the vorticity plot) were cropped. Because 
only half of a wavelength is studied in the inclined shock 
tube, as shown in Fig. 7, the PIV data were reflected across 
the bottom, horizontal boundary (the floor of the shock 
tube). This resulted in one full wavelength, which is peri-
odic when taking the Fourier transform. The u′ and v′ com-
ponents of turbulent kinetic energy are given by

where u′ and v′ are the streamwise and spanwise compo-
nents of the fluctuating velocities, respectively. The energy 
spectra components were computed by taking the FFT of 
each column of fluctuating velocities in the spanwise direc-
tion and multiplying it by its complex conjugate

(5)Ku′ =
1

2
u′2

(6)Kv′ =
1

2
v′2

(7)[Eu′ ]i = FFT(u′) · conj(FFT(u′))

(8)[Ev′ ]i = FFT(v′) · conj(FFT(v′))

Table 3   Circulation statistics

Case Before or after  
reshock

Number of  
experiments

Ensemble average  
enstrophy (m/s)2

Ensemble average 
circulation (m2/s)

Standard deviation 
(m2/s)

Coefficient of 
variance (%)

1 Before 10 6.27 × 10−3 −3.218 0.119 3.71

After 10 6.81 × 10−3 3.893 0.307 7.88

2 Before 8 6.83 × 10−3 −3.845 0.147 3.82

After 10 1.83 × 10−2 7.246 0.283 3.91

3 Before 9 1.214 × 10−2 −3.742 0.212 5.66

After 8 3.55 × 10−2 8.862 0.312 3.52
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Fig. 13   Variances of velocity fluctuations across the mixing width in the streamwise direction before and after reshock interaction for Cases 1, 
2, and 3 (the post-reshock times are relative to when reshock happens, whereas the pre-reshock times are relative to the incident shock time)
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where [Eu′ ]i is the u′ component of the energy spectra for 
the ith column. The energy spectra were calculated by add-
ing the u′ and v′ components.

After the energy spectra were averaged across all the 
columns, only the first half was retained due to the Nyquist 
sampling frequency restraint. This procedure was per-
formed on approximately ten instantaneous realizations for 
each case; thus, the overall average used 4340 columns of 
velocity data, including mirrored ones.

The spectra for the experimental data sets are shown in 
Fig. 14. In the majority of cases, the spectra show two dec-
ades of spread at small wavenumbers but collapse at wave-
numbers larger than 1000 m−1. A large amount of energy 
is present at low wavenumbers because of the large length 
scale of the inclined-interface perturbation.

In order to better understand the spectra, the Kolmogo-
rov scale and the Taylor microscale were calculated. The 
Kolmogorov length scale is approximately equal to the 
product of the largest length scale �k and the Reynolds 
number to the −3/4 power

where h is the largest length scale and Re is the Reyn-
olds number. The largest length scale is the mixing width 
defined by the 5 and 95 % mole fractions of the constituent 
gases. The Kolmogorov length scale gives an estimate of 
the high-wavenumber end of the inertial subrange. Further-
more, the Reynolds number is

where ḣ is the interface growth rate, h is the mixing width, 
and νmix = µ1+µ2

ρ1+ρ2
 is the kinematic viscosity of the mix-

ture of gases. The kinematic mixture viscosity before and 
after reshock was calculated using one-dimensional gas 
dynamics and property relations to be 6.27× 10−6 and 
4.08× 10−6  Pa  s, respectively. Also, the mixing width 
growth rates come from the center column from Table  2. 
Just after reshock for Case 3, the Reynolds number was 
calculated to be 2.16× 106. It follows that the Kolmogo-
rov length scale is on the order of 10−6 m, which is three 
orders of magnitude below the PIV resolution. Dimotakis 
(2000) argues that a necessary condition for a transition 
to turbulence is a Reynolds number of ∼1–2× 104, so all 
of the cases discussed here have the potential to be in the 
turbulent regime. Another useful length scale is the Taylor 
microscale (�L ≈

√
15hRe−1/2), which gives an estimate 

of the largest scales which are isotropic and independ-
ent of large-scale features in the flow field Robey et  al. 
(2003). In other words, the Taylor microscale indicates the 

(9)[E]i =
1

2
[[Eu′ ]i + [Ev′ ]i]

(10)�k ≈ hRe
−3/4

(11)Re = hḣ

νmix

low-wavenumber end of the inertial subrange predicted 
by Kolmogorov. The values for the Kolmogorov scale 
and Taylor microscale for Case 3 post-reshock calculated 
using both the interface growth rate (based on mixing 
width) and circulation (Ŵ/νmix) are presented in Table  4. 
The circulation-based calculations compare well with the 
growth-rate-based ones. The Taylor microscale is one order 
of magnitude below the PIV resolution. Higher-resolution 
CCD cameras will be implemented in future experiments to 
capture more of these scales.

Figure  15 compares the average spectra for all three 
cases before and after reshock. In all cases, the reshock 
wave causes an amplification of turbulent kinetic energy 
which is seen at all wavenumbers. Cases 2 and 3 TKE 
is amplified by approximately one order of magnitude. 
WENO simulations (Schilling and Latini 2010) of a 3D 
reshocked RMI also showed approximately one decade of 
amplification of TKE upon reshock. Case 1 has a much 
smaller increase in TKE because fewer small scales have 
formed. Cases 1 and 2 pre-reshock begin to follow a k−5/3 
power law for a small range of wavenumbers, whereas 
Case 3 pre-reshock follows this trend for a larger range. 
As the interface is given a longer time to develop prior to 
reshock, it approaches a turbulent state. The complexity 
of the Case 3 interface leads to a redistribution of energy 
over a large range of scales upon reshock. After reshock, all 
three cases follow a k−5/3 power law for a larger range of 
wavenumbers, with Case 3 following this trend for the larg-
est range (approximately one decade). This trend indicates 
that energy contained at large wavenumbers is converging 
toward an isotropic state (Ramaprabhu and Andrews 2004). 
The sharp decline at the highest wavenumbers is due to 
aliasing effects. Energy in the dissipation range cannot be 
measured here due to limitations in PIV resolution.

4 � Conclusions

From the Mie scattering image time series for Cases 1, 
2, and 3, it can be determined that a more developed pre-
reshock interface results in a more mixed post-reshock 
interface. Although the mixing width decreases after 
reshock, the interface length continues to increase because 
the reshock wave amplifies small-scale perturbations on 
the pre-reshock interface. Although the same amount of 
energy is deposited by the first shock for all three cases, 
there are different amounts of energy deposited by the sec-
ond shock (reshock). The more developed the interface, the 
more energy is deposited by reshock due to the larger sur-
face area with a density gradient, which provides a larger 
�∇ρ × �∇P. The most developed interface also receives more 
vorticity deposition. After reshock, the sign of the vorti-
city near the interface changes because of the additional 
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Fig. 14   Ensemble of approximate turbulent kinetic energy spectra for each case for before and after reshock interaction for Cases 1, 2, and 3
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baroclinic torque applied by the reshock wave. Velocity sta-
tistics show that the cross-correlation (u′v′) is nonzero over 
much of the mixing layer, which means that there is shear 
and anisotropy present. All three cases begin to develop 
an inertial range after reshock, but only Case 3 begins to 
develop this range before reshock. Case 3’s vorticity is bet-
ter distributed compared to the other two cases, which is 
why it develops an inertial range faster and follows a k−5/3 
power law longer.
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