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1 Introduction

Vehicles traveling at hypersonic speeds encounter severe 
heating loads, the accurate quantification of which is cru-
cial for the design of the vehicle’s thermal protection sys-
tem (Bertin and Cummings 2006). Computational fluid 
dynamics (CFD) studies provide an increasingly power-
ful tool for the simulation of relevant configurations, but 
the difficulty in accurately modeling, for example, high-
temperature effects, boundary-layer transition and shock-
wave/boundary-layer interactions, means that ground-
based testing will remain an important tool for evaluating 
the heating levels encountered by high-speed vehicles for 
the foreseeable future. Conventional heat-flux sensors, 
such as thin film gages and thermocouples, have been 
employed successfully in hypersonic wind tunnels for a 
number of decades (Schultz and Jones 1973). Such sin-
gle-point sensors are limited in terms of the spatial reso-
lution they provide; moreover, physical constraints may 
prevent them being installed in complex geometries. An 
attractive non-intrusive alternative, providing global heat-
transfer measurements at a potentially much lower cost, 
are temperature-sensitive paints (Liu and Sullivan 2007). 
A TSP consists of a luminescent molecule (luminophore) 
mixed with a suitable binder and applied to the surface 
of the body in question. When illuminated with constant-
intensity light at an appropriate wavelength, the intensity 
of the emitted light is dependent on the surface tempera-
ture through a process known as thermal quenching. Thus, 
through prior calibration, the emission intensity recorded 
by an imaging device can be related to the temperature at 
any visualized location on the surface during an experi-
ment. The heat-transfer rate can subsequently be deter-
mined from the time sequence of temperature values in a 
manner outlined shortly.
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TSP techniques have been employed in long-duration 
hypersonic tunnels with varying degrees of ambition (Liu 
et al. 1995; Kurits and Lewis 2009; Berridge et al. 2010). 
Their use in short-duration facilities having test times of 
the order of just a few milliseconds, however, presents a 
new set of challenges. To provide a sufficiently fast time 
response, the luminophore employed must have a lumi-
nescent lifetime significantly shorter than the test time, 
excluding otherwise attractive options such as EuTTA 
dope (~500 μs lifetime). Because the response time scales 
with the square of the paint thickness, a relatively thin 
layer (typically ≲10 μm) is also necessary. In the interests 
of maximizing the signal intensity at the high frame rates 
required, however, a thicker layer is desirable; thus, some 
compromise in layer thickness is unavoidable. The need for 
high output intensity may further limit the choice of lumi-
nophore based on criteria such as quantum efficiency and 
the availability of a suitable light source. Additional chal-
lenges specific to the type of facility employed in the pre-
sent investigation are discussed later in this article.

The analysis of TSP data in short-duration facilities usu-
ally follows that of thin film gages and other conventional 
sensors for heat-transfer measurement, as described in 
Schultz and Jones (1973). The TSP coating together with 
the insulating base layer is treated as a uniform semi-infi-
nite medium, and approximate solutions to the one-dimen-
sional heat-conduction equation with appropriate boundary 
conditions are sought, allowing the surface heat-transfer 
rate to be recovered from the time-dependent tempera-
ture profile. If the TSP layer is thin enough that it can be 
assumed to have a negligible effect on the heat-conduction 
process, the time-varying surface heat-transfer rate, qs(t), 
can be obtained using Laplace transforms as:

where T  is the surface temperature, and ρb, cb, and kb are 
the density, specific heat, and thermal conductivity of the 
base layer. Note that, because of the integral in Eq. (1), we 
require the entire temperature history to derive the heat flux 
at a given time. For the special case of a constant heat flux, 
qs0, the surface temperature assumes a parabolic form:

Equation (2) was used in shock-tunnel measurements 
by Hubner et al. (2002), who estimated the value of the 
assumed constant heat flux using a least-squares fit to their 
derived intensity/temperature data.

If time-resolved heat fluxes are desired from discrete 
temperature data, the numerical approximation to Eq. (1) 
proposed by Cook and Felderman (1966) can be used. This 
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approximation assumes only a piecewise linear temperature 
profile and can be written:

Equation (3) has been used, for example, by Nagai et al. 
(2008). These authors examined the effect of the TSP-layer 
thickness on the accuracy of the derived heat flux and con-
cluded that the thickness must be kept smaller than 0.5 μm 
if Eq. (3) is to be used. The error produced by the finite 
TSP-layer thickness, however, depends on the relative 
thermal properties of the base and TSP layers; Nagai et al. 
(2008) used materials with highly dissimilar properties, and 
thus, the suggested value of 0.5 μm should not be taken as 
a fixed rule.

In fact, a relevant analysis of the effect of a finite layer 
thickness had already been performed by Schultz and Jones 
(1973) in the context of thin film sensors. The error in the 
measured heat flux, qm, was estimated by considering the 
average temperature over the film thickness in the case of a 
constant heat flux, qs0. For a TSP-layer/film thickness L, an 
approximate solution is

where αp = kp/ρpcp and a =
√

ρbcbkb/ρpcpkp, the sub-
script p referring to the TSP-layer/film properties. This 
solution is valid at large t, i.e., t ≫ L2/αp. The error repre-
sented by Eq. (4) effectively has two components: First, dif-
fering thermal conductivities of the TSP and base layer will 
mean that for a given surface temperature rise, the surface 
heat flux will differ from that which would occur if the TSP 
layer were absent; and second, because of the nonzero tem-
perature gradient in the TSP layer, the luminescent intensity 
recorded by the imaging device (corresponding to the aver-
age layer temperature) will not be the surface temperature 
but will always lie somewhere between the temperature at 
the TSP/insulator interface and the surface temperature. The 
ratio predicted by Eq. (4) is plotted in Fig. 1 for the TSP- 
and base-layer properties used in the present experiments 
and various TSP-layer thicknesses. For timescales typical 
of mean measurements in shock tunnels as employed in 
the present investigation (2–4 ms), we see that using a TSP 
layer of L = 1.0 μm would incur a maximum error of ~5 % 
if no correction for the nonzero thickness were applied.

Methods for dealing with finite TSP-layer thicknesses, 
however, were proposed by Liu et al. (2010). To address 
the first error component just referred to, these authors 
derived a method for recovering the heat flux at the surface 
of the TSP layer given the time-resolved temperature pro-
file there. The base layer is again assumed to be semi-infi-
nite. The continuous and discretized equations are similar 
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in form to Eqs. (1) and (3), but with a correction factor in 
the integral/summation involving a and L. As would be 
expected, for L = 0 or a = 1 the original Eqs. (1) and (3) 
are recovered. An iterative correction for the effective aver-
aging of the temperature over the TSP-layer thickness was 
also proposed: this is a first-order correction assuming a 
constant temperature gradient throughout the layer, so can-
not be expected to give accurate results for rapidly chang-
ing heat fluxes.

As already alluded to, efforts have been made by previ-
ous research groups to implement TSP techniques in short-
duration hypersonic wind tunnels. Hubner et al. (2002) 
carried out measurements on a flared double-cone model 
in two shock tunnels. The original data reduction relied 
on an assumption of constant heat flux from the onset of 

the flow, and in situ calibration was found to be necessary, 
the use of a priori thermal properties resulting in an over-
prediction of the heating by 20–50 %. Improved agreement 
was obtained by Liu et al. (2010) using the methods just 
described, and then by Cai et al. (2011), the latter employ-
ing an algorithm that allowed for temperature-dependent 
properties of the TSP layer. Japanese researchers have car-
ried out TSP-based heat-flux measurements in the Mach-10 
JAXA 0.44-m hypersonic shock tunnel on several geom-
etries including a compression ramp (Ishiguro et al. 2007) 
and a wing-body model (Nagai et al. 2008). For these 
experiments, the shock tunnel was run in a mode providing 
a comparatively long test time (30–50 ms) and low stag-
nation temperature (∼1,200 K). Both these characteristics 
provide a more forgiving environment for the implemen-
tation of TSP techniques; the low stagnation temperature, 
however, means that the free-stream properties are not rep-
resentative of flight conditions.

In the present investigation, TSP measurements are per-
formed on a slender transition cone at realistic Mach-8 
flight conditions. The short test time of the facility is 
reduced even further—to the order of a millisecond—by 
luminosity associated with the high-temperature test gas. 
Nevertheless, we show it is possible to make quantitatively 
accurate average heat-flux measurements, and moreover, 
to gain useful information of a qualitative nature, on such 
timescales.

2  Test facility and model

2.1  HEG reflected-shock wind tunnel

All experiments were performed in the High Enthalpy 
Shock Tunnel Göttingen (HEG) of the German Aerospace 
Center (DLR). HEG is a large-scale reflected-shock wind 
tunnel, making use of a free piston to generate the driver 
conditions necessary to reproduce realistic high-speed 
flows. HEG is capable of simulating a wide range of flow 
conditions, but like all facilities of its type, is limited in 
terms of test duration to at most a few milliseconds. It is 
thus critical that any measurement technique employed has 
a response time short enough to be able to resolve such 
timescales. Further information regarding the operating 
principle of and conditions achievable in HEG is provided, 
for example, in Hannemann (2003) and Hannemann et al. 
(2008).

For the present investigation, three test conditions with 
enthalpies corresponding approximately to Mach-8 flight 
(h0 ≈ 3.2 MJ/kg) and covering a range of Reynolds num-
bers from 2.6 × 106 to 9.8 × 106 1/m were employed. Rep-
resentative reservoir and free-stream properties for these 
three conditions are provided in Table 1. Note that the flow 
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Fig. 1  Ratio of measured heat flux to actual surface heat flux if the 
influence of the TSP layer is neglected, for various layer thicknesses 
and using the TSP- and base-layer properties of the present experi-
ments, according to Eq. (4)

Table 1  Typical facility reservoir (subscript 0) and free-stream (sub-
script ∞) conditions of the three test conditions employed in the pre-
sent study

Condition

A B C

p0 (Mpa) 12.7 29.3 47.0

h0 (MJ/kg) 3.3 3.1 3.6

M∞ 7.4 7.4 7.4

Re∞ (1/m × 106) 2.6 6.5 9.8

p∞ (kPa) 1.44 3.18 5.19

ρ∞ (g/m3) 17.9 44.0 67.9

T∞ (K) 272 251 265

u∞ (K) 2,420 2,360 2,420

Effective altitude (km) 30.0 24.4 21.4
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was expanded only to Mach 7.4, meaning the static temper-
ature is higher than in flight. The equivalent altitudes were 
calculated using dynamic pressure matching for Mach-8 
flight with standard atmospheric values. Typical reservoir 
pressure traces for the two conditions from which most 
of the results will be presented are shown in Fig. 2. These 
show that, after a start-up period lasting a few milliseconds, 
steady conditions are attained and persist for approximately 
3 ms. Note that there are oscillations in the reservoir pres-
sure even during the nominally steady test time (the stand-
ard deviation from the mean in both cases is ∼3.5 %).  
These oscillations may lead to time variation in the unit 
Reynolds number and thus unsteadiness in the transition 
location; this point will be discussed later in the article. The 
test time is terminated by the arrival of expansion waves 
in the reservoir, resulting in steadily decreasing pressures 
thereafter.

Heat-flux measurements in HEG are typically performed 
with coaxial thermocouples. Figure 3 shows a typical ther-
mocouple temperature trace together with the correspond-
ing heat flux derived using Eq. (3). The latter shows an 
overshoot during the flow start-up period, before settling 
to an approximately constant value during the steady test 
time.

An important consideration for the implementation of 
TSP and similar techniques in high-temperature wind tun-
nels such as HEG is the nature of the self-luminosity pro-
duced by the facility; the effect of this on TSP measure-
ments is described in more detail in Sect. 3.1. Preliminary 
spectroscopic measurements have indicated that at condi-
tions in HEG similar to those employed presently, the main 
broadband background luminosity lies in the longer-wave-
length region of the visible spectrum, whereas the emission 

below ∼500 nm is relatively weak. At higher enthalpies, the 
main luminosity component shifts to shorter wavelengths.

2.2  Model description

The model employed in the present investigation was a 
slender 7°half-angle cone that has been used for previous 
transition research in HEG (Laurence et al. 2012, 2014; 
Wagner et al. 2013a, b). A schematic of the cone layout is 
shown in Fig. 4. In all experiments, the model was mounted 
at nominally zero incidence. The nose radius was 2.5 mm, 
but for clarity, we will refer to the distance along the cone 
surface as measured from the extrapolated sharp nose.

The TSP-coated region of the cone was a truncated 
slice of 500 mm length. First, an approximately 200 µm

-thick polyurethane insulating layer was applied to the 
cone surface; the TSP layer was then painted on this. 
The insulating layer was sufficiently thick that the semi-
infinite approximation referred to in the Introduction was 
valid over the timescales of interest in HEG. The leading 
edge of the insulating layer was blended smoothly into 
the cone body. A row of thermocouples was installed on 
the ray lying along the top of the cone, approximately 
90° offset from the TSP region. In comparing TSP and 
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thermocouple measurements, we will thus assume that 
the flow is axisymmetric. For condition A, the cone 
boundary layer was expected to remain laminar over the 
coated region, while for conditions B and C, transition 
was expected toward the middle to front of the coated 
region.

3  TSP technique

3.1  Challenges associated with applying TSP techniques 
in HEG

The implementation of luminescent paint techniques 
in facilities such as HEG is challenging. The demands 
imposed by the limited test time, common to all short-
duration facilities, have been described in the Introduction. 
Another serious difficulty is posed by the self-luminosity 
that invariably accompanies the test flow in high-temper-
ature wind tunnels. This luminosity depends strongly on 
factors such as the stagnation temperature and pressure, the 
test gas composition, and the model geometry; the com-
bination of relatively low-enthalpy test conditions and a 
slender model in the present study is comparatively benign 
in this regard. In TSP measurements, self-luminosity can 
manifest itself in two ways. First, the luminosity can be 
directly incident on the imaging device, obscuring or even 
overwhelming the paint emission. This effect can be miti-
gated through the use of a narrow band-pass filter and by 
choosing a luminophore that has a high quantum efficiency 
and an emission band away from the peak wavelength of 
the facility luminosity; increasing the intensity of the exci-
tation source as much as possible (subject to any other con-
straints, such as quenching of the paint) is also desirable for 
this reason. Second, if the luminosity has a significant com-
ponent in the absorption band of the luminophore, it can 
produce additional excitation. This effect is more insidious 
than the first, since it is more difficult to isolate and cannot 
be addressed through filtering of the emitted light. In either 
case, careful selection of luminophore based on knowledge 
of the spectrum of the facility luminosity at the given test 
condition is important, as is maximizing the intensity of 
the excitation source. The latter point can become addition-
ally problematic in large-scale wind tunnels such as HEG, 
where the test articles (and thus the extent of the region to 
be be illuminated) are typically larger than in smaller-scale 
facilities.

A further challenge encountered in the current experi-
ments was the presence of particulate matter in the free 
stream. This led to a decrease in the detected lumines-
cent intensity, particularly in the flow start-up period 
prior to the steady test time. Care was taken to clean the 
facility shock tube before each run, but a certain level of 

particulate-related dimming was found to be unavoidable in 
the TSP signal.

The effects of luminosity and particulate dimming 
are illustrated in Fig. 5. In each of the two plotted cases, 
taken from the experiments described in Sect. 4, we show 
the time-resolved changes in intensity level recorded on 
a reference marker (small regions at 100 mm intervals to 
which no TSP was applied) and on a nearby TSP-coated 
region. As light at the excitation wavelength is filtered out 
before reaching the camera, the marker profiles will show 
increases in intensity only if there is directly incident lumi-
nosity, whereas the coated profiles reflect the temperature 
change with effects of both luminosity and particle dim-
ming superimposed. To isolate all the erroneous effects 
from the temperature change, small regions of the painted 
surface could be covered in a transparent, thermally insu-
lating film; this approach has been taken in more recent 
experiments using a different model. For a “clean” TSP-
coated profile, a monotonically and smoothly decreasing 
intensity reflecting the continuous increase in temperature 
would be expected (similar to an inverted version of the 
temperature curve in Fig. 3). The upper curves are taken 
from a high unit Reynolds number run (condition B) in 
which the influence of luminosity is dominant over that of 
particulate dimming. This luminosity is seen most clearly 
first in the peak at around 1 ms and then in the broader fea-
ture reaching a maximum at around 2 ms in both profiles. 
Thereafter, the marker curve shows the direct luminosity 
to quickly decrease, though it remains slightly above zero 
for the remainder of the plotted time. In the lower curves, 
we make a similar comparison for a low Reynolds number 
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run (condition A). Here, the marker curve shows only a 
weak luminosity-related rise between approximately 1.8 
and 3.0 ms. In the coated profile, however, strong dips in 
intensity caused by particulate dimming are observed until 
3 ms. Later, from approximately 5.6 ms, an additional spuri-
ous peak occurs, apparently caused by luminosity-excited 
emission (no corresponding direct luminosity is seen in the 
marker profile). A similar but smaller effect is observed in 
the upper curve and was in fact seen in all experiments, 
with an onset time that varied by just a few tenths of a mil-
lisecond. In both cases, the earlier luminosity peaks and 
particulate-related dips have concluded before the begin-
ning of the test time, and a relatively clean measurement 
period is available before the appearance of the later lumi-
nosity peak. Because the derived heat flux is influenced 
by the entire temperature history, however, the affected 
parts of the curves before the test time would have to be 
accounted for.

A simple way to address these early effects is to replace 
the affected parts of the curves with an assumed profile. 
In Eq. 1, we see that the integrand has a 

√
t − τ  term in 

the denominator, meaning that the calculated heat flux at a 
given time, t, will become less and less influenced by the 
specified value of the temperature at an earlier time, τ, as t 
is increased beyond τ. Hence, as long as we make a reason-
able estimate of the temperature to replace the initial part 
of the profile (and also ensure that the chosen measurement 
time is not too close to the replaced section of the curve), it 
should be possible to reduce the error in the test-time heat 
flux to acceptable levels. Considering that there is typically 
only a limited overshoot in the heat flux prior to the test 
time (see Fig. 3), Eq. 2 suggests that interpolating with a 
parabolic profile in the initial part of the temperature curve 
is a reasonable approximation. For the thermocouple exam-
ple shown in Fig. 3, if the temperature curve until 3.2 ms 
is replaced in this way, the error in the calculated heat flux 
by the beginning of the test time has dropped to 0.1 % and 
continues to decrease thereafter. If the curve until 3.7 ms is 
replaced, thus excluding the entire overshoot region, the 
heat-flux error 0.5 ms later is 2.6 % and has dropped to 
0.5 % by the end of the test time at 6.2 ms. Therefore, even 
in the latter case, the overall mean error will be less than 
2 %; given the other uncertainties in the derived heat flux to 
be discussed shortly, this can be considered an acceptable 
value.

3.2  TSP selection, calibration and implementation in HEG

A number of considerations, including those mentioned in 
the previous subsection, were taken into account in select-
ing the TSP luminophore. A preliminary down-selection 
was made based on the criterion of a short luminescent life-
time; all candidates were then calibrated for temperature 

sensitivity and tested to determine the emission and absorp-
tion spectra. Ru(phen) (Ruthenium tris(1,10-phenanthro-
line) dichloride) was chosen as the most promising can-
didate for its relatively high temperature sensitivity and 
quantum efficiency, short luminescent lifetime (<1 µs,Mills 
1997) and large Stokes shift, and also because its main 
absorption band is accessible with commercially available 
blue LED light sources. The measured absorption and emis-
sion spectra of Ru(phen) (using a polyacrylic acid (PAA) 
binder) and the excitation band of the LED source employed 
are plotted in Fig. 6.

Further experiments were carried out to determine the 
optimal dye concentration based on emission intensity 
and temperature sensitivity: The concentration chosen was 

300 350 400 450 500 550 600 650 700

0

0.2

0.4

0.6

0.8

1

Wavelength, λ [nm]

N
or

m
al

iz
ed

 in
te

ns
ity

Ruphen
absorption

Ruphen
emission

LED output

Fig. 6  Measured absorption and emission spectra of Ru(phen), 
together with the output curve of the blue LED light source

0.2 0.4 0.6 0.8 1 1.2
280

300

320

340

360

380

400

Normalized intensity

Te
m

pe
ra

tu
re

 [K
]

2%/K

Fig. 7  Measured intensity–temperature calibration curves for 
Ru(phen) in a PAA binder at 0.16 mol/l together with the fitted poly-
nomial approximation



Exp Fluids (2015) 56:1853 

1 3

Page 7 of 13 1853

0.16 mol/l. Experiments were also performed to ensure the 
pressure sensitivities at the various concentrations were neg-
ligible. The intensity–temperature calibration for the cho-
sen concentration is plotted in Fig. 7. The calibration was 
performed on a 10 × 10 mm TSP-coated sample in a cali-
bration chamber (LinKam Scientific Instruments TMS94) 
with the temperature controllable to ±0.1 K. The tempera-
ture was incremented in 5 °C steps from 5 to 125 °C; neg-
ligible degradation was observed in return measurements. 
The pixel-wise variation in the normalized intensity varied 
from 1 to 2 % (standard deviation) at lower temperatures to 
approximately 5 % at high temperatures where noise in the 
imaging device became a major factor. The maximum tem-
perature sensitivity is almost 2.0 %/K close to room tem-
perature, although this drops off significantly above around 
350 K. Also shown in Fig. 7 is the 9th-order polynomial 
curve used in practice to convert intensity into temperature 
data. The root mean square of the residuals to this fit was 
0.21 K; the use of higher-order polynomial fits resulted in a 
negligible change in the heat flux.

In order to estimate the effect that uncertainty in the 
calibration would have on the derived heat flux, several 
repeated coarser calibrations on different samples were per-
formed. Temperatures and heat fluxes from representative 
intensity curves were then recalculated using the different 
calibration curves. It was found that the calculated heat-
flux values varied by 8–11 % (95 % confidence interval).

For the cone experiments, the TSP-binder mixture was 
applied with a spray gun to the insulating polyurethane 
base layer. The hostile flow environment in HEG resulted 
in degradation in the emitted intensity over several experi-
ments (though with little apparent effect on the sensitiv-
ity), meaning the layer had to be re-applied after every 3–4 
runs. For runs in between reapplications, the TSP surface 
was cleaned with a dry cloth. The TSP-layer thickness was 
coarsely controlled by the number of strokes of the spray 
gun. Although no direct measurements of the layer thick-
ness were performed, subsequent measurements on a cali-
brated sample using a profilometer allowed us to estimate 
the thickness in the HEG experiments based on the volume 
of liquid applied. The estimated value was L = 0.2 µm, 
although because of the relatively small sample size (and 
thus higher expected losses), we should consider this the 
lower bound for the actual tested thickness. The maximum 
possible thickness based on the TSP-binder volume and 
application area, assuming zero losses, was approximately 
2.5 µm. Later measurements using a larger sample size 
but a different binder indicated smaller losses that would 
result in a layer thickness up to 1 µm. Here, we will assume 
L = 0.2 µm but include the possibility of a value up to 
1 µm in the uncertainty analysis to follow.

The TSP layer was excited with two LED light sources; 
images were recorded with a Phantom v641 camera at 

various frame rates and resolutions. A band-pass filter cen-
tered at 600 nm and of width 80 nm was placed in front of 
the focusing lens of the camera to remove extraneous light. 
Following each test, the recorded images were analyzed as 
follows. First, each image was normalized by a reference 
image created by averaging a number of flow-off images 
recorded prior to the experiment. The normalized pixel-
wise intensity data were then converted into temperatures 
using the calibration curve shown in Fig. 7. The luminos-
ity- or particulate-affected sections of the temperature 
curves were removed using the procedure described in 
Sect. 3.1; finally, heat-flux curves were derived from cor-
rected temperature histories using the method of Liu et al. 
(2010) referred to in the Introduction. Further details of the 
heat-flux derivation specific to individual sequences are 
provided in the following section.

The thermal properties of the base layer at room tem-
perature were measured by an external company using dif-
ferential scanning calorimetry (specific heat, cb) and the 
laser flash method (thermal diffusivity, αb). The obtained 
values with uncertainties were cb = 1.59 kJ/kg K ± 3 % 
and αb = 1.09 × 10−7 m2/s ± 7 %. The density was deter-
mined as ρb = 1.167 × 103 kg/m3 ± 10 %. The resulting  
uncertainty in the heat-flux calculation from these val-
ues (see Eq. 1) is thus 11% systematic. Note, however, 
that these properties were measured only at room tem-
perature: large temperature rises will result in changes in 
these values (Cai et al. 2011) and thus introduce errors 
in the derived heat flux. This point will become apparent 
shortly. The thermal properties of the TSP layer have a 
much smaller effect on the overall technique accuracy for 
the thicknesses tested here; values were thus taken from the 
literature as ρp = 1.41 × 103 kg/m3, cp = 2.76 kJ/kg K, 
and kp = 0.20 W/m K. As noted earlier, there was a rela-
tively high uncertainty in the thickness of the TSP layer: a 
value of 0.2 µm is assumed but this may realistically be as 
high as 1 µm. The effect of this uncertainty on the heat flux, 
however, is limited: As we will demonstrate shortly, a layer 
of zero assumed thickness versus one of 1 µm produces a 
difference in the derived heat flux of 4.5% (this could also 
be concluded from Fig. 1). This will be our assumed value 
of the uncertainty contribution from the TSP-layer thick-
ness. We will assume a further 1 % contribution from the 
temperature interpolation described in Sect. 3.1.

Combining the various sources of uncertainty detailed 
so far (temperature–intensity calibration, thermal proper-
ties of base layer, TSP-layer thickness, temperature inter-
polation), we arrive at an overall experimental uncertainty 
close to room temperature of 16 % in the derived heat 
flux. This will be assumed but not plotted in all results 
shown hereinafter, as it is common to all experiments. 
In the relevant plots in the following section, error bars 
will indicate the temporal variation in the derived signals 
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(which is experiment-specific); this will reflect, for exam-
ple, image noise and unsteadiness in the free-stream 
conditions.

4  Experimental results

4.1  Low Reynolds number

First, we describe experiments performed at a low unit 
Reynolds number (Condition A in Table 1). Since in this 
case the heat-flux distribution was expected to be one-
dimensional, only a narrow visualization window was 
used (1,280 × 48 pixels); the camera frame rate was set to 
63 kfps and the exposure time to 14 µs. Figure 8 presents 
examples of derived temperature and heat-flux profiles, 
averaged over a 8 × 2-pixel window. In each plot, we show 
both the original curve (uncorrected for luminosity or par-
ticulate dimming) and the corrected result using an interpo-
lated parabolic temperature profile in the affected section 
before the test time. The temperature curves have been pro-
cessed with a 9-point moving-average filter; the heat-flux 
curves have had an additional 5-point moving-average filter 
applied. This level of filtering was chosen to be consistent 
with that typically applied to thermocouple signals in HEG. 
The chosen test time, shown in dashed vertical lines, is cur-
tailed by the second appearance of luminosity from around 
5.5 ms, being thereby restricted to 0.8 ms. Although large 
oscillations are present early in the uncorrected curves, the 
resulting change in the average heat flux during the chosen 
test time is limited to 2% compared to the corrected curve. 
In this case, the competing effects of luminosity and par-
ticulate dimming cancel out one another to a large extent.

In Fig. 9, we show the mean heat-flux distribution over 
the visualized region. This result is compared to thermo-
couple measurements as well as a laminar numerical pre-
diction computed using the DLR TAU code (Gerhold et al. 
1997) in Fig. 10. In the former, the data has been down-
sampled to 8 × 2-pixel windows; the latter uses an 8 × 16

-pixel window for each data point. The error bars show 
the standard deviation arising from the remaining tempo-
ral variation following the described smoothing operations. 
To avoid obscuring the thermocouple data points, error bars 
for only the first and last TSP points are shown. A decreas-
ing trend in the heat-flux data is clearly visible in both fig-
ures, showing that the cone boundary layer remains laminar 
in the visualized region. The scatter in the TSP data is sig-
nificantly less than that in the thermocouple measurements, 
despite the similar magnitude of the error bars. Given the 
variation in the thermocouple values, the agreement is very 
good. The TSP curve lies 5–9 % above the simulated CFD 
profile; although the slope of the upstream portion of the 
TSP curve (400–450mm) is slightly steeper, downstream 

the slopes match closely. Considering the experimental 
uncertainty, this agreement can again be considered very 
favorable. Also shown is the heat-transfer profile obtained 
if a TSP-layer thickness of 1.0 µm is assumed in the heat-
flux calculation, as referred to earlier. The trend is identical 
but is shifted upwards by 4 %. A zero-thickness assump-
tion results in the original curve being shifted downward 
by 0.5 %.

4.2  High Reynolds number

At the higher Reynolds numbers of Conditions B and C, the 
cone boundary layer was transitional and the heat-flux dis-
tribution was expected to become more two-dimensional. 
For the relevant experiments, the visualization region was 
thus expanded to gain a more complete picture of the tran-
sition process. In Fig. 11, we show an extended heat-flux 
distribution for a condition-C experiment. In this sequence, 
the camera was operated with a resolution of 2,048 × 600 

0 1 2 3 4 5 6 7
292

294

296

298

300

302

304

306

308

t [ms]

T 
[K

]

Original
Interpolated

0 1 2 3 4 5 6 7
−0.05

0

0.05

0.1

0.15

0.2

0.25

t [ms]

H
ea

t f
lu

x 
[M

W
/m

2 ]

Original
Interpolated

Fig. 8  Time-resolved temperature and heat-flux profiles at a chosen 
measurement point for a condition-A experiment. The vertical dashed 
lines indicate the chosen test time



Exp Fluids (2015) 56:1853 

1 3

Page 9 of 13 1853

pixels, a frame rate of 4.5 kfps, and an exposure time of 
50 µs. The reduced frame rate led us to expect that the heat-
flux values obtained would be qualitative rather than quan-
titative, but in fact the agreement with thermocouple meas-
urements was similar to the faster sequences described later 
in this section. The onset of turbulence in the boundary 

layer is indicated by a strong streamwise increase in the 
heat-flux level. The region over which transition develops 
is seen to be highly two-dimensional, rather than a one-
dimensional front. Broad fingers of elevated heating extend 
into the transitional zone; also notable are narrow, circum-
ferentially intermittent streamwise-aligned streaks in the 
distribution.

In order to obtain a better understanding of the time-
varying nature of the transition process, we now focus 
on a condition-B experiment in which the images were 
recorded at a higher frame rate of 16 kfps. The camera 
resolution and exposure time were 2,560 × 132 pixels, 
and 61 µs. In Fig. 12, we show temperature and heat-flux 
profiles obtained in one experiment. Again, we present 
both original curves and curves making use of interpolated 
data during the initial luminosity- and particulate-affected 
period. In this example, it is the effect of luminosity that is 
dominant, leading to the apparent large dip in temperature 
that bottoms out at 2 ms. A second luminosity-related dip 
appears again from 5.5 ms, limiting the effective test time 
to 1.2 ms. In this case, there is a significant influence of the 
anomalous signal on the mean heat flux, with the original 
value exceeding the interpolated value by 13 %.

In Fig. 13 we show the mean heat-flux distribution 
during the chosen test time. Here, the image has been 
binned into 8 × 1-pixel windows, and a 3-point temporal 
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face-distribution plots hereinafter. Note that the features at 415 and 515 mm are the reference markers
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moving-average filter has been applied to both the tempera-
ture and the heat-flux curves. In Fig. 14, we plot heat-flux 
profiles along the three streamwise rows indicated by white 
marker lines in Fig. 13 and compare these with the values 
derived from thermocouple measurements. Error bars indi-
cate the time-varying standard deviation in each case. Both 
TSP and thermocouples show the expected transitional 
behavior: a strongly increasing heat flux, reaching a peak 
value and then beginning to decrease again as the bound-
ary layer becomes fully turbulent. In the early transitional 

region (470–580 mm), excellent agreement is observed 
between the TSP and thermocouple results. The TSP curves 
diverge thereafter, however, and peak at a level approxi-
mately 30 % below the maximum thermocouple value.

Results from a repeated experiment at these test condi-
tions are presented in Fig. 15. Here, we show the mean 
streamwise profile averaged over the lateral width of the 
window (15.3 mm) and also provide indications of the sta-
tistical variation in the lateral direction: mean profiles plus/
minus one standard deviation are shown, together with mini-
mum and maximum values at each point in the streamwise 
direction. The variation is seen to be fairly constant along the 
curve. Again, we obtain good agreement, with the thermo-
couples values lying well within the TSP variation, until the 
heat flux exceeds approximately 3.5 × 105 W/m2, beyond 
which even the maximum TSP value begins to underpredict 
the thermocouple measurements.

This behavior—good agreement for lower values of the 
heat flux but underprediction of the TSP at higher values 
(typically above 3–3.5 ×105 W/m2)—was consistently 
observed in several other transitional experiments per-
formed. Considering that the thermocouples and TSP are 
on different regions of the cone and have different surface 
properties, it is possible (though unlikely) that this discrep-
ancy is physical. More likely is that, for the high surface 
temperatures encountered in the later-transitional/turbu-
lent region (constant heat fluxes of 3.5 and 5 × 105 W/m2 
would result in temperature rises after 4 ms of approxi-
mately 40 and 60 K, respectively, according to Eq. 2), the 
thermal properties of the insulating base layer near the 
surface can no longer be approximated as constant (Cai 
et al. 2011). While we do not have data on the temperature 
dependence of the thermal properties of the polyurethane 
coating used in the present experiments, examples in the 
literature show that, in particular, the specific heat capac-
ity of polyurethane-based materials can vary strongly with 
temperature. For instance, Cassel et al. (2012) carried out 
differential scanning calorimetry measurements on a ther-
moplastic polyurethane composite and found that the spe-
cific heat increased by approximately 50 % from room tem-
perature to 100 °C. Equation 1 shows that such variation 
would have a direct effect on the measured heat flux. In the 
future, these variations should be quantified in order to esti-
mate the resulting errors.
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In Fig. 16, we plot heat-flux distributions derived from 
the same sequence as Fig. 13 but now averaged over con-
secutive 200 µs time-slices. The location of the transition 
front is seen to exhibit significant unsteadiness, moving 
back and forth over a distance on the order of 80 mm during 
a time period of around 1 ms. For comparison, in Fig. 17, we 
show a schlieren image sequence of an overlapping region 
of the cone taken from another condition-B experiment. In 
the first image, the boundary layer is initially laminar, with 
transition occurring approximately midway down the win-
dow. In subsequent images, the transition location is seen 

to oscillate substantially in the up- and downstream direc-
tions. Such large-scale unsteadiness is probably the cause of 
the increased standard deviation seen in the thermocouple 
measurements from around 500 mm in Figs. 14 and 15. We 
noted in reference to Fig. 2 that there are significant oscilla-
tions in the supply pressure which could lead to variations in 
the free-stream conditions and thus in the transition location 
during the test time. Assuming the unit Reynolds number to 
scale linearly through the density with the reservoir pres-
sure, and that the transition Reynolds number remains con-
stant, a ±40 mm variation in transition location at 550 mm 
would correspond to a ±7 % variation in reservoir pressure, 
which is twice the standard deviation noted in Fig. 2. Res-
ervoir unsteadiness is thus a reasonable explanation for the 
shifting of the transition location.

Also prominent in Fig. 16 are the streamwise-aligned 
streaks referred to earlier. To isolate these from the over-
all streamwise tendency, in Fig. 18, we present the same 
200 µs time-slices (limited to the box enclosed by dashed 
lines in Fig. 13) with the mean streamwise trend subtracted. 
These are not truly time-resolved distributions since some 
degree of temporal smoothing has been applied in deriv-
ing the pixel-wise heat-flux profiles; nevertheless, it is clear 
from these images that the streaks are also highly unsteady 
in nature, and thus not caused by fixed surface roughness, 
for example.

In Fig. 19, we plot lateral heat-flux profiles 630 mm 
downstream of the nose tip for two of the time-slices shown 
in Fig. 16. The streaks appear here as peaks rising up to 
15–20 % above the base heating level. Of particular note in 
the lower profile, the peaks have a roughly regular spacing 
of ∼2.5 mm, which is slightly less than twice the laminar 
boundary-layer thickness computed at this location down-
stream of 1.4 mm.
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Superficially similar streaks were observed by Ber-
ridge et al. (2010) in TSP measurements on a flared 
cone in quiet Mach-6 flow. In these earlier measure-
ments, however, the streaks must have been caused by 
steady flow features since the TSP technique employed 

was incapable of resolving phenomena on short time-
scales (the camera frame rate was 28 Hz). Under noisy 
flow the streaks disappeared, or perhaps simply became 
unsteady. Sivasubramanian and Fasel (2012) performed 
direct numerical simulations of the breakdown of a 
second-mode wave packet on a straight cone and, in 
the case of fundamental breakdown (i.e., that involv-
ing a two-dimensional primary wave), obtained stream-
wise-aligned streaks in heat flux very similar to those 
observed by Berridge et al. In the case of oblique break-
down, Sivasubramanian and Fasel again saw streamwise 
streaks, but the circumferential spacing was signifi-
cantly larger than for fundamental breakdown. In both 
instances, the streaks were characterized by an initial 
increase in heating level, a subsequent decrease, and 
then a second increase to turbulent levels; this was also 
the case in the experiments of Berridge et al. Such a pat-
tern is not observed here, but it is nonetheless tempt-
ing to associate the observed streaks with second-mode 
breakdown: The measurements in Wagner et al. (2013a) 
and Laurence et al. (2014) have shown that the second-
mode instability is very much active at these conditions; 
moreover, Kimmel et al. (1996) have shown second-
mode wave packets to be limited in their circumferen-
tial extent to a few boundary-layer thicknesses or less, 
which is consistent with the appearance of the streaks in 
the present experiments. That no decrease in heat flux is 
observed following the initial rise may be due to the lim-
ited ability of the TSP technique to capture the instanta-
neous heat-flux distribution, i.e., considering the effec-
tive temporal resolution and the noisy nature of the flow, 
even the “time-resolved” distributions plotted here are 
likely to show the cumulative effect of multiple break-
down events. At this point, we can only speculate about 
the nature of these streaks; simultaneous high-speed 
TSP measurements and schlieren images (as in Laurence 
et al. 2014) may allow us to correlate visualized second-
mode wave packets with their surface heat-flux signa-
tures as they saturate and break down, and thus confirm 
if these streaks really are associated with second-mode 
breakdown.

Fig. 17  Schlieren images of the cone boundary layer (590–740 mm from the cone tip) at consecutive 476 µs intervals for a condition-B experi-
ment
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Fig. 18  Heat-flux variation (i.e., with the mean streamwise trend 
subtracted) within the boxed region shown in Fig. 13, calculated over 
200 µs increments
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5  Conclusions

These experiments have demonstrated the possibility of 
obtaining global time-resolved heat-flux measurements 
using a TSP technique in the challenging test environ-
ment of HEG. Comparisons with thermocouple-based 
measurements showed favorable agreement for a total 
temperature rise of up to ~40 K, though for large tem-
perature changes the technique accuracy was adversely 
affected, possibly by non-constant thermal properties of 
the base layer. Measurements at high unit Reynolds num-
ber conditions also showed the utility of fast-response 
TSP techniques for gaining qualitative information, for 
example, relating to the unsteady boundary-layer transi-
tion process.

In these experiments, the effects of tunnel luminosity and 
particulate dimming were addressed by artificially manipu-
lating the obtained temperature curves; fortuitously, these 
effects were most severe outside of the steady measure-
ment time. For less benign test conditions, especially higher 
enthalpy, and model geometries producing stronger shocks 
(and thus more intense luminosity), such a procedure would 
probably not be feasible with the present luminophore. Other 
luminophores, particularly those with excitation and emis-
sion peaks lying at shorter wavelengths, may show more 
promise for such testing. Regardless, the further successful 
implementation of TSP techniques in facilities such as HEG 
would benefit greatly from detailed spectral measurements 
of the tunnel luminosity at the intended test conditions.

Finally, we note that LED technology is advancing rap-
idly, with light output doubling approximately every 36 
months (Nature Photonics Editorial 2007). As increasing 
the excitation intensity would mitigate many of the prob-
lems encountered in the present work, we expect TSP 
measurements in short-duration facilities to become only 
more practicable in the future.
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