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Abstract Based on scanning planar laser-induced fluo-

rescence of OH, a measurement system with the capability

to record time-resolved three-dimensional image sequences

of the OH concentration and the flame front is demon-

strated on a premixed flame. A dual-mirror scanning sys-

tem is used to obtain equidistance between the illuminated

planes. Non-uniformities in the laser sheet and laser

absorption in the flame are compensated for as the position-

and time-dependent OH concentration is calculated

throughout the measurement volume. A method for iden-

tifying the flame front in large data sets with a single set of

filtering parameter is demonstrated. The artefacts intro-

duced by the non-instantaneous recording of the measure-

ment volume are suppressed using linear interpolation from

successive recordings in the same measurement plane. The

impact from filtering and image post-processing on the

achieved spatial resolution is investigated. A final spatial

and temporal resolution of 3.2 9 3.2 9 0.75 lines/mm and

2 ms, respectively, are obtained in a measurement volume

spanning 11 9 22 9 6 mm during a time span of 0.5 s.

1 Introduction

Planar laser-induced fluorescence (PLIF) has been used

for measurements of minor species concentration and

temperatures in combustion systems for many decades

(Dyer and Crosley 1982). When conducted with an ordin-

ary 10-Hz laser system, PLIF measurements provide

snapshots of data from a cross-section of the flame that can

be used for statistical analysis. However, ambiguities often

arise due to the missing spatial dimension. What appears as

a local quenching of the flame may as well be a bridging

through the out-of-plane unrecorded space.

A common approach to extend the PLIF technique to the

third spatial dimension is to rapidly scan the laser sheet

through the measurement volume. Such an approach can be

pursued with a high-repetition-rate laser (Yip et al. 1987;

Kychakoff et al. 1987) in combination with a framing

camera or through multiple exposures of a long laser pulse

(Yip et al. 1988). When higher laser fluence is required,

laser clusters can provide a short burst of high-power laser

pulses. However, the approach is limited to rather few

images, up to eight frames have been recorded for one 3D

image in this manner (Hult et al. 2002; Olofsson et al.

2006; Nygren et al. 2002). The recent development of high-

repetition-rate pulse burst mode lasers can provide more

images during a similar short time period *100 ls (Thu-

row and Lynch 2009; Thurow et al. 2013). Other PLIF 3D

approaches that do not utilize a scanning laser sheet are the

crossed- and parallel-plane LIF from where semi-3D

information can be extracted along a line or in a plane

(Karpetis et al. 2004; Oyoung and Bilger 1997). An

optional approach where the laser is excluded consists of

tomographic mapping of the chemiluminescence (Cai et al.

2013).

In addition to the third spatial dimension, the temporal

dimension is also important, especially when it comes to

study the flame dynamics. The early high-repetition-rate

2D PLIF studies rely on eximer (Kychakoff et al. 1987),

copper vapor (Winter et al. 1987) or clustered Nd:YAG
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lasers (Kaminski et al. 1999) in combination with framing

cameras. More recent studies often rely on CMOS cameras

in combination with solid-state diode-pumped Nd:YAG

lasers for long image sequences (Smith and Sick 2005), or

pulse burst mode systems for shorter images sequences,

albeit with higher pulse fluence (Thurow et al. 2013).

Time-resolved 3D measurements would provide means

to reveal the dynamics in complex flame geometries. Also,

if combined with time-resolved 3D data of the flow field, it

could be used to study flame flow interactions extensively.

Such measurements would also provide information on the

position- and time-dependent 3D flame front velocity,

which is an important quantity in many reduced models of

turbulent combustion (Trunk et al. 2013). However, time-

resolved 3D measurements of laser-induced fluorescence

have not before been realized.

Time-resolved 3D or quasi-3D recording of reacting

flows can be achieved by means of chemiluminescence

tomography, parallel- and crossed-plane PLIF (Trunk et al.

2013; Steinberg et al. 2011), and rapidly scanning PLIF.

Chemiluminescence tomography is limited in repetition

rate by the long exposure time required to obtain decent

signal to noise ratio. Also, even though no laser system is

needed, the amount of cameras that is required to achieve

good accuracy will make the experiment expensive. The

crossed- and parallel-plane PLIF have the advantage of

high spatial and temporal resolution, but limit the record

3D data to a line and a plane, respectively. Scanning PLIF

has the benefit of providing full 3D measurements with

high in-plane resolution, but struggles with drawbacks such

as reduced signal collection ability due to the required

depth of field and artifacts that arise due to the non-

instantaneous nature of the recording.

Here, a high-repetition-rate pulsed laser source is com-

bined with scanning mirrors to demonstrate how

temporally resolved 3D information of the OH radical can

be recorded. Numerous studies with the aim to quantify the

OH concentration have been reported (Hertz and Alden

1987; Versluis et al. 1997; Arnold et al. 1997). Also, since

it is formed early in the reaction and lives on in the product

zone, it is commonly used as a marker for the flame front in

premixed turbulent combustion (Hartung et al. 2008). A

suitable methane/air flame is chosen as target for the

demonstration and both flame front position and OH con-

centration is calculated from the recorded data. Challenges

associated with this measurement technique, such as the

control of the laser sheets depth positions, the non-instan-

taneous recording of each 3D image and the 3D interpre-

tation of the recorded data, are addressed.

2 Scanning, laser and detection setup

The laser system consists of a frequency-doubled solid-

state diode-pumped Nd:YAG laser (Edgewave HD40I-E),

which in turn pump a dye laser (Sirah Credo). As seen in

the experimental setup (Fig. 1), planar laser sheets for

cross-sectional excitation of OH are obtained using ordin-

ary sheet forming anti-reflective-coated UV optics. The

depth dimension is resolved by scanning the laser sheet

position back-and-forth through the flame. The maximum

repetition rate of the pump laser is 20 kHz. Here, it is the

scanning system, operated at 960 Hz, that triggers and

thereby controls the exact repetition rate of the laser to

19.2 kHz. Thus, during one period of the scanning (back-

and-forth), twenty laser shots are fired and data for two 3D

images are recorded. An image intensifier (Lambert HS

IRO 2 stage) in combination with a high-speed CMOS

camera (Photron Fastcam SA–X) is synchronized to the

laser system and used for detection of the OH fluorescence.

Fig. 1 Left Optical arrangement for time-resolved 3D OH measurements. Right schematic picture of the Bunsen burner. The air intake is sealed

to allow for premixed fuel air mixtures of predefined stoichiometry
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In order to avoid interference from scattered laser light,

most OH fluorescence detection schemes target the A–X

(1–0) vibrational band at 283 nm for excitation and the

redshifted A–X (0–0) transition for detection. Here, the

Q1(7) line of the A–X (0–0) transition at 309 nm is instead

used for excitation. The four times higher absorption cross-

section for this transition increases the precision in the

absorption measurements that are used here to quantify the

OH signal (Luque and Crosley 1998). In addition, it

compensates for the reduction in obtainable laser fluency

with Rhodamine B ? Rhodamine 101 at 309 nm, which is

about a third compared to what can be attained at 283 nm

with Rhodamine 6G for the operation condition adopted

here. Despite the low pulse energy (10 ± 5 lJ), signal to

noise ratios (SNR) up to 30 ± 15 are achieved. Since the

fluorescence spectrally overlaps the laser light, any light

scattered toward the camera cannot be filtered away. Thus,

for simultaneous measurements of the OH fluorescence and

the flow field, by means of particle image velocimetry, or if

the flame is confined by scattering surfaces, the A-X (1–0)

would be a better target for excitation. The burner is a

premixed Bunsen burner with sealed air intake, operated at

an air/fuel ratio of k = 1.2. The gas is first forced through a

*0.4-mm hole in the bottom of the 1-cm-wide tube (8 cm

upstream the flame), inducing a turbulent flow

(Re = 15,000). However, at the flame, most of the turbu-

lence has dissipated, creating the undulating flow as can be

seen in the result section.

Since both the pump and the dye laser are operated close

to their lasing thresholds, the output does not only fluctuate

in terms of pulse energy. In addition, the spatial energy

profile also varies from shot to shot. The standard deviation

in the normalized energy profile is 11 %. Thus, it is

essential that the energy profile is measured on a shot-to-

shot basis. In addition to the energy fluctuations, the irra-

diance is also attenuated as the laser sheet propagates

through the flame. To enable compensation for the attenu-

ation and for fluctuations in the spatial energy profile of the

laser light and calculation of the absorption coefficient, the

laser fluence is measured both before and after the flame.

These measurements are realized indirectly, by inserting

two quartz plates in the beam path, reflecting portions of the

laser sheet right before and after the flame into dye cuvettes.

The induced fluorescence in the dye is recorded by a sep-

arate high-speed camera (Photron Fastcam SA5) according

to Fig. 1. The dye solution is circulated through the cuvettes

to avoid problems with bleaching and convection. A diode

(Hamamatsu s1226 5BQ) records the pulse energy to enable

correction for the difference in sensitivity in the fluence

measurements as the laser sheets excite the dye in different

regions of the dye cuvette during one scan.

If only one 3D image is recorded as in (Thurow and

Lynch 2009), the central linear part of the nonlinear mirror

scan may be utilized. However, if the flame is also resolved

in time and the laser is operated at a constant repetition

rate, the entire amplitude of the scan must be used unless

some laser pulses are discarded. To achieve the same dis-

tance between the recorded planes, it is therefore important

that the scanning is linear, i.e., follow a triangular pattern.

This is achieved with two mirrors oscillating close to their

eigenfrequency. One mirror works as a master for the

triggering of the pump laser, the detection system and the

second mirror. The second mirror is operated at the first

odd overtone of the first mirror. As the sinusoidal deflec-

tions from the two mirrors are added together in a 4f sys-

tem, the total deflection becomes more triangular shaped as

opposed to the sinusoidal deflection obtained from a single

oscillator. As a result, the laser sheets become more equi-

distant and larger scanning amplitude can be achieved with

maintained spatial depth resolution. The laser sheet posi-

tion in the flame is measured prior the ignition of the flame

by imaging the back side of a thin diffusor, located at the

center of the burner nozzle perpendicular to the laser sheet

propagation, onto a high-speed camera (Photron SA5). The

measured laser sheets positions are given in Fig. 2. It can

here be seen that the phasing of the laser pulse sequence in

relation to the mirror oscillation has been adjusted so that

the sheet positions are the same regardless of sweep

direction. Thus, two 3D images instead of one are recorded

each period, increasing the time resolution at the cost of

spatial resolution.

Due to difficulties in achieving a perfect phase shift

between the two mirror oscillators, the positions of the

laser sheets during the forward and backward sweep

direction are not identical. This is the main limiting factor

to the accuracy in the laser sheet positions and induces an

Fig. 2 Measured depth position of the laser sheet in the flame. Lines

indicate a perfect triangular-shaped movement. The timing is adjusted

for the laser sheet positions to overlap in the two sweep directions
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error in the overlap of 6–49 lm depending on measure-

ment plane. The accuracy could be improved by not

assuming that the laser sheet positions are independent on

sweep direction, and rather use the individually measured

positions. It would then instead be limited by the achiev-

able accuracy in the measurement of the laser sheet posi-

tion. However, the accuracy is here considered to be

adequate with respect to the inter sheet distance of 700 lm

and to the laser sheet thickness of 2x0 = 170 lm (mea-

sured with the knife edge method where x0 corresponds to

the 1/e2 radius). Thus, the sheet positions are treated as

being equal regardless of sweep direction. The precision in

the laser sheet position is mainly limited by the time jitter

in the triggering of the laser by the master oscillator. With

the current settings, the standard deviation in the position

of the laser sheets is 12 lm.

When interpreting the recorded OH signal, it is impor-

tant to know whether it has a linear dependence to the laser

irradiance, i.e., if the excitation is within the linear regime.

With a quenching rate coefficient Q21 � 5� 108s�1 esti-

mated from Jonsson et al. (2013) and transition probabili-

ties from Luque and Crosley (1998), the saturation

irradiance, Im
sat, defined as in Eckbreth (1996) can be esti-

mated to

Im
sat ¼

A21 þ Q21ð Þc
B21 þ B12

� 2:4� 106 Wcm�2 Hz�1 ð1Þ

where A21, B21 and B12 are the rate constants for sponta-

neous emission, absorption and stimulated emission,

respectively. With a spectral irradiance not exceeding

Im ¼ 6� 103 Wcm�2 Hz�1, the excitation is well within

the linear regime. A separate measurement where the dye

and diode response were related to a calibrated power

meter (Thorlab 8322C) was performed to ensure that also

the dye and diode provide a linear response.

Due to differences in the optics in front of the two

cameras and in the different beam paths, the recordings of

the OH signal and the laser sheet profiles before and after

the flame may be shifted in relation to each other, both in

terms of magnification and position. To enable compen-

sation of these shifts, a transparent grating is temporarily

inserted in the beam path, inducing a vertical intensity

modulation in the laser sheet, as seen in Fig. 3. Twenty

lines are identified in the different images providing data

for accurate overlap between the recordings, both in terms

of offset and magnification.

3 Temporal and spatial resolution

With one 3D image recorded every *0.5 ms, it can,

according to the sampling theorem (Shannon 1949), be

argued that fluctuations as short as 1 ms can be resolved.

However, the actual recordings in one 3D image are not

instantaneous. The time difference between two overlap-

ping planes ranges between 50 ls and 1 ms. Thus, the time

resolution depends on depth position and varies from 1 ms

in the center to 2 ms in the outer planes (see Fig. 2).

The spatial resolution obtained is influenced by several

parameters. The in-plane spatial resolution is estimated to

the highest spatial frequency that is resolved in the

recording of a NBS 1963 resolution target as it is translated

through the different laser sheet positions. It is mainly

governed by the depth of field, the MCP gain voltage in the

image intensifier and the filtering applied on the data. The

aperture stop of the objective lens (Nikkor UV 105 mm) is

set to match the depth of field to the scanning range. With a

MCP voltage of the image intensifier set to 750 V, a con-

stant resolution of [5.6 lines/mm for all image planes is

reached with the aperture stop set to f/8. After low-pass

filtering and prior calculation of the absorption coefficient,

the resolution is reduced to 3.2 lines/mm. The filter size is

40 9 40 pixels and has a standard deviation of 3 pixels,

corresponding to 1.1 9 1.1 mm2 and 86 lm, respectively.

The calculation of the absorption coefficient should only

have a minor effect on the resolution since the laser sheet

spatial profile is obtained without an image intensifier at a

higher resolution than the OH signal. When the nonlinear

diffusion filter is applied to the image of the resolution

target, no reduction of the resolution is seen. Thus, the final

in-plane resolution is estimated to 3.2 lines/mm. One

should bear in mind, however, that the nonlinear diffusion

filtering depends on the data that are filtered, and it is

therefore ambiguous to estimate the final resolution in the

image of the OH flame front from the filtered image of the

resolution target.

The depth resolution is governed by the thickness of,

and distance between the laser sheets. Since the laser sheets

are thinner (measured to 170 lm) than the spacing in

between (700 lm), it is the inter sheet spacing that limits

Fig. 3 Average recorded signal from the central cross-section as a

spatial modulation is introduced into the laser sheet. Left initial dye

cell. Center OH fluorescence. Right Final dye cell. The data are used

to find a proper transformation function between the dye cells and the

recording of the OH fluorescence. A slight difference in dye

concentration causes the difference in intensity between the dye cells
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the depth resolution. From the sampling theorem, this

yields a spatial depth resolution of 0.75 lines/mm. This can

be compared with the length scales present in the flame.

The length scales are estimated from the 2D PLIF data

originating from the central cross-section in the flame.

Here, the direction of the gradients in the image is calcu-

lated as

n̂ ¼ arctan
oSf

oy

�
oSf

ox

� �
ð2Þ

where oSf

�
oy and oSf

�
ox correspond to the vertical and

horizontal gradients in the signal, respectively. The direc-

tion of the gradients in the position of the calculated flame

front is stored in a vector n̂ lð Þ, where l represents the dis-

tance along the flame front. The derivative of this vector,

i.e., the change of direction of the flame front, represents

the curvature, j, in the plane

j ¼ on̂ lð Þ
ol

ð3Þ

The resolvable scales can be estimated from the diameter

of a circle with the same curvature as the flame front.

Figure 4 shows a histogram of the length scales from the

central cross-section, calculated in this manner. It can here

be seen that the smallest length scales remain unresolved

with the current depth resolution, although the majority of

the scales in the histogram are resolved.

Another feature that may influence the spatial resolution

is beam steering induced by the thermal gradients in the

flame. The magnitude of the beam steering can be derived

from measurements where the vertical intensity modulation

is imposed on the laser sheet (see Fig. 3). As the flame is

lit, the beam steering can be seen in the slight shift of the

lines in the dye cell positioned after the flame. The laser

sheet furthest away from the center of the burner is located

outside the flame front and only propagates through the

burnt region. Here, the beam steering is small, and a

standard deviation of the line positions in the image of the

dye cell of 0.13 pixels, or 6 lm, is measured. In the center

of the flame, where the flame front intersects the laser

sheet, the beam steering increases the standard deviation in

the line position to 64 lm. The maximum measured shift in

a line position, recorded when the line in the sheet inter-

sects perpendicular to the flame tip, is 204 lm (4.5 pixels

in the image of the dye cell). The dye cell is positioned

20 cm from the burner. Assuming that the beam steering is

induced in the entry side of the flame, this would imply a

maximum beam steering inside the flame of 20 lm, which

is small in relation to the acquired spatial resolution.

In summary, a spatial and temporal resolution of

3.2 9 3.2 9 0.75 lines/mm and 2 ms, respectively, are

obtained in a measurement volume spanning

11 9 22 9 6 mm during a time span of 0.5 s. In compar-

ison, the uncertainties due to beam steering and in pre-

dicted sheet position are negligible.

4 OH concentration

Several approaches have been pursued in the past to cal-

culate the OH concentration from recorded LIF data. By

exciting the molecule in the saturated regime and cali-

brating the response against a known source, as in Chen

and Bilger (2001), the result becomes independent of

quenching. However, this requires a top-hat laser energy

profile, both in time, space and frequency, which is difficult

to achieve in practice. Also, it requires higher laser fluence

than what is available with the current laser system. In the

linear regime, one option is to illuminate the flame with

two counter-propagating laser sheets. This approach also

provides quenching-independent concentration data.

However, it is based on the derivative of the measured

quantities (Versluis et al. 1997). It is thus noise sensitive

and may not be suitable for single-shot measurements.

Here, a similar approach to what is outlined in Hertz and

Alden (1987) and utilized in Arnold et al. (1997) is applied.

The integrated absorption is measured and related to the

integrated fluorescence. This information is thereafter used

to deduce the local absorption and irradiance from the local

fluorescence signal. Instead of applying the iterative man-

ner, as proposed in Hertz and Alden (1987), a more direct

approach, similar to what is described in Wellander et al.

(2011), is here applied. In this session, the approach is first

described, together with a discussion regarding major error

sources before the result is presented.

Fig. 4 Histogram of the calculated length scales along the flame

front. The length scale is defined as the diameter of a circle with

equivalent curvature as the local curvature of the flame front. The

curvatures are calculated from the 2D flame fronts evaluated in the

recorded images
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4.1 Absorption coefficient

In the linear regime, the recorded OH signal, Sf, can be

written as

Sf ¼ UNr0Qf e ð4Þ

where U represents the fluence, and N is the number den-

sity of OH present in the targeted ground state. In our case,

the rotational state with J = 7.5 is chosen due to its weak

dependency on temperature. By calculating the rotational

population distribution in the interval of 1,300–2,000 K

(Eckbreth 1996), one finds that the fraction of OH radicals

present in this state changes by \5 %. r0 is the effective

peak absorption cross-section, Qf is the fluorescence

quantum yield, and e is the camera function, including solid

angle of detection, objective transmittance, gain in the

image intensifier and quantum efficiency and fill factor of

the camera. As the light propagates through the sample, it

gets attenuated due to the absorption. The decrease in U
can be described by the Beer–Lambert law

U xþ dxð Þ ¼ U xð Þe�Nr0dx ¼ U xð Þe�a0dx ð5Þ

where dx is the distance corresponding to the pixel size

divided by the optical magnification, and a0 ¼ Nr0 is the

absorption coefficient. Assuming that the quenching is

constant throughout the flame, the sum of all recorded

signal can be related to the amount of absorbed light as

X
w;h

Sf ¼ Qf e
X

h

U0 � Uf

� �
ð6Þ

where U0 and Uf stand for the initial and final fluence,

respectively. Equation (6) provides a measure of the

camera function times the fluorescence quantum yield

which can be inserted in Eq. (4) to give a function of the

absorption coefficient

a0 ¼ Nr0 ¼
Sf

U

P
h

U0 � UfP
w;h

Sf

ð7Þ

If different quenching rates can be expected for different

heights in the burner the camera function, as given in

Eq. (6) could be expressed as a function of height over the

burner. However, in the present case, there is no reason to

expect the quenching rate to change more as a function of

height than across the flame. Also, the temperature gradi-

ents over the flame fronts introduce beam steering that

slightly shifts the position of the laser light at the second

dye cell. Thus, an error is induced in the height of the

measured absorption that would introduce artificial lines in

the calculated absorption coefficient around the flame

fronts. For these reasons, the absorption and fluorescence

are integrated over the height of the laser sheet prior the

calculation of the camera function.

Before any OH radical has been excited, the fluence will

be proportional to the signal recorded from the first dye

cell. Thus, in the first column of pixels that contain any

signal (from the side where the laser sheet enters), Eq. (7)

can be used directly to calculate the absorption coefficient.

Equation (5) can thereafter be used to calculate the fluence

level in the next column of pixels which, used in Eq. (7),

provide the absorption coefficient here. This procedure is

repeated until the absorption coefficient and fluence level

are calculated in the entire measurement volume. In con-

trast to the work of Wellander et al. (2011), the attenuation

of the fluorescence light in between the measurement plane

and the camera has here been neglected. The reason for this

is twofold. First, the spectral shape of the fluorescence light

is different from the laser light. Thus, the absorption cross-

section is different and has a stronger temperature depen-

dency. Secondly, the entire volume is not recorded

instantaneously, and the OH concentration may change

during the scan. A method to compensate for this non-

instantaneous recording in terms of the calculated flame

front position is presented later in the paper. However,

compensation of the OH concentration distribution is not as

straight forward. The absorption of the laser light through

the entire flame is about 30 %. Considering that the

absorption cross-section of the Q1 (7) line is relatively high

in comparison with the other transitions and that only half

the flame is probed, the reabsorption of the emitted light

should be less than 15 %. Since the camera function is

calculated from the ratio between the fluorescence signal

and the absorption in the flame, the average reabsorption is

already compensated for in the calculations and it is only

the relative difference in absorption of the signal that

induces an error.

4.2 OH concentration

From the spectral shape of the probed absorption line and

knowledge of the oscillator strength, the effective absorp-

tion cross-section can be calculated (see appendix in

Versluis et al. (1997) for a thorough description). In short,

the integrated absorption cross-section is related to the

oscillator strength, which can be calculated based on

numbers found in the literature (Dieke and Crosswhite

1962; Learner 1962; Luque and Crosley 1998). The

effective peak absorption cross-section, r0, is effected both

by collisional and Doppler line broadening and by the

spectral width of the exciting laser light. An excitation scan

includes all these effects, and the effective peak absorption

cross-section can be calculated from the ratio between the

peak and the integrated absorption cross-section of the line.

Since one side of the probed Q1 (7) line partly overlaps the
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Q12 (3) line (see Fig. 5), the integration is performed on a

Voigt function fitted to the unaffected part of the curve

(half the peak). With the current experimental conditions,

the effective peak absorption cross-section for the Q1 (7)

line is calculated to r0 ¼ 1:12� 10�15 cm2. With this

information, the number density of the OH radicals can be

calculated from the relationship Ntot ¼ a0=r0ð Þ= NJ¼7:5=ð
NtotÞ, where NJ¼7:5=Ntotð Þ ¼ 9:23 % is the fraction of

molecules in the J = 7.5 rotational state calculated at

1,750 K. The temperature in the calculation is estimated

from the best fit of the absorption spectra simulated in

LIFBASE (Luque and Crosley 1999) at different temper-

atures to the measured absorption spectra.

4.3 Error sources

In addition to the temperature influence in the ground-state

population and the reabsorption of the fluorescence, as

already discussed, there are several error sources affecting

the accuracy in the calculation of the OH concentration.

First of all, the assumption of a homogeneous quenching

rate is not valid everywhere in the flame. In fact, the

quenching rate varies with both temperature and sur-

rounding composition. Assuming a constant quenching rate

will yield an under prediction of the OH concentration in

the reaction zone where the variations in temperature and

the concentration of surrounding molecules are large.

However, in the end gas zone, the results can be considered

valid, since the quenching rate here is close to constant

(Jonsson et al. 2013). One could argue that since the cal-

culated absorption coefficient depends on the ratio between

the total absorption and total fluorescence signal, an under

prediction of the absorption coefficient in the reaction zone

will appear as an over prediction of the absorption coeffi-

cient in the product zone. However, since the thickness of

the reaction zone is thin in relation to the product zone, this

impact is small.

An error in the estimated line width in the excitation

scan of 10 % would introduce an error in the estimated

effective absorption coefficient of 9 %. Any temperature

variation in the flame changes the Doppler width of the line

shape and thereby induces a shift in the effective absorp-

tion cross-section. From simulations in LIFBASE (Luque

and Crosley 1999), a variation of the temperature in the

interval 1,500–2,500 K would correspond to a variation in

the peak absorption cross-section of 15 %.

Saturation effects in the image intensifier MCP, as

reported in (Weber et al. 2011), are estimated to be within

5 %. The error is estimated by measuring on a constant

light source corresponding to the same signal level as in

the recording of the flame. The reason the error is small

despite the high frame rate is partly because the camera is

more sensitive than the cameras used in Weber et al.

(2011) and the signal level is kept low (*400 out of

4,000 counts).

4.4 Results

Figure 6 shows a comparison between OH fluorescence

recorded in the center of the flame and the OH con-

centration calculated from the same data. In both images,

the data have been filtered with a Gaussian low-pass

filter (as described in Sect. 3) to suppress the high-fre-

quency noise generated in the image intensifier. The

filtering is done before the calculation of the OH con-

centration. Note that in the quantification process of the

data in terms of OH concentration distribution, the arti-

facts created by the spatial profile of the laser sheet and

the laser attenuation have been removed. Figure 7 shows

iso-surfaces where the number density of OH equals

1:5� 1015 molecules cm-3, corresponding to approxi-

mately one-third of the value in the flame front. Thus,

the inner surface represents a surface close to the flame

front, and the outer surface represents the position where

two-thirds of the OH concentration has been consumed.

Here, the time evolution of the flame front position can

be clearly followed, indicating that the time resolution is

sufficient for the present flame. During the *4-ms

duration of the time series, a smooth undulating motion

of the flame front can be noted. A longer sequence of the

same recording can be seen in the attached movie

(Online Resource 1). Since the gradient is small in the

burnt gas region, the position of the outer iso-surface is

flickering in between images.

Fig. 5 Excitation scan over the Q1 (7) and neighboring lines. The

Voigt function is fitted to the data points on the right side of the peak

where the data are not influenced by the Q12 (3) line
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5 Flame front detection

The gradient in the OH fluorescence signal has proven to

be a good marker of the flame front in premixed turbulent

combustion (Hartung et al. 2008). Here, this approach is

utilized with focus on the challenges associated with the

third spatial dimension. Also, the non-instantaneous nature

of the recording is compensated for by linearly interpolate

the calculated flame front positions to a common time.

5.1 Flame front determination

The flame front is determined from the steepest gradient in

each image where after it is interpolated between the

measured planes into a 3D surface. Since the gradient of

the signal level is independent on the absolute signal level,

a calculation of the OH concentration before the gradient is

calculated would only have a minor effect on the estimated

flame front position. Therefore, the signal is only

Fig. 6 Comparison between the a uncorrected but filtered signal and

b calculated OH number density (molecules/cm3)

Fig. 7 Isosurfaces connectiong the regions with an OH number

density of 1.5 9 1015 cm-3, corresponding to approximately one-

third of the concentration in the flame front. Nine images from a

sequence of 1,000 3D images recorded at *2 kHz are shown. Each

iso-surface is based on 10 2D OH concentration maps recorded during

one scan. The scanning spans half the flame. Online Resource 1 shows

a longer sequence of the same recording
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compensated for the inhomogeneity in the spatial energy

profile of the laser sheets. The images are also filtered with

a Gaussian low-pass filter, as described in Sect. 3, to sup-

press the high-frequency noise generated in the image

intensifier. To further improve the robustness of the edge

detection, 100 iterations of a nonlinear diffusion filter with

additive operator splitting, is applied to each image (We-

ickert et al. 1998). Here, the diffusion equation is defined

as

d gð Þ ¼ 1� e� g=1:1052ð Þ�2

; g [ 0

d gð Þ ¼ 1; g� 0
ð8Þ

where g represents the gradient in the image after convo-

lution with a Gaussian with standard deviation 1 pixel.

The flame front position is thereafter calculated from the

steepest gradients of the filtered signal using the Canny

edge detection scheme (Canny 1986), but with fixed

thresholds. In the original version of the Canny edge

detection scheme, the thresholds are set as a fraction of the

maximum gradient in the current image. Here, the thresh-

olds are set to an absolute value to ensure that all images

are treated equally. For a single image, thresholds can

easily be selected that explicitly detects the flame front,

even without prior nonlinear diffusion filtering. However,

in a data set of thousands of images, the task to find one set

of filtering and threshold parameters that can distinguish all

the flame fronts from the background noise become more

demanding. To overcome this problem, the Canny edge

thresholds are set low, so that all flame fronts are detected,

but without excluding all gradient in the end gas zone. The

gradients that do not belong to the flame fronts are sub-

sequently removed using a set of selection rules. For a

gradient to be accepted as a flame front, it has to

• have a positive gradient in the direction from the

unburnt to the burnt gas region.

• either

• be connected to the bottom of the image with both

endpoints (anchored to the burner),

• have endpoints connected to each other (detached or

bridged flame front),

• have both endpoints connected to the upper part of

the image (considered a detached or bridged flame

front propagating out of the image),

• or have only one endpoint anchored to the burner.

In this case, there must also exist a second valid

segment with only one endpoint connected to the

burner (considered a broken flame front or one

exceeding above the imaged area.

• circumscribe an area that partly overlap the circum-

scribed area from the valid flame fronts in the data

recorded at one of the adjacent depth positions (the

unburnt region must cover more than one plane).

5.2 Compensation for the non-instantaneous recording

of each 3D image

Ideally, all ten 2D images used to reconstruct one 3D flame

front should be recorded simultaneously, or at least during

a time interval smaller than the time it takes for the flame

front to translate a resolvable distance. In the presented

experimental approach, the time separation between the 2D

images is constant. Thus, with a given sampling rate, for

which a displacement of the flame front between two 3D

images can be detected, the flame has also moved during

the recording of one 3D image, inducing an artificial skew

to the final result. Here, the outer part of the recorded

volume, corresponding to the turning points of the scan, is

Fig. 8 Time interpolation of the calculated flame front. a Depth

positions of the laser sheet at different timings. The solid line

corresponds to the central scan position, i.e., the time position to

where the flame fronts during one scan is interpolated. b Two flame

fronts from the same depth position but recorded at different times are

plotted with a surface linearly interpolated in between. The flame

position at the central time position of the scan is calculated from the

interpolation and indicated by a solid line
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recorded with a time difference alternating between 1 ms

and 50 ls (see Fig. 2). Thus, if the recording of one 3D

image is considered instantaneous, the flame would seem to

alternate velocity from frame to frame in these parts of the

volume. To remove this artifact, the flame front position

during one scan is linearly interpolated to a common time

position of the scan, as shown in Fig. 8. In order to mini-

mize the longest interpolation time step, the time for the

center position of the scan is chosen as target for the

interpolation.

5.3 Three-dimensional surface

When the flame fronts have been detected, separated from

the artefacts and interpolated to the common time posi-

tions, surfaces are fitted to each set of ten consecutive 2D

flame fronts recorded from each scan, using a second-order

non-uniform rational B-splines (NURBS) interpolation

(Piegl 1991). The steps in the image processing are illus-

trated in Fig. 9.

Figure 10 shows a sequence of nine out of 1,000 images

in one recording. Note the similarity with the inner iso-

surface of the OH concentration presented in Fig. 7. A

longer portion of the recording is attached in a movie

format (Online Resource 2).

6 Discussion

A measurement technique capable of recording three-

dimensional time-resolved data of the OH radical has been

presented. Measurements and calculations of the OH con-

centration and the flame front have been demonstrated. The

artifacts in the flame front introduced by the non-instan-

taneous recording of each 3D image have been compen-

sated for by linearly interpolating the flame front positions

to a common time. Higher-order interpolation could be

considered to increase the precision in the final result. A

similar interpolation for the OH concentration could also

be done if the flow field were measured simultaneously.

Spatial and temporal resolution of 3.2 9 3.2 9 0.75

lines/mm and 2 ms, respectively, are obtained in a mea-

surement volume spanning 11 9 22 9 6 mm during a time

span of 0.5 s. The spatial and temporal resolution and the

recorded volume are linked to each other. For the visual

impression, the amplitude is here adjusted to cover half the

flame. As a consequence, some of the length scales remain

unresolved. In an experiment focusing on the flame prop-

erties, a smaller amplitude should be selected. This would

not only increase the depth resolution, but also reduce the

required depth of field and thereby enabling more light to

be collected. As a consequence, the need for filtering is

reduced, increasing the in-plane spatial resolution.

The beam steering has been measured and shown to be

insignificant within the flame. For the measured absorption,

on the other hand, it is not negligible. A solution to this

problem could be to image the flame on the dye cells in a 4f

setup as done in Arnold et al. (1997).

With the rapid development of higher-repetition-rate

lasers, both in terms of diode-pumped pulsed laser operated

continuously as applied in this paper, and burst mode lasers

(Thurow et al. 2013), the presented technique holds

Fig. 9 Illustration of the calculation of the flame front with

intermediate results shown. The raw images are low-pass filtered

and divided with the spatial energy profile of the laser sheet. A

nonlinear diffusion filter is applied, and Canny edge detection is used

to detect the flame fronts. False flame fronts are removed, and the

flame front positions are interpolated to the time corresponding to the

center of the scan. A 3D flame front surface is finally fitted to the 2D

flame fronts
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considerable promise for measurements also in more tur-

bulent reacting flows, where better time resolution is

required.
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