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Abstract On steep, millimeter-scale, 2D water waves,

surface profile, and subsurface velocity field are measured

with high-spatio-temporal resolution. This allows resolving

surface vorticity, which is captured in the surface boundary

layer and compared with its direct computation from

interface curvature and velocity. Data are obtained with a

combination of high-magnification time-resolved particle

image velocimetry (PIV) and planar laser-induced fluo-

rescence. The latter is used to resolve the surface profile

and serves as a processing mask for the former. PIV pro-

cessing schemes are compared to optimize accuracy

locally, and profilometry data are treated to obtain surface

curvature. This diagnostic enables new insights into free-

surface dynamic, in particular, wave growth and surface

vorticity generation, for flow regimes not studied previ-

ously. The technique is demonstrated on a high-speed

water jet discharging in quiescent air at a Reynolds number

of 4.8 9 104. Shear-layer instability below the surface

leads to streamwise traveling waves with wavelength k *
2 mm and steepness 2pa=k� 2:0, where a is the crest to

trough amplitude. Flow structures are resolved at these

scales by recording at 16 kHz with a magnification of 4.

1 Introduction

Particle image velocimetry (PIV) has become the de facto

diagnostics for measuring fluid velocity fields (Raffel et al.

1998; Adrian and Westerweel 2011). It has been success-

fully applied to both liquid and gas flows. Recent advances

in technology and techniques have enabled the study of

small-scale flows (l-PIV, Meinhart et al. 1999; Santiago

et al. 1998) as well as high-speed flows in a time-resolved

manner (Supersonic PIV, Bryanston-Cross and Epstein

1990; Bitter et al. 2011). PIV technique has been extended

to measure the three components of velocity in planes

[Stereoscopic PIV, see review by Prasad (2000)] or in

volumes (Tomographic PIV, Elsinga et al. 2006 or

Holographic PIV, Barnhart et al. 1994). The main limi-

tations to PIV uncertainty and performance are given by

the dynamic velocity and spatial ranges (Adrian 1997).

Various methods exist for increasing these ranges that

include multiple exposures and multiple fields of view

(Adrian 1988).

For multiphase flows and fluid structure interactions,

challenges arise in the identification of the phases, and in

the PIV processing in the vicinity of the interface. Com-

monly, the unwanted phase is masked on the raw images

prior to processing. For rigid objects with known geometry

and motion (such as wall, turbine blade, etc.), the mask can

be defined a priori. However, for compliant interfaces, the

mask must be determined on each frame using the raw PIV

images or with additional measurements. In liquid–solid or

liquid–liquid interfaces, the two phases are usually selected

such that they have similar refractive indices and do not

obstruct optical access (Wiederseiner et al. 2011). For

example, Westerweel et al. (2002) used a dye tagging

technique associated with index matching for identifying

phases in a liquid–liquid flow.

Gases typically have very low refractive indices and

such techniques are not applicable to liquid–gas interfaces.

Most studies of free-surface flows with low level of surface

deformations have made use of a single camera and relied
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on light being partially reflected by the surface when

imaged from below. The interface is found using reflection

and/or change in background intensity (Dabiri and Gharib

1997; Peirson 1997; Foeth et al. 2006; Qiao and Duncan

2001; Li et al. 2005; Hirsa et al. 2001; Perlin et al. 1996) or

by taking advantage of the Brewster angle (Kuang-An and

Liu 1998; Lin and Perlin 1998). Dabiri and Gharib (2001)

measured surface deformations using the reflection of a

colormap by the surface. For higher surface deformations,

the particle images reflected by the surface are not present

anymore and a second view must be used to identify the

surface profile. Siddiqui et al. (2001) recorded the surface

location with a dedicated top down view camera in centi-

meter scale wind induced micro-breakers. Law et al. (1999)

used a split-screen technique to gain access to the velocity

field and surface profile in a submerged turbulent jet.

Belden and Techet (2011) performed PIV in both phases of

a breaking gravity wave with one camera and one laser per

phase. The lasers had different wavelengths, and the phases

were isolated spectrally. Available data are for waves with

limited steepness, and no high resolution velocity fields are

available below steep millimeter-scale waves. Data near an

interface are invaluable for understanding interfacial

mechanisms. For example, shear stress can transport

momentum across an interface.

PIV processing near an interface requires special treat-

ment to cope with the mask intersecting the PIV domain.

Refined schemes have been developed for measuring

velocity and shear near an interface primarily for flat or

slightly disturbed interfaces (Phan et al. 2005; Theunissen

et al. 2008; Lin and Rockwell 1995). Special processing

techniques, such as multigrid and window deformation,

increase the spatial resolution and improve the measure-

ment of shear (Scarano and Riethmuller 2000). The cor-

relation method [image or Fast Fourier Transform (FFT)]

usually includes only the non-masked area, but a mirrored

image can be added in the masked area to treat high

deformations (Tsuei and Savaş 2000).

In the case of an unsteady 2D shear-free surface, surface

parallel vorticity (i.e., out of plane vorticity) is given by

Eq. 1 (Batchelor 1967; Longuet-Higgins 1992; Lundgren

and Koumoutsakos 1999; Saffman 1993; Lugt 1987).

xn¼0 ¼ 2s � ru � n ð1Þ

In this equation, tangent and normal unit vectors to the

surface (s, n) are defined following a curvilinear coordinate

system shown in Fig. 1.

The surface vorticity is present in a viscous boundary

layer, where the depth is on the order of Stokes layer

(Longuet-Higgins 1992). To the authors’ knowledge, no

experiment has been able to directly measure surface vor-

ticity using Eq. 1. Banner and Peirson (1998) developed a

high resolution PIV system to capture tangential stress

below wind driven gravity waves populated with parasitic

capillaries. Their 300 lm spatial resolution allowed cap-

turing the shear stress of small curvature gravity waves but

was insufficient in the trough of capillary waves. The

strong vorticity there contaminated the measurement of

shear.

Among others, Lin and Perlin (1998, 2001), Peirson

(1997), Lin and Rockwell (1995), and Gharib and Weigand

(1996) have been able to resolve vorticity field close to a

free surface and quantify some of the vorticity that has

viscously diffused into the flow, but no results were

reported that compared measured vorticity with results of

Eq. 1.

Additionally, the surface parallel vorticity flux (Eq. 2)

can also be computed (Rood 1995; Gharib and Weigand

1996).

mn � rx ¼ n� ou

ot
þ u � ruþrp

q
� g

� �
ð2Þ

For a deformed free surface, Eqs. 1 and 2 require knowl-

edge of the surface curvature, j. Surface curvature involves

the second derivative of the surface profile and is chal-

lenging to compute from experimental data.

This is also testing for interface tracking schemes

implemented in computational fluid dynamics (CFD),

where the curvature must be known in order to compute the

surface tension force. Furthermore, during coalescence and

breakup events, when interfaces reconnect or disconnect,

curvature diverges, which can lead to numerical instabili-

ties. Various methods have been proposed for increasing

the accuracy of curvature calculation (François et al. 2006;

Scardovelli and Zaleski 1999). Similar difficulties are also

encountered in computer vision (Flynn and Jain 1989).

Resolving the vorticity flux is beneficial to understanding

the interaction of vortical structures with a surface. For

instance, vorticity can flux out of the liquid, such as at an

accelerating free surface (Gharib and Weigand 1996), or

can flux inside the flow in the opposite case (Dabiri and

Gharib 1997). Injection of vorticity can increase mixing

and heat and mass interphase transfers through surface

renewal. For steep waves, vorticity flux is linked to flow

separation (Longuet-Higgins 1992, 1994) and can strongly

Fig. 1 Curvilinar coordinate system. s and n are the vectors tangent

and normal to the surface, respectively. s is the curvilinear coordinate

along the surface. R is the local radius of curvature
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influence evolution of spilling breakers (Qiao and Duncan

2001; Duncan et al. 1999).

In this paper, PLIF and PIV are combined to resolve the

surface profile and the velocity field below a highly

deformed free surface. The small time- and length-scales of

the flow under study require a high-spatio-temporal reso-

lution diagnostic, which is presented in the first section.

Identification and treatment of the free surface are then

described. Several PIV processing schemes are assessed to

improve the accuracy near the interface.

Post-processing of velocity and surface profile data at

the interface allows for the direct measurement of surface

vorticity, which can be compared with PIV data that are

resolved in the viscous layer. Sample velocity fields with

evidence of surface vorticity generation are presented and

compared with analytical results of (Longuet-Higgins

1992; Brennen 1970).

2 Experiment

The experimental technique is demonstrated on a high-

speed water jet, where the surface is populated with steep,

2D millimeter-scale waves above strong spanwise vortices.

2.1 Apparatus

In this experiment, a rectangular water jet flows onto an

open-top clear acrylic channel. In this configuration, ini-

tially quiescent air is freely accelerated by the moving

liquid.

A two-dimensional (2D) symmetric contoured nozzle,

designed to minimize laminar boundary layer thickness and

prevent the formation of Görtler vortices, generates a

uniform top-hat slab jet with bulk velocity U adjustable

between 1 and 10 m s-1. The jet thickness, tjet, is 20.3 mm

and the width, wjet, is 146.0 mm. This corresponds to

Reynolds numbers ranging from Re ¼ Utjet=m = 2.0 9 104

to 2.0 9 105 based on the jet thickness, and Reh ¼ Uh=m =

100–300 based on the boundary layer momentum thick-

ness, h. The boundary layer thickness is less than 10 % of

the jet thickness for the lowest Reynolds number studied

here, which allows for neglecting the effects of the bottom

and side walls on the free surface. Flat extension plates of

various lengths can be fitted to the nozzle exit in order to

vary Reh for a given U. The reader can refer to André and

Bardet (2012) for more details on the apparatus and char-

acterization of the jet.

The top laminar boundary layer that develops along the

upper nozzle wall undergoes a relaxation at the exit of the

nozzle that is due to a change in boundary condition from

no-slip to shear free. Depending on Reh this shear layer

below the surface can be unstable and roll up into 2D

spanwise vortices.

Brennen (1970) predicted with linear stability analysis

that the dimensionless frequency of the instability, �f , given

by Eq. 3 where f is the instability frequency, tends toward

0.175 in the inviscid limit.

�f ¼ 2pf h
U

ð3Þ

In the present study, the disturbances have millimeter-scale

wavelengths and the wave steepness parameter ak

(amplitude 9 wavenumber) can be up to 2. Here the

amplitude is the height from trough to crest, which is twice

the amplitude defined in analytical work, such as Longuet-

Higgins (1992, 1994).

Following Yu and Tryggvason (1990), it is appropriate

to express the Reynolds, Weber, and Froude numbers based

on the circulation per wavelength in the shear layer C. In

the present work, ReC ¼ C=m ¼ 5� 103 (note that ReC is

initially directly proportional to Reh when using Brennen’s

relation between h and k), WeC ¼ qC2=rk ¼ 1:7� 102 (r is

the surface tension) and FrC ¼ C2=
ffiffiffiffiffiffiffiffi
qgk
p

¼ 18. These

parameters indicate that the flow is dominated by inertia over

viscous, surface tension, and gravity forces, respectively.

2.2 Instrumentation

Figure 2 shows the layout of the experimental setup. PIV is

performed in the liquid in the direct vicinity of the free

surface. Table 1 presents the details of the PIV setup.

The laser beam is shaped into a light sheet aligned in the

streamwise direction, x, and normal to the mean free sur-

face. The sheet is 40 mm wide, and its thickness w has been

calculated (Crimaldi 2008) to be 0.2 mm at the beam waist

(which is located at the intersection with the surface).

The PIV camera is angled up from the horizontal plane

to avoid the meniscus and surface deformations in the

foreground of the working plane. The effective viewing

angle when taking into account refraction at the channel

side wall is b ¼ arcsinðnair sin a1=nwaterÞ ¼ 8:8�. Perspec-

tive effects due to this angle are corrected in a calibration

phase described hereafter.

To process the PIV images, the location of the free

surface must be known a priori. However, this is not

readily detectable on the raw images alone due to partial

reflection and distortion as illustrated in Fig. 3. Hence,

PLIF is performed to identify the interface with a second

camera that points down at a2 = 28.0� above the surface.

The water is homogeneously dyed with rhodamine 6G. The

fluorescent dye is excited with the same laser sheet as for

PIV, which ensures intrinsic alignment between PIV and

PLIF planes.
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The interface location is then extracted and provides a

mask for the PIV processing. Both cameras are calibrated

with a single target (Applied Image Inc. 0.200 mm pitch

square grid) that is held at the same location for each view.

This ensures an accurate correspondence of the top and

bottom views. Three parallel planes are acquired to take

into account the depth of field of each camera. The map-

ping function between raw and corrected images is gen-

erated in the calibration process using the software DaVis

8.1. from LaVision, Inc. It fits a third order polynomial

mapping function.

Cameras and laser are synchronized with a delay/pulse

generator (Berkeley Nucleonics 575, 250 ps resolution).

Each camera is fitted with a macro lens on a bellows.

Details are given in Table 1 for the data reported in

Figs. 18 and 20. These configurations offer high magnifi-

cation (M = 2–4) with a sufficient working distance (5–15

cm). The depth of field is small (1.25 mm at M = 3 and f/

5.6), but it is still larger than the laser sheet thickness. Ad

hoc spectral filters are added to isolate the respective sig-

nals. A 527 ± 5 nm bandpass filter collects the light

reflected by the particles alone for PIV imaging, while a

540 nm long-pass filter isolates the light fluoresced by the

dye for PLIF imaging.

PIV and PLIF are well suited for the study of 2D flows

like the one presented here. The surface has been observed

with a pulsed light and camera and appears 2D during the

shear-layer relaxation and growth of the disturbances.

2.3 Data acquisition

The recording stations along the x direction are located

from 3 mm upstream to 80 mm downstream of the

nozzle exit (x = 0). The laser sheet is parallel to the side

wall and located 25 mm away from it, due to restric-

tions on the working distance. However, the imaging

plane is far enough from the side wall that the latter has

no effect on the measurement stations that close to the

nozzle exit: in this supercritical flow, the wake from the

side wall forms an angle of 18� for the lowest Re data

reported here and closes 45 cm downstream (Henderson

1996).

Table 1 summarizes the recording parameters. The

recording rate results from a trade-off between spatial and

temporal resolutions of the cameras as well as laser pulse

energy. The pulses separation is monitored with a high-

speed photodiode. Because high repetition rate lasers,

particularly Nd-YLF lasers, have long build up time

between the cavity Q-switching and the actual pulse, sig-

nificant timing errors can occur if not monitored and cor-

rected for (Bardet et al. 2013). The PLIF camera is

operated at half the frame rate of PIV, because of the lower

available frame rate. The change in the surface profile

between two consecutive PLIF images is negligibly small,

and a 16 kHz sequence is generated artificially by a

translation of the 8 kHz raw sequence. Profilometry

Fig. 2 Diagram of the experimental setup

Fig. 3 PIV image with a deformed free surface. Contrast has been

enhanced. The interface cannot be directly and accurately found

because of the distorted reflections and refractions. An internally

reflected beam can be seen on the left of the image

Table 1 Experimental equipment and parameters

Equipment or

parameters

PIV PLIF

Tracer 2-lm Silver-coated

hollow glass spheres

Rhodamine 6G

Light source Nd:YLF 527 nm, 4 mJ

per pulse at 16 kHz

Same as PIV

Camera Phantom V710 Phantom V311

Objective Nikon 105 mm ? bellows Nikon 60 mm ? 29

teleconverter ?

bellows

Field of view 4 9 2.5 mm2 7.5 9 4.3 mm2

Resolution 800 9 504 pixels 800 9 456 pixels

Magnification 4.11 2.13

Camera

inclination

a1 = 11.7� upward a2 = 28.0� downward

Recording rate 16,000 fps 8,000 fps
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calculations are based on the 8 kHz sequence in order to

avoid oversampling.

The PLIF field of view is larger than for PIV in order to

ensure that the mask will cover the whole PIV frame. The

field of view is only a fraction of the laser sheet width,

which ensures a good uniformity of the illumination

intensity over the image.

3 Data processing

A two-step processing algorithm is presented to identify

the interface in the PLIF data. Several PIV processing

schemes near the interface are evaluated. Their accuracy is

estimated using synthetic images.

3.1 PLIF processing

The PLIF images are processed with MATLAB R2011b to

extract masks for the PIV images.

3.1.1 Surface profile

For the high-magnification setup employed here, the

thickness of the laser sheet is noticeable on the PLIF

images. The interface appears as a gradually varying

intensity region as explained in Fig. 4. Figure 5 shows an

example of an intensity profile along a line crossing the

interface perpendicularly. Above pixel 210, there is

background noise caused by out of plane fluorescence due

to scattered light. Below pixel 185, the increase in intensity

is due to longer paths of laser light in the illuminated

section as illustrated in Fig. 4. The gradient zone in the

middle bridges the gap. Here, one takes advantage of this to

detect the surface location.

Because the water-air interface is a semi-reflective

mirror, traditional edge detection cannot be employed.

Depending on the incidence angle of the laser light with

respect to the surface and, hence the local slope of the

surface (Fresnel’s equations), a fraction to all of the laser

light can be reflected into the liquid. For waves with

streamwise slope below Brewster’s angle (41.7� for water–

air interface), a small fraction of the initial laser sheet

(*0-10 %) is reflected in the liquid. This is negligible,

and hence, the surface does not affect the local PIV reso-

lution. Above this angle, the reflectance increases sharply,

and above the water-air critical angle (48.6�) total internal

reflection occurs, resulting in the laser light being entirely

reflected in the liquid phase. Furthermore, for these steep

waves, the streamwise concave curvature of the waves

results in the reflected light being focused to beamlets.

These secondary beamlets are visible on both PLIF and

PIV raw images, see Figs. 3 and 6, respectively. Beamlets

can be reflected several times as in Fig. 6 where the

beamlet is redirected in the bulk. Because of the 2D nature

of the surface, reflections are close to the focal plane and

few particles outside of the investigation plane are illu-

minated. Thus, the beamlets will not result in spurious data

as could be encountered for highly three dimensional free

surfaces (Bardet et al. 2010). However, they will decrease

the local signal to noise ratio (SNR) of the raw PIV images

of waves with slopes greater than the Brewster’s angle. In

the present case, this was found to not significantly affect

Fig. 4 Effect of the laser sheet thickness and surface spanwise angle

on the image intensity profile across the interface. Details of the

intensity profile is shown in Fig. 5

Fig. 5 Intensity plot for a line crossing the interface in a PLIF image.

The surface normal coordinate n is defined in Figs. 1 and 7. Pixel

intensity is above 212 because raw data (12-bit) are exported as 16-bit

images
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the velocity field results as illustrated in Sect. 5. These

reflections create locally large intensity gradients in the

PLIF images, which make direct edge detection schemes

such as Sobel or Canny edge detectors not robust enough.

Hence, extraction of surface profile from PLIF images is

processed in two steps.

The image is first smoothed with a 5 9 5 Gaussian filter

and segmented with Otsu’s method (1975). This method

minimizes the intraclass variance (of bright and dark based

on the intensity histogram), which ensures the image is

approximately segmented half way between the dark

region above the surface and the light region below the

surface. This produces a preliminary coarse and robust

estimation of the free-surface location (cyan line in Fig. 7).

In particular, this scheme is fairly insensitive to beamlets

created by internal reflections because these bright pixels

are in minority in the image histogram.

In a second step, interrogation windows 20 pixels wide

by 30 pixels high are defined. This size allows for a good

resolution of the interface and the capturing of the gradient

zone, which is usually between 5 and 20 pixels wide

depending on the surface angle and the magnification. The

windows are centered on the previously estimated interface

location and oriented normal to it. An example of such an

interrogation window is shown in red in Fig. 7. Each

window is averaged along the surface tangent direction,

producing a 1D intensity profile such as that shown in

Fig. 5. The 1D gradient is computed to find the location of

the inflexion point. The mid-plane location is reconstructed

using these interrogation windows with an overlap of 75 %.

The interface is projected on the PIV images, and masks

are generated for each PIV sample.

Additionally, the width of this measured gradient zone,

g defined in Fig. 5, can be measured to gain access to the

location of the back and front planes of the laser sheet. This

depends on the streamwise and spanwise angles of the

surface, c1 and c2, respectively. For a given a2, c1, and g/w,

there is only one possible value of c2 in the range [-180�,

180�], Fig. 8. See ‘‘Appendix 1’’ for the derivation of the

equations leading to this solution. g/w = 0 corresponds to a

surface normal vector perpendicular to the optical axis of

imaging. The dark gray area corresponds to g/w \ 0,

meaning that the interface is not optically accessible. The

light gray region marks |c1| [ 90� where the laser sheet

cannot illuminate the interface without internal reflections.

These cannot be reliably captured with the current method,

although such waves are sometimes visible, but not

reported here. Streamwise angles [90� could be reliably

measured by inclining the laser sheet and the camera

toward the steepest (downstream) part of the wave; how-

ever, the angle measuring range would be reduced on the

upstream side of the wave.

c1 is readily accessible from the data and for a given g/

w, c2 can be found graphically using Fig. 8 or by solving

Eq. 20. This model assumes that the viewing angle is

constant. In the present case, the field of view is small (7.5

mm) compared to the working distance (50 mm), and the

viewing angle varies by a maximum of ±1� vertically and

−180 −90 0 90 180

−20

0

20

40

60

80

−α
2

α
2

γ
1
 (deg)

γ 2 (
de

g)

g/w = 0

g/w = 0.25

g/w = 0.5

g/w = 0.75

g/w = 1

g/w = 2

Fig. 8 Iso-contours of the normalized gradient zone thickness g/

w versus streamwise and spanwise surface angles for a2 of the present

setup. The dark gray area below the curve g/w = 0 corresponds to the

slopes that are theoretically not measurable. In practice, the

foreground flow may mask the analysis plane and the light sheet

cannot directly illuminate the surface when |c1| [ 90�, which is

marked in light gray

Fig. 6 Example of PLIF image where a beamlet from ‘‘steep’’ left

wavefront is internally reflected twice. Note this frame does not

correspond to PIV frame of Fig. 3

Fig. 7 Illustration of PLIF image processing. The initial surface

detection (Otsu’s method) is plotted in cyan and an example of

interrogation window used for the second step of the surface detection

is shown in red. The calculated back and front planes of the laser

sheet are plotted in white. The mid-plane line is not plotted for clarity
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±4� horizontally. This could be corrected with a pinhole

camera model.

To the first order, the laser sheet mid-plane is at the

location of maximum gradient of the intensity profile. This

holds true for any symmetrical light distribution. The

present laser has a symmetric bell-like profile (manufac-

turer data). The value of the maximum gradient is pro-

portional to g/w, and the coefficient of proportionality is

determined by calibration in the case of a flat free surface,

which is observable for Reh\ 150. The spanwise angle of

the free surface can be calculated with Eq. 20, although

this is not used any further in the present study due to the

2D nature of the flow. Front and back planes location of the

laser sheet are reported in Fig. 7.

3.1.2 Uncertainty on surface location

The two-step method for identifying the free surface in the

PLIF images has an estimated uncertainty of ±2 pixels or

±0.01 mm. Horizontal averaging over 20 pixels in the

second step of the processing is the main contributor as the

profile in each interrogation windows is flat within ±2

pixels. Nevertheless, in the sharpest troughs, the deviation

can be larger, resulting in a reduced accuracy and

smoothing of the sharper troughs. An adaptive window size

based on the local streamwise curvature could improve the

results but has not been deemed necessary. The calibration

has a negligible error of 0.17 pixel or 0.0006 mm for the

PLIF images.

The spanwise surface curvature jy will affect the mea-

surement of the surface location. jy has a second order

effect in the expression of the surface profile as shown in

‘‘Appendix 2’’.

For the 2D flow studied here c2 and jy are small, and an

error in surface elevation of 5 % of the sheet thickness, or

0.009 mm, represents a conservative estimate. Therefore,

the combined accuracy on the surface elevation at the mid-

laser-sheet plane is ±0.013 mm, or within 7 % of the laser

sheet thickness.

3.2 PIV processing

3.2.1 PIV algorithm

The PIV sequence is processed with Davis 8.1. from La-

Vision, Inc. The PIV processing consists of a multipass

FFT cross-correlation scheme with decreasing interroga-

tion window size. The mean displacement of the particles

between consecutive frames is 20–30 pixels in the bulk and

down to about 12 pixels at the surface; this is correctly

captured by an initial 64 9 64 pixels interrogation window.

This size is then progressively decreased down to 24 9 24

pixels, with 50 % overlap and Gaussian windowing.

Outliers are removed between passes based on the differ-

ence with the neighboring vectors. During the last pass, the

interrogation window is deformed to minimize peak lock-

ing and increase correlation coefficients. The raw image is

mapped according to the local velocity field using a

Lanczos reconstruction (Duchon 1979). The final vector

field is smoothed with a 3 9 3 Gaussian filter to improve

the computation of derivatives such as vorticity.

Similar parameters apply to the windows intersecting

the edge of the mask. For these windows, however, three

types of processing, described in Table 2, have been

evaluated in order to increase the accuracy near the

interface. The schemes A and B use cross correlation

based on FFT of the interrogation window. Scheme A sets

the pixels lying outside the mask to zero, while scheme B

includes them in the calculation. Scheme C is a direct

image correlation using only the pixels lying inside the

mask. In all three schemes, a vector is calculated only if

the center of the interrogation window lies inside the

mask.

To select the best processing scheme for the edge of the

mask and assess its accuracy, the three schemes are tested

on synthetic PIV images of a Lamb–Oseen vortex (Saff-

man 1993) having similar characteristics to those

observed in the flow. An arbitrary mask is applied, and the

image is mirrored about the interface to model reflections

at the free surface. Note that the shear-free condition is

not satisfied at the interface. It can be argued that this will

lead to a conservative estimate of the error since PIV

accuracy is known to decrease in the presence of shear.

The latter decreases the correlation peak signal to noise

ratio (Scarano and Riethmuller 2000; Adrian and West-

erweel 2011).

Various vortex locations and sizes have been evaluated,

shown in Fig. 9; however, only a summary of the results is

presented for sake of conciseness.

Firstly, a significant error was observed in regions of

high vorticity when a bilinear image reconstruction was

used. These errors were canceled using a slightly more

computationally intensive Lanczos reconstruction. Fig-

ure 10 presents a comparison of the error in vorticity for

the case C2 with a bilinear reconstruction on the left, and a

Lanczos reconstruction on the right. Error maps have been

averaged over 6 randomly generated pairs of synthetic

images to obtain second order statistics.

Table 2 PIV processing schemes near the surface

Scheme Correlation method Pixels used

A FFT Non-masked only

B FFT All

C Direct from image Non-masked only
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When a large vortex intersects the surface, such as in the

cases T2, M2, and C2 (see Fig. 9), the error in vorticity for

the windows close to the surface is large, up to 23.5 % for

the case C2 shown on the right of Fig. 10. Error on the

vorticity measured away from the surface is uniform, at

about 3.9 %. For a smaller vortex, where the core is below

the surface (cases T1, M1, and C1), the vorticity RMS error

near the surface is 6.2 %.

Overall, the RMS error for the windows non-adjacent to

the surface (bulk of the flow) is 1.8 % for the velocity and

3.9 % for the vorticity. The error in surface velocity is 2.9

%. The error in surface vorticity is larger than in the bulk,

partly because one or two neighboring velocity vectors are

missing when computing the vorticity. In these cases, the

central difference scheme is replaced by a less accurate

backward difference during the computation of vorticity.

The processing scheme A has been chosen for its better

accuracy and computational efficiency. Scheme C is too

computationally expensive with limited benefits after post-

processing. Scheme B is also avoided because it relies

mostly on post-processing. This comparative study also

shows that the error in near-surface vorticity for the syn-

thetic data is at least 6.2 % in low vorticity regions and can

reach up to 25 % in high vorticity regions.

3.2.2 PIV spatial uncertainty

Due to the effective viewing angle b of the PIV camera,

interrogation windows are 2D projections of parallelepi-

ped. Hence for 2D flows, the resulting velocity will be

calculated from a projected area that is actually larger than

the orthogonal projection of the interrogation window on

the light sheet, Fig. 11. As a result, the flow field will be

vertically smoothed.

Here, the light rays from each interrogation window can

be considered parallel, because the window size (D = 0.117

mm) is small compared to the working distance (*50

mm). Interrogation window overlap helps obtain a

smoother and denser velocity field. Prior to computing the

FFT, interrogation regions typically have Gaussian win-

dowing applied to them to minimize leakage. In the case

considered here, where the flow can be assumed 2D, a

window of height D will encompass a larger projected

height of the flow; it is given by D0 ¼ Dþ w sinðbÞ.
Therefore, in this configuration, interrogation windows are

equivalent to a vertical trapezoidal weighting function,

Fig. 11. Furthermore, the particle intensity distribution is
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Fig. 9 Map of the synthetic vortices studied. The vortex core is

plotted for each case. Interface is the blue line
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Fig. 10 Vorticity RMS error maps of synthetic case C2 processed

with scheme A. A bilinear image reconstruction has been used on the

left sub-figure, a Lanczos reconstruction on the right. Large error is

visible in the bulk in region of high vorticity for the bilinear

reconstruction. The vorticity error for the windows adjacent to the

interface is comparable
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weighted along the y direction by the laser sheet intensity

profile, typically close to a Gaussian. The resulting inter-

rogation window in the vertical direction is the convolution

of these two functions. A Gaussian convoluted with a

trapezoid retains a bell-like shape. Therefore, the effects of

the angle and sheet thickness introduce limited distortions

on the results. In the present case, with D = 0.117 mm, w =

0.2 and b = 8.8�, the overall projected size of the interro-

gation window becomes D0 = 0.144 mm. For a 0.117 mm

interrogation window and an overlap of 50 %, a vector will

be displayed every 0.058 mm. Finally, the calibration error

for the PIV camera is 0.058 pixel or 0.0003 mm which is

negligible.

3.2.3 PIV velocity uncertainty

Particle slip

In the trough of the waves, the flow abruptly changes

direction and acceleration can be as high as 1 9 104 m

s-2. However, the small inertia of the particles ensures a

very quick response. The particle time constant, given in

Adrian and Westerweel (2011), is:

sp ¼
ðqp � qf Þdp

2

18qf m/
ð4Þ

qp and qf are the particle and fluid density, respectively,

dp is the particle diameter, m is the fluid kinematic vis-

cosity and / is a function which tends toward 1 for a

Stokes flow. In the present case, sp ¼ 6:� 10�7 s, which

gives a velocity slip of up to 6 mm s-1. The slip due to

gravity (settling velocity) is negligible because the

gravitational acceleration is several orders of magnitude

smaller than the local flow acceleration. Therefore the

uncertainty, �slip, is up to 0.3 % in the troughs, where the

local velocity is around 1.9 m s-1.

PIV algorithm

From the synthetic images results, the uncertainty of the

PIV algorithm is estimated to be �algo;b ¼ 1:8 % for the

vectors non-adjacent to the surface and �algo;s ¼ 2:9 %

for the near-surface velocities.

The errors due to the timing (repeatability of laser, stability

of the delay/pulse generator) are negligible, once the laser

is properly calibrated and monitored. The calibration error

is also negligible. The total uncertainty on the velocity

measured by the current method is dominated by �algo. It

should be noted that some PIV frames have glare that can

prevent the computation of the velocity in the vicinity of

the surface and decrease the overall accuracy of the mea-

surement. This can be solved using fluorescent particles

(Bardet et al. 2010).

3.2.4 PIV vorticity uncertainty

Lourenco and Krothapalli (1995) derived an expression for

the error in the measurement of vorticity. The error is

composed of the truncation error associated with the finite

difference scheme used to compute derivatives and an

additional term due to the error on the velocity. The error

due to truncation is of order d2 for a central difference

scheme, while the error from velocity error goes with d�1,

where d is the vector grid spacing. Therefore, the error on

the vorticity can be minimized with optimum grid spacing.

Table 3 shows the levels of vorticity fluctuation in the

bulk measured for three different sizes of interrogation

window with a 50 % overlap. The level of fluctuation

increases when reducing the window size, which corre-

sponds to the error associated with the velocity error

(� d�1). The truncation error which varies as d2 has no

visible effect in this case and must be of smaller magni-

tude, probably due to the very small grid spacing. The 32 9

32 window has not been chosen, because it is too coarse to

correctly capture the small flow structures present in this

flow.

To estimate the error in vorticity, it is possible here to

take advantage of the low velocity fluctuations in the bulk

of the flow. A separate preliminary PIV measurement of

Fig. 11 Effect of the sheet thickness and camera angle on the

interrogation window for a 2D flow. Angle is exaggerated for better

visualization

Table 3 Maximum deviation of the vorticity measured in the bulk for

various interrogation window sizes and 50 % overlap

Window size (pixels) d (mm) Vorticity fluctuations in bulk (s-1)

16 9 16 0.039 ±8.6 9 102

24 9 24 0.058 ±4.8 9 102

32 9 32 0.077 ±2.7 9 102
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the whole jet at lower magnification (M = 0.4) has been

previously performed. This study was not time resolved,

allowing for better optimization of the time interval

between pulses for a given interrogation window size,

following Adrian and Westerweel (2011). The focus was

on the statistical characterization of jet velocity profile, not

on the flow just below the surface. These favorable

experimental conditions led to a better accuracy on the

bulk velocity measurement, but at a lower spatial resolu-

tion (0.28 mm). The level of fluctuations was measured at

0.5 % of the bulk velocity. Because the interrogation

window size remained small, it could be assumed that the

error in vorticity is also dominated by the d�1 term from

the velocity.

Foucaut and Stanislas (2002) developed expressions for

the vorticity noise �vort based on the RMS of the velocity

error �velo;b. Equation 5 is for the current scheme (central

difference).

�vort ¼ 0:71
�velo;bU

d
ð5Þ

By applying Eq. 5 to the low magnification PIV results, an

upper limit for the bulk vorticity fluctuations is calculated

to be 32 s-1. This value is\10 % of the value reported in

Table 3 for a 24 9 24 pixels window, which means that the

tabulated value is mostly representing the error on the

vorticity measurement and not on the actual flow fluctua-

tions. When applying Eq. 5 to the high-magnification data

reported here with �velo;b ¼ 1:8 %, U = 2.36 m s-1 and d =

0.058 mm, one obtains �vort = 5.2 9 102 s-1 which is in

agreement with the value of 4.8 9 102 s-1 reported in

Table 3. The maximum amplitude of the measured vor-

ticity being 4.0 9 103 s-1 in the primary vortices core, the

error on the bulk vorticity is 12 %.

4 Post-processing at the surface

The processing of the PLIF and PIV data provides the

interface profile and the liquid velocity field below. The

surface profile must be post-processed in order to improve

the computation of slope and curvature. Velocity and

vorticity are then calculated at the location of this post-

processed interface allowing calculation of surface vortic-

ity and vorticity flux.

4.1 Curve fit of the profile

Although the interface detection scheme gives a satisfac-

tory surface profile for masking the PIV data, this profile

must be further processed in order to compute the first and

second derivatives. This methodology is not dissimilar to

current practices in CFD. Because the PLIF profile is

pixelized, the slope based on the direct neighboring pix-

els is discontinuous and cannot be computed in this

manner.

While a low-pass spatial filter could be envisioned, it

will reduce the magnitude of spatial derivatives, especially

in regions of high curvature. A curve fitting is a better

option, but a trade-off must be found between deviation

from the original profile and smoothness. In particular, the

crests have low curvature, and noise in the surface profile

would results in large variation in the computed curvature.

On the other hand, the troughs are significantly sharper and

the fit must be closer in these regions to faithfully capture

the true curvature.

A two-step iterative process is employed for the curve

fit. The algorithm is presented in Fig. 12. To be robust for

every type of profile, the surface profile, initially repre-

sented by a list of (x, y) coordinates, is converted to a

parametric curve based on the curvilinear coordinate s. The

curve is then described by the matrix [s, x(s), y(s)]. This

method prevents ambiguities with multivalued functions,

which can appear where the slope of the profile is equal to

±90�.

A preliminary spline curve is fitted to the profile,

shown in Fig. 13a. A first estimate of the curvature,

Fig. 13c, is computed using this curve and will serve as a

weighting function, Eq. 6, for refining the fit in the second

step. The exponent in Eq. 6 depends on how much

emphasis is put on the trough, while the constant ensures

that the low-curvature regions are still taken into account.

Deviation from the PLIF profile for the preliminary and

refined curve fits is shown in Fig. 13b. The curvilinear

coordinate is updated for the refined profile, and the final

curvature is calculated with Eq. 8 (discussed below), see

Fig. 13c. With the refined fit, the deviation from the ori-

ginal profile is independent of the curvature and is below

0.012 mm (1.5 % of the profile amplitude or 2.5 pixels)

with a root-mean-square (RMS) deviation of 0.6 % or 1

pixel. The refined calculation has improved the mea-

surement of the high curvature in the troughs, without

introducing noise in the regions of low curvature.

Fig. 12 Algorithm for computing the curvature from the PLIF profile
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Convergence with measured profile is sufficient, and a

second iteration is not necessary.

Weight ¼ j2 þmaxðjjjÞ=4 ð6Þ

4.2 Curvature computation scheme

Curvature can be computed in several ways. The local

curvature of the free surface can be defined based on the

rate of change of the normal or tangent vectors:

j1 ¼ s � on

os
¼ � os

os
� n ð7Þ

A positive curvature corresponds to a convex surface, such

as in Fig. 1. Alternatively the curvature of a parametric

function can be calculated with Eq. 8, where the 0 denotes

derivative with respect to s.

j2 ¼ �
x0y00 � y0x00

ðx02 þ y02Þ3=2 ð8Þ

The curve fit of the surface profile with splines uses

piecewise quadratic functions; hence, the curvature cannot

be calculated analytically with acceptable resolution.

Instead, it is computed based on the parametric curve of the

surface profile using a centered finite difference scheme.

Furthermore, due to the projection from Cartesian to cur-

vilinear coordinates, the points are not equally spaced

along s, which must be accounted for when computing the

derivatives. For instance, x
0
is calculated with the following

finite difference scheme, Sfakianakis (2009):

hi ¼ si � si�1 ð9Þ

x0i �
hihiþ1

hi þ hiþ1

� xi�1

h2
i

þ 1

h2
i

� 1

h2
iþ1

� �
xi þ

xiþ1

h2
iþ1

� �
ð10Þ

This scheme is of second order accuracy and uses 3 points.

The second derivative can be computed similarly (Sfaki-

anakis 2009):

x00i �
2

hi þ hiþ1

xi�1

hi

� 1

hi

þ 1

hiþ1

� �
xi þ

xiþ1

hiþ1

� �
ð11Þ

This scheme is of first order accuracy and uses 3 points. A

uniform grid would lead to a second order accuracy. Using

the same schemes, the normal and tangent vectors in Eq. 7

are resolved at the second order while the vector deriva-

tives are at the first order. Uncertainties in curvature are

associated with curve fit goodness and finite difference

computations. Relative influence of both effects is analyzed

below.

To assess the resolution of the curvature computation, a

family of Gaussian functions is used. The curvature at the

peak is known analytically, and the overall profile is closer

to waves than to circles traditionally used to evaluate

interface tracking schemes in CFD, as done by François

et al. (2006). Synthetic images of profile are generated

based on Gaussian curves projected at various spatial res-

olution. Specifically, the relevant dimensionless parameter

for this analysis is the peak radius of curvature jjj�1
nor-

malized by the image resolution (or pixel side dimension)

Dx and ranges between 2 and 700. It should be noted that a

flat profile corresponds to 1=ðjjjDxÞ ! þ1.

Figure 14 presents the uniform norm of the error in

curvature L1 normalized by the maximum curvature, as a

function of 1=ðjjjDxÞ. The maximum error is always

located at the top of the Gaussian, where j is maximum. It

can be seen that the error is very similar for both schemes,

although a small discrepancy is visible for 1=ðjjjDxÞ\10.

The error is around 12 % for a range of 1=ðjjjDxÞ between

6 and 40. For 1=ðjjjDxÞ[ 40, the curve fit matches well

the original profile, i.e., the radius of curvature is well

resolved. Both schemes have similar resolution and a

power -1 trend is observed, which is consistent with the

error being driven by the finite difference scheme at high

image resolution. The effect of the two steps curve fitting is
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Fit Error Refined
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Fig. 13 a Comparison of the PLIF surface profile obtained in

Sect. 3.1 with the preliminary curve fit. Fitting is poor in the trough.

b Error in the fit for the preliminary fit and for the refined fit. The

error is large in the trough for the preliminary fit, but is greatly

improved for the refined fit. c Preliminary curvature used for

weighting the refined fit and curvature from the refined fit. In the

trough, accuracy is improved while no noise is introduced in the

regions of low curvature. The refined profile is not shown, because it

matches closely the PLIF profile and would not be distinguishable

from it on (a)
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clearly visible for 1=ðjjjDxÞ\40 where the error departs

from the -1 trend.

These results are consistent with the work of Flynn and

Jain (1989) on 3D curvature reconstruction, who found that

it is difficult to get a curvature accuracy below 10 % for

quantized data. An exception of this is for low values of

curvature (with respect to spatial resolution), which can be

resolved with higher accuracy.

The curvature scheme chosen is Eq. 8 because it has

slightly better accuracy and curvilinear coordinates are

readily available.

4.3 Surface velocity

Because of the finite size of the interrogation windows, PIV

has an inherent limitation on spatial resolution. In the case

of a free-surface flow, the shear stress at the surface in the

liquid phase is zero. As the waves travel, an oscillatory

boundary layer is created at the free surface (Longuet-

Higgins 1992). This layer is of the order of the Stokes

boundary layer (Schlichting and Gersten 2000) and

depends on the radian frequency of the waves, X.

d ¼
ffiffiffiffiffi
2m
X

r
ð12Þ

For 2 mm wavelength capillaries, the phase velocity is

around 0.5 m s-1. This results in a radian frequency of 1.5

9 103 rad s-1 and a Stokes layer of 0.04 mm. In the present

case, the high resolution results in surface adjacent vectors

that are between 0 and 58 lm away from the interface. The

expected error on the surface location is 18 lm (13 lm

from the PLIF profile detection and 12 lm from the curve

fitting).

Due to spatial averaging associated with PIV processing,

the measured velocity near the surface is closely related to

the velocity in the Stokes layer. Variations are expected

based on the distance from the window center to the sur-

face and local velocity gradients. Nevertheless, near-

surface data (shown as large cyan dots in Fig. 15) provide a

first estimate of the velocity and vorticity at the surface

location. Velocity and vorticity at the surface location can

then be resolved with reasonable confidence using the

following extrapolation/interpolation scheme.

The raw PIV data (large green and cyan dots in Fig. 15)

are extrapolated across the surface by iteratively taking the

average of the nonzero neighboring datapoints, as shown in

red in Fig. 15. The surface datapoints—represented by

small cyan dots in Fig. 15—are then calculated at the

location of the fitted profile for each curvilinear coordinate

using cubic interpolation. For reference, the scale of the

Stokes layer is shown with a dashed line in Fig. 15. Sample

results are presented in the next section and illustrate the

ability of this scheme to correct spatial variations due to the

PIV grid, which is needed for computing spatial derivatives

at the surface. The interpolated surface data are plotted

along the near-surface raw PIV data in Figs. 19 and 21 for

visualizing the result of the procedure described above.

4.4 Surface vorticity

Vorticity at the free surface can be obtained from the PIV

vorticity data as explained in the previous section. Alter-

natively, the vorticity boundary condition, Eq. 1, derived

from the shear-free condition on the liquid side of the

interface can be used. In the present coordinate system and

curvature definition, its expression is given by Eq. 13:

xn¼0 ¼ 2
oun

os
� 2usj ð13Þ

Each method for obtaining the surface vorticity is subjected

to uncertainties coming from different sources. The

Fig. 15 Surface quantities are based on extrapolation then interpo-

lation of the PIV data

Fig. 14 Uniform norm of the error (in %) in curvature calculation for

Eqs. 7 and 8

1709 Page 12 of 19 Exp Fluids (2014) 55:1709

123



uncertainty on vorticity from the PIV data has been esti-

mated in Sect. 3.2.1 using synthetic images of a vortex.

The error for the vorticity at the surface is 6.2 % where the

vorticity is low and peaks up to 25 % in regions of high

vorticity. A conservative estimation of the error based on

synthetic results is defined in Eq. 14:

�xPIV
¼ maxð0:25xn¼0; 0:062 maxðxn¼0ÞÞ ð14Þ

The error on the vorticity calculated with Eq. 13 is esti-

mated using propagation of uncertainties. Its expression is

given by Eq. 15 where �u and �k are the relative error in

surface velocity and curvature, respectively. �u has been

estimated to 2.9 % using synthetic data and �k is about 12

% based on the results of Sect. 4.2, with 1=ðjjjDxÞ[ 10 in

the present study. Although the derivative in Eq. 13 uses

curvilinear coordinates, the uncertainty on this term must

be calculated using the original vector spacing d because

the velocity has been interpolated along the surface profile.

�xEq:13
¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:71un�u

d

� �2

þðjus�uÞ2 þ ðusj�jÞ2
s

ð15Þ

5 Experimental results

The flow under study exhibits various regimes. The

boundary layer first relaxes while the free surface remains

flat. Then for Reh [ 150, the shear layer rolls up into 2D

spanwise vortices. Depending on the vortex velocity, the

free surface can undergo large deformations, which remain

2D for the data presented here. This 2D canonical flow has

been the subject of theoretical work on surface instability

and generation of vorticity at a free surface. It is therefore

well suited for validating the present experimental method.

Partial results of the flow regimes are shown below to

demonstrate the diagnostics applicabilities to steep milli-

meter-scale waves.

5.1 Flat free surface

The high spatial resolution PIV allows resolving the

boundary layer inside the nozzle and just after the exit.

This allows characterizing the initial conditions, which is

of particular importance to enabling the use of these

datasets to validate high-fidelity CFD interface tracking

methods.

Data for U = 1.44 m s-1 and Reh = 143 are reported first.

In this case, the flow is unidirectional, and the free surface

remains nearly flat upon exiting the nozzle. The slower

bulk velocity results in a thicker laminar boundary layer,

which eases its experimental characterization. The PIV

interrogation windows are decreased to 16 9 16 pixels with

50 % overlap. Since the flow is unidirectional, the inter-

rogation windows are stretched in the flow direction by a

ratio 4:1 to refine the measurement of the shear-layer

profile. The resulting vector spacing is 0.039 mm. Data are

acquired at three different locations (centered on x = -2, 2

and 8 mm) and averaged over 2,000 frames. Four averaged

velocity profiles have been extracted from these fields and

are plotted on the left of Fig. 16. Since the jet thickness

decreases by about 0.5 % to satisfy mass conservation due

to acceleration of the boundary layer at the free surface,

data are reported with respect to the local surface elevation,

which is set at z = 0. The RMS of the fluctuations are also

reported on the right of Fig. 16. The measured bulk fluc-

tuations (1.2 %) are within the error of the current method

(1.8 %), the actual value is closer to 0.5 %, see Sect. 3.2.4.
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Fig. 16 U = 1.44 m s-1. Reh = 143. Left Velocity profiles near the top of the layer at four different locations. z = 0 corresponds to the free-surface

elevation. Right RMS of the velocity fluctuations for the respective profiles. Measured bulk fluctuations are 1.2 % of U
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The velocity fluctuations increase in the shear layer to

about 4 % of the bulk velocity.

More than 12 datapoints are resolved in the shear layer.

The shear-free region just below the interface is *0.04

mm, which is similar to the thickness of the Stokes layer.

The measured wall shear stress before the relaxation is 2.9

Pa, while the model used for designing the nozzle

(Thwaites’ method, see André and Bardet 2012) predicts a

value of 3.4 Pa. The measured shear stress at the surface

(x C 0, z = 0) is between 0.1 and 0.8 Pa, which is close to a

shear-free condition. The small discrepancy may be due to

the stress induced by the gas phase, which tends to oppose

the acceleration of the surface, but are mostly driven by the

limited resolution of the measurement of surface velocity.

The free-surface acceleration is clearly captured; the sur-

face speed recovers more than 50 % of the bulk velocity

over the first 10 mm after the nozzle exit.

The acceleration of the free surface represents a flux of

vorticity through the surface. The expression for the vor-

ticity flux derived in ‘‘Appendix 3’’ in the case of a flat

steady free surface simplifies to Eq. 16. It is worth noting

that the pressure gradient term is still present in this case

(second term in the right hand side).

� mn � rxð Þ � y ¼ � 1

2

oðu2
s Þ

os
� 2m

o2us

os2

� �
ð16Þ

Figure 17 shows the surface velocity along with results for

the flux. The magnitude of the pressure gradient term is on

the order of 10-3 m s-2 and is therefore negligible com-

pared to the advective acceleration term (3 9 101 m s-2).

The total flux is negative and nearly constant at -3 9 101

m s-2. This signifies that the flow gives out positive vor-

ticity. The change in net flux given by Eq. 17 is related to

the change in advected vorticity inside the flow (Dabiri and

Gharib 1997), Eq. 18. In this unidirectional case, they

are equal since the pressure gradient term is negligible.

A comparison of the computed values will therefore lead to

identical results.

f ¼ �
Zx2

x1

mðn � rxÞ � yds ’ 1

2
usðx1Þ2 � usðx2Þ2
� �

ð17Þ

Z0

�1

uðx2; zÞxdz�
Z0

�1

uðx1; zÞxdz ¼ 1

2
usðx1Þ2 � usðx2Þ2
� �

ð18Þ

5.2 Shear layer roll-up

Figure 18 shows the roll-up of the shear-layer downstream

of the nozzle for U = 2.36 m s-1 and Reh = 177. Discrete

vortices with a spacing of 1.9 mm are identifiable. The

occurrence and location of a vortex can be found with

several criteria (Adrian et al. 2000a, b); here, it is based on

the swirling strength (Zhou et al. 1999). In this case, the

vortices are traveling at 1.8 m s-1.

The dimensionless frequency of the instability is cal-

culated using Eq. 3. In the present case, with f ¼ Uvortex=k,

h ¼ 0:075 mm and U = 2.36 m s-1, �f ¼ 0:19, which is in

agreement with Brennen’s result.

The average circulation per wavelength Ck, measured by

integrating the vorticity from the PIV data is 2.3 9 10-3

m2/s. The initial circulation in the boundary layer at the

nozzle exit for a length equivalent to one wavelength is

simply Cx¼0 ¼ Uk = 4.5 9 103 m2 s-1. The difference

corresponds to what has fluxed out between the exit and

this particular downstream location. Using a flat free-sur-

face approximation, the difference is Cx¼7:5mm ¼ ðU �
usÞk = 2.4 9 10-3 m2/s where us = 1.1 m s-1 is the surface

velocity at this downstream location. Cx¼0 � Cx¼7:5mm = 2.1

9 10-3 m2 s-1, which is within 10 % of Ck. This circu-

lation budget confirms the high vorticity magnitude visible

in the PIV data. Such high values are a consequence of the

small temporal and spatial scales of the flow. Furthermore,

the vortices are resolved with more than 12 velocity vectors

and stay coherent within each PIV frame in the time series.

Additionally, for this particular surface profile, the local

angle of incidence of the laser sheet with respect to the

surface slope is significantly below the Brewster angle and

light reflection at the water-air surface can be neglected,

see Sect. 3.1.1.

Figure 19 shows the surface vorticity corresponding to

Fig. 18 computed with schemes introduced earlier. Surface

vorticity interpolated from the PIV data is plotted as a thick

red line. The thinner red lines represent the uncertainty at

95 % confidence on this measurement calculated with

Eq. 14.

The vorticity at the near-surface PIV datapoints is

reported as red crosses. As shown in Fig. 15, these points
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Fig. 17 Free-surface tangent velocity and vorticity flux as a function

of the downstream location for the data presented Fig. 16
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are within or very close to the Stokes layer. The surface

vorticity from PIV data exhibits jumps, such as at x = 6 mm

or x = 7.25 mm. This is attributed to the PIV grid; the

actual distance of adjacent datapoints to the true interface

varies by multiples of the grid spacing, as illustrated in

Fig. 15. This nonuniform spacing leads to significant

variations in vorticity, see discussion in Sect. 4.3. Other

variations are discussed in Sect. 5.3.

The thick blue line is the surface vorticity calculated

with Eq. 13. Similarly, the thin blue lines show the cor-

responding uncertainty calculated with Eq. 15.

The curves follow a very similar trend and are in

agreement within the associated uncertainties, which con-

firms the possibility of resolving velocity and vorticity at a

free surface. Finally, negative vorticity is visible in the

vicinity of the trough, which is consistent with diffusion of

vorticity highlighted by Longuet-Higgins (1992).

5.3 Large amplitude waves

A PIV vector field with vorticity color plot and streamlines

under large amplitude waves, corresponding to the profile

Fig. 13, is presented in Fig. 20. The corresponding surface

vorticity is shown in Fig. 21. Note that in this case, the

location of maximum swirling strength does not coincide

exactly with the location of maximum vorticity. The flow

regime is the same as in the previous sub-section; however,

the growth of the waves is larger, probably because the

shear layer has rolled up at a different depth. The distance

between the two vortices is now 2.45 mm. The dimen-

sionless frequency is �f ¼ 0:16, which is still consistent

with Brennen’s results.

Vortices also have a similar strength to those in Fig. 18.

The wave on the left has a small streamwise slope, and

hence, the velocity field below that wave can be resolved

with PIV with high accuracy. The wave on the right,

however, has a steep streamwise slope and the laser sheet

angle of incidence with respect to the wave exceeds the

critical total internal reflection angle. Furthermore, the

surface curvature results in a focused laser beamlet that is

redirected in the flow. Hence, in the raw PIV data, the local

SNR is lower than in other segments of the frame, see

discussion in Sect. 3.1.1. In this particular velocity field,

this corresponds to the top of the vortex below the wave. It

should be noted, however, that the lower part of the vortex

is unaffected by this phenomenon. Despite this change in
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Fig. 18 PIV vector field with

vorticity color plot and

streamlines. U = 2.36 m s-1.

Reh = 177. Vortex velocity

(Uvortex = 1.8 m s-1) has been

subtracted. All vectors are

displayed. The streamlines are

plotted to show the roll-up of

the shear layer in discrete

vortices
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Fig. 19 Comparison of the

surface vorticity from the PIV

data versus Eq. 13 for Fig. 18.

The thick red line is the

vorticity interpolated at the

surface location. The crosses are

the near-surface raw PIV data.

The thinner lines show the

uncertainty at 95 % confidence

for each measurement
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SNR across this flow feature, the velocity field and vor-

ticity magnitude stay spatially coherent. Furthermore, the

growth of this wave was tracked temporally. Initially, the

wave was similar to the left wave, and the vortex kept its

coherence and magnitude through the transient evolution.

This confirms that spatial and temporal coherences of the

flow are well captured by the diagnostics.

High magnitude negative vorticity is present in the trough

of the wave. This vorticity is generated by the moving

curved free surface and allows comparing the accuracy of

the measurement against Eq. 13 (through Fig. 21) as done in

the previous subsection. Variations in vorticity from near-

surface PIV data (red crosses) are also slightly visible

around such instance as x = 6.5 mm. The larger vorticity

magnitude makes these variations less pronounced. In this

figure, the curves are also in agreement with each other. The

largest discrepancies are in regions where the surface vor-

ticity has a high magnitude, as could be expected from the

synthetic data. This shows that the high spatial resolution

(about 6 velocity vectors are produced in the sharpest part of

the trough) of the present method can capture surface vor-

ticity to some accuracy. In particular, the negative vorticity

measured in the bulk that was generated at the surface is

consistent in magnitude with values of surface vorticity

within their uncertainties (-6,500 s-1 at the surface and -

4,000 s-1 in the fluid).

It is also worth noting that both terms of Eq. 13 have a

much larger magnitude than the resulting surface vorticity.

They are plotted in Fig. 22 for the surface vorticity presented

Fig. 21. They have opposite sign and cancel most of each

other out when summed. This can be related to the large

velocity at which the surface is traveling in the laboratory

frame of reference. The curvature term is positive in this

frame of reference, but becomes negative when measured in

the frame of reference moving with the wave. This is illus-

trated in Fig. 20, where the vortex velocity (approximately

equal to the wave velocity) has been subtracted. It can be

seen in this figure that in the trough, us\0, j\0 and

therefore �2usj\0. The term 2 oun

os
changes accordingly, as

the vorticity is the same in any Galilean frame of reference.
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Fig. 20 PIV vector field with

vorticity contour plot. U = 2.36

m s-1. Reh = 177. Vortex

velocity (Uvortex = 2.0 m s-1)

has been subtracted. All vectors

are displayed. Generation of

negative vorticity can be seen

around x = 8.6 mm. This frame

corresponds to the surface

profile of Fig. 13
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Fig. 21 Comparison of the

surface vorticity from the PIV

data versus Eq. 13 for Fig. 20.

The thick red line is the

vorticity interpolated at the

surface location. The crosses are

the near-surface raw PIV data.

The thinner lines show the

uncertainty at 95 % of

confidence for each

measurement

1709 Page 16 of 19 Exp Fluids (2014) 55:1709

123



6 Conclusions

The present method takes advantage of recent progress in

high-speed cameras and lasers to address common diag-

nostics limitations in liquid/gas interface in multiphase

flows. One challenge is characterizing the interface profile

to use it for the PIV processing where the surface is not

readily identifiable. The surface profile is accurately

determined with PLIF, and PIV provides velocity and

vorticity data very close to the surface. It is thus possible to

measure the surface vorticity with the PIV vorticity field,

or with surface velocity and curvature. It has been shown

that both approaches are in agreement. This diagnostic is

applied to shear layer-instability below the surface of a

high-speed water wall jet. High-spatio-temporal resolution

is obtained: 58 lm and 62.5 ls. The spatial resolution is on

the order of the Stokes layer depth below the surface. The

system allows resolving for the first time subsurface

velocity field below high amplitude millimeter-scale waves

(k� 2 mm, ak [ 2, and nearly vertical slopes). Detailed

data are obtained on the roll-up of the shear layer, growth

mechanism of surface disturbances, and vorticity genera-

tion. Such data are also useful for validating high-fidelity

multiphase CFD codes. The method can be adapted to

other types of free-surface flows provided that there is

optical access to the top and bottom of the surface for PLIF

and PIV, respectively.
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Appendix 1

In order to find the relation between c1, c2, and g/w, a

spherical coordinate system is used to represent all the

possible spanwise and streamwise angles. / and w are

respectively the polar and azimuthal angles of the spherical

coordinate system shown in Fig. 23.

v is the unit vector pointing toward the PLIF camera and

n is the local surface normal unit vector. c1 is defined as the

angle between the axis z and the projection of n in the

plane containing x and z, and its expression is given by

Eq. 19:

c1 ¼ arctan sinð/Þ tanðwÞð Þ ð19Þ

c2 is defined as the angle between the axis y and n, minus

p=2, and its expression is given by Eq. 20:

c2 ¼ arcsin sinðwÞ cosð/Þð Þ ð20Þ

The apparent thickness of the gradient zone, as seen by the

camera is given by Eq. 21:

g ¼ w

cosðc2Þ
v � n ð21Þ

which can be rewritten

g

w
¼ cosða2Þ cosð/Þ sinðwÞ þ sinða2Þ cosðwÞ

cosðc2Þ
ð22Þ

By plugging Eq. 20 into 22, the system reduces to a second

degree polynomial function whose variable is cosð/Þ and

whose coefficients depend on g/w and w. Once w and / are

known for a given g/w, c1 and c2 can be calculated a

posteriori. Direct calculation of c2 from c1 and g/w can be

done graphically using Fig. 8 or requires an iterative

process.
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Fig. 22 Decomposition of the terms of the surface vorticity, Eq. 13

for the data of Fig. 21

Fig. 23 Spherical coordinate system. v is the viewing vector pointing

toward the PLIF camera
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Appendix 2

The surface profile can be approximated in the spanwise

direction by a second order Taylor expansion:

f x; yþ w

2

� �
¼ f ðx; yÞ þ w

2
tanðc2Þ

þ w2

8
jy 1þ ðtanðc2ÞÞ2
� �3=2

þOðw3Þ
ð23Þ

The change in elevation due to the spanwise curvature, jy,

can be estimated using the second order term of Eq. 23.

The error due to this term, �y is plotted in Fig. 24. Addi-

tionally, curvature can limit the angle at which the span-

wise profile can be entirely seen. The limit is given by

Eq. 24, and the region above this limit is shown in gray in

Fig. 24.

jjyj ¼
4ðtanða2Þ þ tanðc2ÞÞ

w 1þ ðtanðc2ÞÞ
2

� �3=2 ð24Þ

Appendix 3

In the present coordinate system for a 2D flow, the flux of

surface parallel vorticity through the surface is given by

Eq. 25 (Rood 1995; Gharib and Weigand 1996). Note that

the out of plane vector s 9 n is �y by consistency with the

coordinate system defined in Figs. 1 and 2.

mn �rx¼ ous

ot
�unxn¼0þ

1

2

oðu2
s þu2

nÞ
os

þ 1

q
op

os
�gsinc1

� �
y

ð25Þ

The pressure gradient term can be obtained based on the

surface normal stress boundary condition (Lundgren and

Koumoutsakos 1999):

p ¼ pgas þ rj� 2l
ous

os
þ unj

� �
; ð26Þ

where pgas is the pressure on the gas side of the interface,

which can be assumed constant.

The five terms contributing to the flux are surface

acceleration, advected surface vorticity, advective accel-

eration, pressure gradient and gravity, in the same order as

they appear in the right hand side of Eq. 25. According to

Dabiri and Gharib (1997), the net vorticity flux through the

surface f, can be calculated with the running integral of

Eq. 25 with respect to s as following:

f ¼ �
Zs

s0

mðn � rxÞ � yds ð27Þ

It should be noted that a flux of positive vorticity into the

liquid and a flux of negative vorticity out of the liquid will

both result in �ðmn � rxÞ � y [ 0. The temporal evolution

of the bulk vorticity can be used to solve this ambiguity.
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