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Abstract This paper presents a combined colour-infrared

imaging technique based on light refraction and absorption

for measuring water surface over a non-horizontal fixed

bottom known a priori. The procedure requires processing

simultaneous visible and near-infrared digital images: on

the one hand, the apparent displacement of a suitable pat-

tern between reference and modulated visible images

allows to evaluate the refraction effect induced by the

water surface; on the other hand, near-infrared images

allow to perform an accurate estimate of the penetration

depth, due to the high absorption capacity of water in the

near-infrared spectral range. The imaging technique is

applied to a series of laboratory tests in order to estimate

overall measurement accuracy. The results prove that the

proposed method is robust and accurate and can be con-

sidered an effective non-intrusive tool for collecting spa-

tially distributed experimental data.

1 Introduction

The availability of laboratory data concerning the shape of

water surface is important in engineering applications for

both the complete understanding and reliable prediction of

free surface flow phenomena, and for the validation of

numerical codes.

In recent years, various imaging techniques based on

stereo imagery or light reflection, refraction, or absorption

have been used to measure water surface slopes and water

depths as these methods have the advantage of not dis-

turbing the water surface. Of the measuring techniques

capable of both returning surface data spatially distributed

over extended areas and avoiding any interference with the

flow, the acoustic and photogrammetric methods work well

with fixed surfaces but are not a convenient tool for mea-

suring rapidly varying water surfaces. Stereo vision tech-

niques, based on floating particle tracking (e.g. Eaket et al.

2005; Chatellier et al. 2013) or on the analysis of the

recorded deformation of a suitable pattern (e.g. Tsubaki

and Fujita 2005; Gomit et al. 2013), usually require labo-

rious cross-correlations of images obtained from multiple

points of view. On the other hand, reflection-based tech-

niques are suitable in the case of small surface gradients

only and are penalized from the fact that only a small

fraction of the light hitting the water surface is reflected.

For this reason, refraction-based techniques are often

preferable, especially in surface slope measurement of

short wind waves (e.g. Jähne et al. 1994), and are widely

adopted in literature (e.g. Moisy et al. 2009; Ng et al. 2011;

Gomit et al. 2013).

Literature provides accurate surveys on the state of the

art in this field (see, for example, Jähne et al. 1994, 2005;

Zhang and Cox 1994; Moisy et al. 2009), outlining

advantages and limitations of the imaging techniques with

reference to their applicability to hydrodynamic processes

characterized by surface wave propagation. Furthermore,

these techniques are nowadays extensively used in several

fields of fluid flow measurements due to their effectiveness

and versatility (e.g. Dabiri 2009; Nitsche and Dobriloff

2009).

In this context, the combined techniques based on light

refraction and absorption offer the valuable advantage of

performing the simultaneous measurement of surface slope
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and water depth. Barter et al. (1993) showed the feasibility

of a gauge based on the principle that a laser beam passing

through a water body is attenuated by the liquid medium

and refracted by the air–water interface, consequently

carrying duplicate information about surface slope and

wave height amplitude. However, this gauge performs

point measurements and thus is not useful in assessing the

spatial variability of the water surface.

Jähne et al. (2005) overcame this limitation by devel-

oping an imaging technique capable of providing simulta-

neous wave slope and wave height measurements over an

extended surface area. The essential peculiarity of this

method is the use of a telecentric optical system (in which

the image magnification remains unchanged with wave

height) and of a dual wavelength telecentric illumination

device for measuring wave height. Since all the refracted

vertical beams originated by the same surface slope colli-

mate the same spot on a horizontal backlit screen placed on

the focal plane of the lens, surface slopes are estimated by

exploiting a linear changing illumination gradient generated

onto this screen. On the other hand, water depth is measured

by exploiting its relationship with the ratio of measured

irradiance corresponding to two different infrared wave-

lengths. The main drawbacks of this technique are the need

for a telecentric system (which is difficult to implement and

expensive in the case of large scale experiments) and its

inapplicability on non-flat bed topographies.

More recently, Aureli et al. (2011) proposed an

absorption-based image processing technique capable of

providing distributed measures of water depth, potentially

with high spatial resolution, over an extended flow field. A

colouring agent was added to the water in order to artifi-

cially increase the absorbing properties of the medium in

the visible spectrum. Through a set of dam-break experi-

ments, the Authors verified that this technique guarantees

accuracy comparable to that of traditional ultrasonic

transducers. However, this method requires laborious spa-

tial calibration and considers refraction at a sloped surface

as an interfering effect: the penetration depth of a beam in

an absorbing medium is confused with vertical depth, and

this causes an error that could become unacceptable in the

case of high surface slopes and/or non-horizontal bottom.

To overcome this limitation, this paper presents a novel

imaging technique for measuring water surface, even in the

presence of a non-horizontal (non-discontinuous) bottom

known a priori, based on the processing of simultaneous

visible and near-infrared digital images. The image trans-

mitted in the visible spectrum by the water surface of a

suitable pattern depicted on the bottom allows to evaluate

the refraction effect (Kurata et al. 1990; Moisy et al. 2009).

The near-infrared image allows to perform an accurate

estimate of the penetration depth (Barter et al. 1993; Jähne

et al. 2005) without using colouring agents, due to the high

absorption capacity of water in the near-infrared spectral

range (in this range, the value of the absorption coefficient

of water is [10-1 cm-1 for wavelength [925 nm). Con-

firmation of the validity and effectiveness of this technique,

along with evaluation of its accuracy, is provided in this

paper by means of several laboratory tests.

2 Measuring principle

The measuring principle is illustrated in Fig. 1. A camera

able to capture simultaneous and co-registered images in

the visible and near-infrared (IR) range is placed above the

water surface, with the optical axis pointed vertically

downwards (parallel to the Z-axis). Combined visible-IR

uniform illumination is arranged under a transparent bot-

tom, where a pattern of well-recognizable interest points is

drawn.

Considering an image in the visible spectrum captured

in dry condition, a generic feature point A located on the

bottom is imaged at point A0 on the sensor plane. If the

relationships between the object coordinates X, Y, Z and the

image-plane coordinates n, g are calibrated, and the shape

of the bottom is known a priori, the object coordinates (XA,

YA, ZA) of point A derive from the intersection of the

bottom topography with the straight line passing through

the image point A0 (nA0, gA0) and the projection centre O

(XO, YO, ZO).

In the presence of a water body with air–water interface,

the same feature point A is imaged by the camera in a

different point A00 (nA00, gA00) because of the refraction of

the visible beam at water surface. The transmitting point P

(placed on the water surface) lies on the straight line A00O,

which appears to come from the bottom point B. In

essence, refraction at the air–water interface (assumed

sufficiently smooth) produces a displacement of each

imaged point of the bottom pattern with consequent mod-

ulation of the structure of the pattern itself. Therefore,

corresponding image points A0 and A00 across two images

(reference and modulated) must be identified and matched

by means of a suitable imaging processing algorithm.

Obviously, infrared radiation is subject to refraction at

the air–water interface too. However, visible and IR beams

transmitted by the refraction point P can be assumed to be

overlapping since the refraction index of water in the near-

IR spectrum has a value that can be confused (accepting an

overestimate by about 0.5 %, according to Hale and Querry

1973) with the classical value of visible light (4/3).

Moreover, because of the attenuation of infrared radiation

passing through the water body, the grey tone G recorded at

image point A00 on the modulated infrared image is

expected to be less than the grey tone G0 recorded in the

same position on the reference image. An estimate of the
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length L of the optical path AP in the liquid medium can be

obtained from the transmittance G/G0 registered by the IR

sensor by means of a calibrated absorption model.

In conclusion, the refracting point P can be identified as

the intersection point of the straight line A00O with the

spherical surface of radius L and centre at point A

(restricted to its portion above the bottom). In this way, the

water surface can be detected in discrete form with a

spatial resolution depending on the number of recognizable

points drawn on the bottom. Once the object coordinates of

points O, A, and P have been evaluated, water surface slope

components in the X- and Y-directions at refracting point P

can be also obtained from simple trigonometric calcula-

tions by using Snell’s law which correlates incident and

refraction angles at the interface between two different

media. With reference to one-dimensional ray geometry of

Fig. 1b, the surface slope in the X-direction (angle h) at

refracting point P satisfies the equation:

sinðh� aÞ
sinðh� bÞ ¼ nw; ð1Þ

where a and b are the angles (with reference to vertical,

positive counterclockwise) of refracted and incident beams,

respectively, and nw is the refraction index of water.

Therefore, the estimation of the local free surface slope at a

generic refracting point derives easily and directly from the

application of the procedure and requires no information

about points recognized in the surroundings.

Furthermore, it is noteworthy that this measuring tech-

nique also works in the presence of irregular, although

smooth, bottom topography. Finally, since it does not

require a telecentric system, it offers the advantage of

circumventing the size restrictions typically imposed by

this kind of systems (see, for example, Zhang and Cox

1994; Jähne et al. 2005), and therefore, its application

could theoretically be extended relatively easily to larger

facilities.

3 Experimental set-up

The imaging technique described above was tested in an

experimental facility set-up at the Hydraulics Laboratory of

Parma University.

The facility is sketched in Fig. 2a and consists of a

support frame that can be positioned in a configuration

inclined up to 45� from vertical (Fig. 2b). Experiments

were carried out in a PMMA (polymethyl methacrylate)

box with a 0.29 m 9 0.29 m square internal section, filled

with water in a level range of 0–12 cm. This test box was

rigidly connected to its support element and backlit by

means of an illumination source consisting in an array of

high-power LEDs where white LEDs with colour temper-

ature of 5,500 �K were alternated with IR-LEDs with peak

wavelength of 940 nm. At this wavelength, water shows

good absorbing properties: in fact, considering the exper-

imental value of 0.1818 cm-1 for the absorption coefficient

of water at 22 �C (Kou et al. 1993), the radiation intensity

decreases by about 84 % in the case of 10 cm penetration

depth and almost 94 % in the case of 15 cm penetration

Fig. 1 Ray geometry explanatory of the measuring principle (a); key

parameters of the gauge (b)
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depth. Therefore, for the water depth range here consid-

ered, this choice allows to achieve a good overall resolu-

tion. However, IR wavelength must be set conveniently in

relation to the water depth expected in the experimental

facility. The use of IR radiation closer to the red light

frequencies is suitable when greater depths (in the order of

0.5 m) are considered.

Moreover, the high density of LEDs in the illumination

device, along with the presence of an overlying plane

diffusive screen, guaranteed uniform illumination. The

internal walls of the box were coated with non-reflective

black paint so as to eliminate problems due to light

reflection. Experiments were performed in a dark room in

order to exclude any reflection from the water surface and

obtain results insensitive to natural illumination conditions.

A digital camera facing downward was mounted on an

adjustable support located at the top of the frame in order to

capture images of the water surface in the test box. A JAI

camera AD-080GE, equipped with 16-mm Schneider lenses,

was used. JAI AD-080GE is a prism-based 2-CCD

(4.76 mm 9 3.57 mm) progressive area scan camera capa-

ble of simultaneously capturing visible and near-infrared

images (in the range of 750–1,000 nm) through the same

optical path, by means of a RGB Bayer array and a mono-

chrome sensor, respectively (Fig. 3). The camera has a res-

olution of 1,024 9 768 pixels and can deliver a maximum of

30 frames per second. In the experiments performed, images

in the visible spectrum were acquired in native format

(RAW) and then converted into RGB colour mode with a

24-bit depth A/D conversion, whereas IR images were

acquired in greyscale mode with an 8-bit depth.

The camera was placed at a distance of about 1.20 m

from the bottom of the box and the optical axis arranged

approximately parallel to the walls (Fig. 2). Since the

optical system is not telecentric, the reduction in the

distance between the camera and the target surface in the

presence of water produces a magnification of the image of

the backlit area that is captured.

Three test boxes with different shapes of the bottom

sheet were used (Fig. 4).

A 0.20 m 9 0.20 m square colour screen was printed

onto the inner side of the PMMA bottom of each box. The

dimensions of this screen were shorter than those of the

box (and of the imaged area) in order to reduce border

effects and vignetting disturbance. A regular pattern

(Fig. 5) composed of 400 square elements with 1 cm side

and strongly varying colours was carefully designed in

order to identify a suitable number of corners (441) to be

recognized in the image processing analysis. With the

magnification ratio (%70) of the optical system here

adopted, the pattern was clearly resolved by the camera

since a 1-cm segment identified on the bottom of the box

was imaged by means of approximately 30 pixels. Each

inner corner was univocally defined by a set of four

neighbouring specific colours.

On the basis of the square pattern adopted, the global

average spatial resolution of the water surface reconstruc-

tion was of about one point every cm2, which was satis-

factory for the applications here discussed.

The colour screen was produced by means of a special

digital printing accomplished directly on the PMMA

inducing a slight uniform absorption of the near-infrared

radiation. Indeed, the screen’s squared structure was not

recognizable in an IR image taken in dry conditions.

Finally, for comparison purposes, point water depths

were measured by means of a piezoelectric ultrasonic

distance meter (Banner S18U) with 0.5-mm inaccuracy.

4 Experimental procedure

The experimental procedure is divided into two main

stages: the preliminary calibration of the imaging system

Fig. 2 Sketch of the experimental set-up (a) and view of the

experimental set-up in tilted configuration (b)

Fig. 3 Sketch of the separation into visible and near-IR bands

operated by the camera
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and the post-processing of the images captured during the

experimental runs.

4.1 Calibration

First, the inner calibration of the camera and lenses was

accomplished, once and for all, in order to evaluate focal

length, principal point coordinates in the image space

coordinate system, and parameters accounting for radial

and decentring distortion. The six parameters of the outer

orientation of the camera (coordinates of the camera per-

spective centre and angles of rotation of the camera axes

with reference to the object coordinate system) were then

evaluated through a system of collinearity equations (Kraus

1997) written for eight control points (black markers in

Fig. 5); this outer calibration was repeated prior to each

experiment in order to take into account any accidental

change in camera orientation. Both steps were performed

using the commercial software PhotoModeler Pro 5 (2003).

The last calibration step consisted in setting up a suit-

able absorption mathematical model, i.e. a function relating

the irradiance (expressed in grey tones) recorded by the IR

sensor of the camera and the penetration depth in the water

body. The calibration data were obtained by measuring

different water depths in static condition via the ultrasonic

distance meter and simultaneously recording greyscale

values in the ‘‘centre’’ of the IR images acquired (where no

refraction occurs). It is widely accepted that the attenuation

of radiation passing through an absorbing medium is

described by Beer–Lambert–Bouguer law, which states the

negative linear dependence between natural logarithm of

transmittance and beam path length according to an

absorption coefficient depending on the medium’s physical

properties (temperature, salinity, etc.) and on radiation

wavelength. However, since a single exponential function

is unable to fully match the calibration data, probably due

to the fact that the near-IR illumination is not strictly

‘‘monochromatic’’, the following nonlinear regression

model was assumed, in some way ‘‘combining’’ the

absorption effects of three distinct wavelengths:

G=G0 ¼ c1e�a1 L þ c2e�a2 L þ c3e�a3L; ð2Þ

where G and G0 indicate irradiance (in grey tones) acquired

by the IR sensor in both the presence and the absence of the

absorbing medium, respectively; a1, a2, and a3 are the

absorption coefficients of water (Hale and Querry 1973;

Kou et al. 1993) for 900, 940, and 975 nm wavelengths

(a1 = 0.0680 cm-1, a2 = 0.1818 cm-1, a3 = 0.4485 cm-1);

L is the path length in the water body; c1, c2, and c3 are the

weight coefficients of the three wavelengths (to be calibrated

by regression).

Figure 6 shows the depth–luminance curve adopted

(c1 = 0.3628, c2 = 0.4005, c3 = 0.2367, q2 = 0.9990):

static sensitivity varies with penetration length and is

higher for thinner water layers. If a fixed photon noise level

is assumed for the IR sensor according to Jähne et al.

(2005), the smallest measurable change in penetrating

length increases with water depth, and consequently, the

accuracy of the method decreases with the rise of water

level.

It must be noticed that the calibration curve of Fig. 6

based on normalized irradiance G/G0 is assumed to be

valid in the whole measuring field; that is, coefficients c1,

c2, and c3 of Eq. 2 are considered independent of the local

value of G0, thereby implicitly accounting for all the non-

Fig. 4 Different test boxes used

for the experiments

(0.29 m 9 0.29 m square

internal section): a bottom plane

normal to the walls, b bottom

plane inclined by 80.1� with

reference to the walls,

c cylindrical bottom with radius

of curvature of about 25 cm

Fig. 5 Colour screen printed onto the inner side of the bottom sheet

of each test box (around, the black markers used for the outer

calibration of the camera)
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uniformity effects (mainly due to the illuminator and optics

vignetting). It is also required that the square pattern

depicted on the bottom induces an almost uniform

absorption of the IR radiation. On the basis of this

assumption, a spatially distributed calibration is not

necessary.

4.2 Image analysis

In order to derive water surface measurements from RGB

and IR images captured during the experiments, image

post-processing was performed by means of automated

algorithms in accordance with the following steps:

• detection of the corners of the coloured pattern printed

onto the bottom in both actual (wet) and reference (dry)

RGB images;

• correlation of the corresponding corners in actual and

reference RGB images;

• extraction of information about local penetrating length

from near-IR image using the absorption model previ-

ously calibrated;

• reconstruction of water surface depth and slope at every

detected point according to the measuring principle

described in Sect. 2.

4.2.1 Corner detection

Several corner detection algorithms have been proposed in

literature over the last years (e.g. Moravec 1977; Förstner

and Gülch 1987; Harris and Stephens 1988; Trajkovic and

Hedley 1998; Zheng et al. 1999). In this work, the Moravec

operator (Moravec 1977) was preferred due to its sim-

plicity and computational efficiency coupled with a

satisfactory detection rate and good capability of locating

the corners detected. Moreover, it is fairly stable and robust

as regards noise disturbance.

This technique identifies corners as points character-

ized by large intensity variation in every direction. Origi-

nally proposed for grey images, it was here extended to

RGB images by introducing Euclidean distance between

two colour vectors in the RGB space (Wyszecki and

Stiles 1982) in place of luminance change; therefore,

intensity variation must be regarded now as a kind of

colour change.

If the colour vector in the RGB space is denoted with I,

and a local window W centred in the (x, y) pixel is con-

sidered in the image, the overall colour change E(u,v) pro-

duced by a shift (u, v) of window W reads:

Eðu;vÞðx; yÞ ¼
X

8a;b2W

Iðxþ aþ u; yþ bþ vÞ � Iðxþ a; yþ bÞk k2;

ð3Þ

where a and b allow to cover all the pixels of the windows.

A square window with size 3 9 3 pixels (a, b = -1, 0,

?1) and a shift of one pixel in the eight reference direc-

tions (u, v = -1, 0, ?1) were assumed in this work.

A measure of the cornerness of each pixel is provided by

the minimum value of colour change E produced by any of

the shifts. Finally, a corner is detected by finding a local

maximum in cornerness, above a suitable threshold value.

In the applications here discussed, the Moravec operator

showed some limitations, mainly lying in the difficulty in

detecting corners around the border of the coloured pattern,

in the sensitivity to isolated pixels, and in the structural

tendency not to be rotationally invariant. Moreover, the

demosaicing process reconstructed colour images with

edge artefacts, and this had negative repercussions on the

accuracy of corner localization.

Compared to the original algorithm, a special treatment

was introduced to reduce the probability of detecting false

corners based on the fact that four strongly different colours

were present around a true corner of the coloured pattern.

In the measurement tests presented in this paper, the

detection rate (percentage of corners detected over the total

number) was always [96 %, and the repeatability rate

(percentage of corners detected in the modulated image

compared to those detected in the reference image) was

always [98 %. Over 93 % of the corners extracted were

located with only one pixel accuracy.

4.2.2 Feature matching

After the corner detection stage, a reliable correspondence

had to be found between the interest points detected in the

reference and modulated images.

Fig. 6 Calibration of the absorption model
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With this aim, literature usually represents the feature of

the neighbourhood of each interest point using a suitable

descriptor (e.g. Lowe 2004; Bay et al. 2008; Fan et al.

2009). The matching of corresponding points ensues from

some measure of the similarity of the respective

descriptors.

The descriptor herein adopted includes the colours

present in the interest point’s neighbourhood and stores

information about their arrangement. In detail, for each

corner detected in the reference image at (x, y) pixel, an

ordered sequence of four sets of RGB values concerning

the four surrounding colours is built as follows:

Vrðx; yÞ ¼ I1; I2; I3; I4½ �
¼ Iðx� u; yþ uÞ; Iðxþ u; yþ uÞ; Iðxþ u; y� uÞ;½

Iðx� u; y� uÞ�; ð4Þ

where u is a suitable shifting parameter. Since the size of

each square element in the reference image was approxi-

mately 30 pixels, setting u = 10 allowed to indentify four

pixels belonging to regions characterized by approximately

homogeneous colours and reasonably guaranteed that any

possible corner misplacement (in the order of 5–6 pixels at

the most) would not result in a ‘‘wrong’’ individuation of

the colour descriptor. Obviously, the value of u had to be

tuned according to the grid or CCD size and the magnifi-

cation ratio adopted.

Each corner detected in the modulated image was then

compared with each corner found in the reference image. A

31 9 31 pixel square region was considered, centred with

reference to a generic corner detected in the modulated

image, and a segmentation indexing (based on the

Euclidean colour distance) was performed in order to

classify the pixels selected into four groups, associated,

respectively, with the four colour components of the ref-

erence point descriptor Vr, and in an undefined class

gathering any other colour. Since the colour pattern had

been carefully designed so that every corner could be

univocally identified by its four neighbouring colours, the

presence of similar colours in the same order in the sur-

roundings was the basic requirement for potential matches.

Therefore, two interest points were considered as candi-

dates to be matched if a suitable number of pixels was

included in each colour class. If different pairs of points

exhibited this correspondence, the segmentation procedure

was repeated for progressively smaller square windows

(29 9 29 pixels, 27 9 27, etc.), until only one pair of

candidates fulfilled the matching criterion.

Despite its simplicity, the descriptor implemented is

sufficiently distinctive and robust to noise, corner dis-

placement, and geometric deformations. Moreover, the

matching process is very effective since its success rate,

even if depending on some parameter settings, was always

[95 % (with reference to the total number of corners

detected in the reference image) in the applications pre-

sented in this paper. If an initial window size smaller than

31 pixels is adopted, a gradual reduction in the matching

rate can be observed.

4.3 Measuring system accuracy assessment

In this section, inaccuracies and restrictions affecting the

measurement procedure are listed and discussed.

• Effect of temperature and water quality. In the near-

infrared spectrum, the absorption coefficient of water

significantly depends on temperature and, to a lesser

extent, on salinity and water quality in general.

However, it has been proved in literature that the

dependence on salinity is less important in comparison

with the dependence on temperature (Pegau et al. 1997)

and can be reasonably neglected in first approximation.

The effect of temperature on the absorption coefficient

depends on wavelength. On the basis of the experi-

mental data obtained by Pegau et al. (1997), by

adopting a simple linear relationship between absorp-

tion coefficient and temperature, at 900 nm an increase

in the absorption coefficient value in the order of

10-3 cm-1 is expected as a consequence of a temper-

ature increase of 10 �C. Moreover, according to the

exponential absorption model of Eq. 2, the error in the

penetration length estimation due to temperature

depends on water level (through the normalized irra-

diance G/G0). For G/G0 = 0.5, the error due to

temperature is 0.02 mm/ �C. Anyhow, to avoid this

error, the weight coefficients of the absorption model

(Eq. 2) should be calibrated at about the same temper-

ature of the experimental tests.

• Effect of water surface steepness. Free surface steep-

ness influences penetrating length, as a consequence of

refraction. This effect can grow significantly in the

presence of strong surface slopes. In the considered

experimental configuration, the rays reach the most

lateral corners of the coloured pattern with an angle of

approximately 5�. In this region, assuming a horizontal

bottom, for a water surface slope equal to ±1 the length

of the path can be 4 % longer than the corresponding

water depth; in static conditions, the penetrating length

is 0.2 % longer than the water depth. Due to this small

variation depending on water surface steepness, no

significant deterioration in the accuracy of the penetrat-

ing length estimation is expected. However, if the

surface slope is very steep, boundary effects potentially

arise since refracted beams could fall outside of the

area covered by the colour screen.
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• Effect of camera resolution. Sensor resolution only

affects the ‘‘visibility’’ of the detectable corners and

their location on the bottom. The uncertainty on the

planimetric position of detected corners due to image

resolution affects the accuracy of the water surface

reconstruction. Error propagation analysis shows that

the position of point P on the water surface is provided

with a precision of 0.1 mm at most in the case of a

horizontal bottom and a 0.33 mm displacement (corre-

sponding to the pixel dimension in the object space) of

the emitting point A (see Fig. 1).

• Effect of grid size of the coloured pattern. The grid size

of the pattern determines the number of interest points

(corners) potentially recognizable by the image pro-

cessing procedure; hence, it influences the spatial

resolution of the free surface detection and introduces

a restriction regarding the minimum wavelength detect-

able on the free surface. In any case, the pattern must be

clearly resolved by the camera, to ensure that the

acquired images are not sensibly affected by Bayer

effects smearing colour transitions.

• Non-uniformity effects. As already stated in Sect. 4.1,

the adoption of the variable G/G0 in the calibration

procedure (Eq. 2) aims to account in an implicit way

for all the non-uniformity effects.

5 Test cases and results

5.1 Experimental tests

The measuring technique described in the previous sections

was applied to a series of laboratory test measurements in

static conditions in order to estimate overall measuring

accuracy. Each test is characterized by different inclinations

of the experimental apparatus (with reference to the verti-

cal), different shapes of the bottom of the box, and different

configurations of the water surface. Table 1 summarizes the

test conditions for each experiment.

Finally, an example of application to a test case char-

acterized by a moving water surface propagating approxi-

mately one-dimensional waves is presented.

5.2 Results

In Test 1, the water surface was horizontal and parallel to

the bottom of the experimental tank. Three horizontal tar-

gets with different water depths were materialized; three

corresponding ‘‘reference’’ water levels Zref were measured

by means of an ultrasonic distance meter with 0.5-mm

inaccuracy.

Figure 7 shows the experimental results for these three

test conditions. The average value Zav of the water depth

distribution derived from the images is reported in Table 2

along with some data representing ‘‘bias’’ of the imaging

technique (considered as acting as a water depth gauge)

compared to the ultrasonic transducer. The absolute value

of the relative ‘‘systematic’’ error (from the reference

Table 1 Test conditions

Test no. Configuration

of the apparatus

Shape of

the bottom

Shape of the

water surface

1 Vertical Plane, normal to wall Plane, horizontal

2 Tilted (*30�) Plane, normal to wall Plane, horizontal

3 Tilted (*30�) Plane, skewed

to wall

Plane, horizontal

4 Vertical Curved, cylindrical Plane, horizontal

5 Vertical Plane, normal to wall Curved,

spherical

Fig. 7 Test 1: still water surface parallel to the bottom. Contour maps of height of measured points: a Za
ref = 17.0 mm; b Zb

ref = 64.1 mm;

c Zc
ref = 107.5 mm
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value) increases as the thickness of the water layer

decreases.

Table 2 also reports standard deviation r from reference

and average values, respectively, of the measured water

depth distributions. These deviation data confirm the

overall tendency of measured points to draw a horizontal

plane well and provide an effective estimate of the preci-

sion of the procedure. The imprecision of the measurement

process increases with water depth because, as already

observed, the estimate of penetration length is less accurate

for greater depths. In any case, over 95 % of the experi-

mental data lie within the interval Zav ± 2r.

In Tests 2 and 3, the water surface was still horizontal;

however, since the Z-axis was set to be normal to the

bottom of the experimental box, all the reconstructed

points appeared to lie on an inclined plane. In Test 2, the

plane target was characterized by an inclination h2 = 28.8�
(evaluated by means of a 0.1� accurate digital inclinome-

ter) along the Y-direction with reference to the bottom of

the experimental box of Fig. 4a. Test 3 was performed in

the experimental box of Fig. 4b (with X-inclined bottom),

and the support frame was tilted by h3 = 29.9�, so that the

water surface was inclined at the same time along the X-

and the Y-directions.

For each of the above-mentioned test configurations,

three different water levels were considered; in particular,

in Tests 2a and 3a, the bottom was only partially sub-

merged. Figures 8 and 9 show the contour maps of the

water surface in the three test conditions considered for

Tests 2 and 3, respectively. Contour levels are approxi-

mately parallel and equidistant in all cases.

Table 3 reports the parameters of the regression plane

Zr = mx X ? my Y ? c that fits the measured points

according to the least square approach for each test con-

dition. The estimated values of m coefficients can be

compared with the reference values: mx
ref = 0 and

my
ref = tan (28.8�) = 0.5498 for Test 2; mx

ref = tan

(9.9�) = 0.1745 and my
ref = tan (29.9�) = 0.5750 for Test

3. Table 3 also reports the values of the coefficient of

determination q2 that quantifies how well linear regression

describes the experimental data sets.

Test 4 aimed at demonstrating the applicability of the

imaging technique here proposed to cases characterized by

a non-plane bottom topography known a priori. This test

was performed in the experimental box shown in Fig. 4c,

filled with a still volume of water completely submerging

the curved bottom. Before the experiments, the bottom

surface had been carefully surveyed. Figure 10 shows the

contour maps of measured water surface elevation and the

corresponding water depth contours for two different filling

levels.

Table 4 compares mean water elevation Zav derived

from the imaging data with the corresponding reference

quantity Zref measured through the accurate device used for

the bottom survey. Table 4 also reports standard deviation

r of the imaging data from the reference and average

values.

Test 5 was arranged to verify the applicability of the

imaging technique in the presence of non-flat water

Table 2 Test 1: comparison between measured water depth distri-

bution and reference value; standard deviation from reference and

average values

Test

condition

Zref

(mm)

Zav

(mm)

Zav -

Zref

(mm)

(Zav -

Zref)/Zref

(%)

r (mm)

from

Zref

r (mm)

from

Zav

a 17.0 16.5 -0.5 -3.02 0.6 0.2

b 64.1 65.6 ?1.5 ?2.38 1.7 0.7

c 107.5 106.7 -0.8 -0.72 1.4 1.2

Fig. 8 Test 2: still water surface tilted with reference to the bottom. Contour maps of measured water surface: a bottom partially submerged;

b boundary line of the coloured bottom pattern brushed by water; c bottom completely submerged
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surfaces. To achieve a curved surface target in static con-

ditions, a thin semi-spherical cap made of PMMA with a

radius of about 0.1 m was placed on the air–water inter-

face, so that an almost semi-spherical ‘‘water surface’’ was

generated. Undoubtedly, the presence of the thin PMMA

object above the water layer induced a slight additional

absorption of the IR radiation, which could lead to a sys-

tematic overestimate of the penetration length. This effect

was taken into account by capturing an IR image of the

bottom and the cap together before introducing water into

the experimental box; by using the grey tones extracted

from this photograph as reference values G0 in Eq. 2 and

neglecting the refraction induced by the cap, it can be

assumed that the absorption model previously calibrated

remains valid. Moreover, since the cap showed some sur-

face defects and could not be considered perfectly spheri-

cal, a preliminary close-range photogrammetric survey was

performed in order to create a highly accurate (*0.1 mm)

reference model of the object.

Figure 11a compares the contour map of measured

water depth with the reference map obtained from the

photogrammetric model of the cap. The diagonal slices

along the axis Y = X and Y = -X are represented in

Fig. 11b. The average absolute difference between refer-

ence and measured water depths is equal to 0.8 mm.

Figure 12 shows the contour maps of water surface

slopes in the X- and Y-directions. Slope data are returned

directly by the measuring procedure, and hence, it is not

necessary to make calculations on the detected water sur-

face to extract this information. Reference slope data

instead were derived on the basis of the gridded surface

provided by the topographical survey of the cap.

Finally, in order to prove the capability of the imaging

procedure of reconstructing a moving water surface, the

propagation of an approximately one-dimensional gravity

wave generated in the box of Fig. 4a is presented. The

results of two consecutive frames captured by the camera

are shown in Figs. 13 and 14.

6 Conclusions

The measuring technique here proposed can be classified as

an imaging remote water surface gauge based on light

refraction and absorption, and on simultaneous colour and

near-infrared digital image processing. Additionally, the

method returns measurements of the water surface slope. It

is non-invasive and capable of providing spatially distrib-

uted measures over an extended flow field, even in the

presence of a smooth bottom topography known a priori. In

general, this kind of data is essential to validate numerical

simulation models and assess their accuracy.

The measuring principle does not require a telecentric

imaging system, but needs a backlight source, in both the

visible and near-infrared range, and the simultaneous

acquisition of co-registered visible and near-infrared pic-

tures. In the implementation here described, the imaging

system benefits from a 2-CCD camera capable of cap-

turing visible and infrared images through the same

optical path. Moreover, the measuring apparatus is simple

to set up.

Fig. 9 Test 3: Y-sloped water surface in a box with X-inclined bottom. Contour maps of measured water surface: a bottom partially submerged;

b, c bottom completely submerged with different filling levels

Table 3 Linear regression of the experimental data sets for Tests 2

and 3

Test condition mx (-) my (-) c (mm) q2 (-)

Test 2 a 0.0010 0.6084 -71.5 0.9984

b -0.0015 0.5689 2.7 0.9986

c -0.0057 0.5333 38.0 0.9965

Test 3 a 0.1884 0.6220 -89.6 0.9969

b 0.1685 0.5682 3.9 0.9969

c 0.1618 0.5398 30.5 0.9949
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Overall spatial resolution depends jointly on the sensor

resolution of the camera adopted and on the grid size of

feature elements depicted on the bottom of the experi-

mental box: the pitch of these interest points influences the

surface wavelength resolvable. Time resolution only

depends on the frame rate of the camera.

Since the absorption properties of water are more

favourable in the near-infrared range than in the visible

spectrum, the estimate of penetration depth can be per-

formed with high sensitivity (without using colouring

agents) on the basis of a suitable and calibrated absorption

model.

The results obtained from some experimental tests prove

that the imaging technique here presented is an effective

and reliable method for water surface measurement, in both

static and dynamic conditions, even in the case of non-

horizontal bottom known a priori. Actually, the measuring

technique is able to estimate water levels with accuracy in

the order of 1 mm. The main practical drawback is the

need for a back-lighting device, which restricts the suit-

ability of this technique to laboratory-scale applications. A

further weak point is that the measuring sensitivity of the

penetration depth decreases with water depth: conse-

quently, the adoption of this technique is not recommended

when strong water depth excursions are expected. To

obviate this limitation, it could be sufficient to adopt a

back-lighting source that allows to set the peak wavelength

of emitting near-infrared radiation according to the mea-

suring depth range. In general, the estimation of penetrat-

ing length is mainly influenced by A/D conversion (8-12-

Fig. 10 Test 4: contour maps of

measured water surface (a,

c) and water depth (b, d) for two

different filling levels

Table 4 Test 4: comparison between measured and reference water

surface elevation; standard deviation from reference and average

values

Test

condition

Zref

(mm)

Zav

(mm)

Zav -

Zref

(mm)

(Zav -

Zref)/Zref

(%)

r (mm)

from

Zref

r (mm)

from

Zav

a 12.3 12.0 -0.3 -2.90 0.5 0.4

b 41.7 42.0 0.3 0.77 0.7 0.3

Exp Fluids (2014) 55:1701 Page 11 of 14 1701

123



16 bit), photon noise, and the structure of the IR absorption

model. Moreover, according to Snell’s refraction law,

penetrating length into the water medium is influenced by

free surface steepness. This effect can grow significantly in

the presence of strong surface slopes, like those commonly

observed in small amplitude waves (as short gravity or

capillary waves). If the surface slope is very steep,

boundary effects potentially arise since the refracted beams

could fall outside the area covered by the colour screen.

Nevertheless, the test cases here presented show that the

technique is effective if the surface steepness is in the order

of ±1, whilst it fails when the wave breaks or the water

Fig. 11 Test 5: a comparison between contours of reference (black) and measured (red) water depth (levels in mm); b comparison between

reference and measured water depth variation along the axes Y = X (black) and Y = -X (purple)

Fig. 12 Test 5: comparison between contour maps of reference

(black) and measured (red) water surface slopes (in %) in the X-

(a) and Y- (b) directions

Fig. 13 Propagation of one-

dimensional wave at time t*:

a contour map of measured

water depth; b contour map of

measured water surface slopes

in the X-direction; c water depth

and X-slope profiles along the

X-direction on Y = 0.10 m
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surface is so steep that the squared structure of the coloured

pattern is completely destroyed in the image captured by

the camera.

Theoretically, the imaging technique proposed could be

applied to large-sized facilities too. However, the appli-

cation to areas which are one order of magnitude greater

than the one here considered implies challenging technical

problems and a heavy economic effort. A reasonable

maximum area would be in the order of 1–2 m2. Therefore,

in the case of larger facilities, if the experiments are

repeatable, it would be possible to move the illumination

system and the camera to take images of different portions

of the domain during different runs. Alternatively, multiple

cameras and illumination systems could be employed to

simultaneously image different parts of the domain.
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