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Abstract An experimental study on the Richtmyer–

Meshkov instability (RMI) is presented, which used a new

experimental facility at Texas A&M University built for

conducting shock-accelerated, inhomogeneous, inclined

fluid interface experiments. The RMI develops from the

misalignment of the pressure and density gradients for

which the inclined shock tube facility is uniquely well

suited since a fluid interface can be created at a prescribed

angle to the incident shock. Measurements of the evolving

RMI are taken using planar laser Mie scattering images for

both the pre- and post-reshock regimes, which capture the

qualitative evolution of the interface. Statistical measure-

ments demonstrate that the inclined interface initial con-

ditions have a high degree of run-to-run repeatability. The

interface mixing width is scaled using the method devel-

oped in author’s previous work and shows that the non-

dimensional mixing width grows linearly in the pre-re-

shock regime and then levels off at the onset of reshock,

after which it grows linearly again. Mie scattering images

at late times exhibit the evolution of a secondary shear

instability on the primary vortex feature, which has never

been resolved in simulations of the inclined interface RMI.

A 2D velocity field is obtained for this feature using par-

ticle image velocimetry and processed to indicate the

strength of the vorticity present. Images of the interface

after reshock reveal the inversion of the bubble and spike

features and the decay of prominent features toward a

turbulent state.

1 Introduction

The Richtmyer–Meshkov instability (RMI) (Richtmyer

1960; Meshkov 1972) results from the interaction of an

incident shock wave on a density gradient where the two

are misaligned. This instability is closely related to the

Rayleigh–Taylor instability (RTI) (Taylor 1950) and can

be viewed as the limit of RTI where the acceleration

becomes impulsive. The interaction of a shock wave with a

density gradient produces vorticity through the baroclinic

term of the vorticity equation as shown in Eq. 1, where x
*

is

the vorticity, Dx
*
.

Dt is the substantial derivative of x
*

, q is

the density, P is the pressure, u is the velocity, and v is the

kinematic viscosity. From the baroclinic term, it is apparent

that the strength of the resulting vorticity is dependent upon

the strength of the pressure and density gradients as well as

the angle of intersection between them. The strengths of

the pressure and density gradients are described by the

Mach number and Atwood number, respectively. The At-

wood number is a ratio of interface density differences and

is shown in Eq. 2, where the subscripts h and l denote high-

density and low-density fluids, respectively. In problems

where the interface is diffuse, the diffusion thickness is also

important in describing the density gradient.

Dx!

Dt
¼ x!� r! u!þ mr2 x!þ 1

q2
r!q� r!P

� �

baroclinic term

ð1Þ

A ¼ qh � ql

qh þ ql

ðFor the light over heavy fluid caseÞ ð2Þ

The RMI has applications in many areas of scientific

research such as supersonic combustion (Marble et al.

1990), where the RMI can be beneficial to the mixing of

oxidizer and fuel, and stellar phenomena such as the
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formation of supernovae (Kane et al. 1999). Research on

the RMI has recently been driven largely by its role in

inertial confinement fusion (ICF). Inertial confinement

fusion (ICF) is being developed as a possible source for

electric energy (Kramer et al. 2008) and stellar propulsion

(Orth 2003). Energy from ICF could be instrumental in

addressing global climate change by providing a large

amount of the world’s energy demands while producing no

carbon emissions. The RMI evolves along with the RTI on

the density interfaces of the ICF fuel target (Anderson et al.

2000) reducing the yield by mixing high-density Deute-

rium–Tritium fuel with low-density fuel or inert ablator

material. This mixing reduces the core temperatures and

pressures achieved leading to low-energy yields from the

target. More in-depth descriptions of the RMI and the

research efforts relating to it are provided by Brouillette

(2002) and Ranjan et al. (2011).

The RMI has been studied extensively in both experi-

ments and simulations. The methods for creating the nec-

essary ingredients for the RMI (a density and pressure

gradient along with a perturbation between them) have

varied greatly. To put the current work into the context of

the RMI field, a brief description of the past experimental

works and their methods is given. To create the pressure

gradient, methods such as accelerating the entire experi-

mental apparatus (Chapman and Jacobs 2006) or using a

laser-driven shock in a solid (Robey et al. 2001; Harding

et al. 2009; Drake et al. 2011) have been used. The most

prominent of the laser-driven shock experiment facilities is

the National Ignition Facility (NIF) (Robey et al. 2012),

which is working to show that ICF can be used as a viable

energy source. One of the more common methods, and the

method used for the work in this paper, is to use a

mechanically generated shock wave in a facility known as

a shock tube. In these facilities, a shock front is created by

the sudden release of a high-pressure volume, known as the

driver, into a low-pressure volume, known as the driven

section. With sufficient length, the initial release of the

high pressure will result in the coalescence of compression

waves into a planar shock front.

The density gradient is created with an interface

between two materials of different densities. This gradient

can be steep as in the case of two solids or diffuse as in the

case of a gas interface with no barriers. The required per-

turbation between the pressure and density gradients is

most commonly created by perturbing the interface,

although it can be created by perturbing the shock front

(Bailie et al. 2012). One of the earliest methods for creating

a perturbed density interface was to use a thin membrane to

separate two gases with a prescribed perturbation as used

by Meshkov (1972) in his seminal experiments. This

method was employed successfully in many other experi-

ments (Vetter and Sturtevant 1995; Houas and Chemouni

1996; Kucherenko et al. 2010) including the shock bubble

experiments (Ranjan et al. 2005, 2008, 2011; Niederhaus

et al. 2009; Haehn et al. 2011) where the film is composed

of a liquid. The membrane method has some drawbacks

though, such as the presence of film fragments in the flow,

which can distort the fluid field and interfere with optical

diagnostic techniques (Erez et al. 2000; Abakumov et al.

1996). To avoid some of the draw backs of using a mem-

brane, membraneless techniques were developed, such as

the gas cylinder experiments developed by Jacobs (1992).

This technique creates an interface by continuously flowing

a heavy (light) gas through a light (heavy) gas in a column

from top (bottom) to bottom (top). This perturbation cre-

ates a light–heavy–light (heavy–light–heavy) interface.

Multiple columns can be coupled together to create inter-

faces with more complex 2D geometries (Balasubramanian

et al. 2012; Prestridge et al. 2000; Mikaelian 1996; Vor-

obieff et al. 2011). Another method to create a mem-

braneless experiment is to rest a light fluid above a heavy

fluid and to co-flow the gases to control diffusion. This

configuration remains stable until it interacts with the

incident shock wave. Perturbations can be introduced into

this interface by shaking the interface (Motl et al. 2009;

Collins and Jacobs 2002), by inducing shear on the inter-

face (Weber et al. 2012), or by oscillating the interface

from below (Krivets et al. 2009; Long et al. 2009).

The method of interface perturbation chosen for the

work presented in this paper is the inclined interface. The

inclined interface is set up much like the other stably

stratified membraneless experiments discussed previously,

but instead of inducing a perturbation to the interface

which pulls it out of its stable stratification momentarily,

the stable stratification is inclined with respect to the shock

wave. This is achieved by tilting a shock tube with respect

to gravity so that the interface stays aligned with gravity

while the incident shock wave travels at a direction that is

inclined to gravity. This perturbation is a simple method

that provides a highly repeatable perturbation that directly

controls the cross product of the gradient of pressure and

density in the vorticity equation, and allows the energy

deposition on the interface to be varied without changing

the Mach number or Atwood number. Previous work was

done using simulations, which examined the effects of

inclination angle, Mach number, and Atwood number for

before and after reshock (McFarland et al. 2011, 2013).

Early experiments were presented briefly in work by Haas

(1993) and Sturtevant (1987). A similar interface is

encountered in shock refraction work (Jahn 1956; Abd-El-

Fattah and Henderson 1978, 2006; Abd-El-Fattah et al.

1976) but the post-shock flow was not the subject of the

research. Experiments using an inclined gas cylinder have

been presented recently (White et al. 2011), which use

similar diagnostics to this work and an inclined shock tube
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but have a distinctly different perturbation. Theoretical

work and simulations, which focused on the circulation

deposited (Samtaney and Zabusky 1994), as well as sim-

ulations of an inclined gas curtain, were performed as well

(Zhang et al. 2005). Experiments and simulations of the

related light–heavy–light chevron-type interface (Smith

et al. 2001) and theoretical work on a similar ‘‘v-’’ shaped

interface (Mikaelian 2005) have been presented as well.

The case of a twice shocked RMI interface is often

created in shock tube facilities through the process of re-

shock. A reshock is formed by the reflection of the trans-

mitted shock from the lower boundary of the shock tube to

restore the bulk fluid velocity to zero. The reflected shock

front then travels back toward the interface and interacts

again with the already evolving RMI. This second shock

interaction can be used to magnify the instability, enhance

mixing, and push the flow field closer to a turbulent state.

These types of experiments can be used to study the decay

of the RMI into turbulence, where computer models are

being pushed to new limits (Hill et al. 2006; Latini et al.

2007).

The purpose of this paper is to report the first experi-

mental results from the Texas A&M University (TAMU)

advanced fluid mixing shock tube facility. The capabilities

of this new shock tube facility and the experimental pro-

cedures will be described. A series of Mie scattering

images from times before reshock will be presented along

with the measurement of the mixing width and comparison

to a scaling model developed with simulations (McFarland

et al. 2011). A high temporal resolution series of reshock

interface images will also be presented with the analysis

and comparison to simulation mixing width growth rates.

2 Experimental facility

The experiments reported in this paper were performed

with the TAMU advanced fluids mixing shock tube

(Fig. 1). This facility uses a variable inclination design to

create an inclined interface perturbation for performing

RMI experiments. The internal length of the shock tube is

approximately 8.7 m, while the support structure is

approximately 9.75 m in length. The tube can be pivoted

about its base from horizontal (0�) to fully vertical (90�). It

was designed to support incident shock strengths of up to

Mach 3.0 into air at atmospheric conditions. The pivoting

weight of the shock tube is approximately 20 kN and it is

bolted to an isolated concrete slab with a weight of about

45 kN, which aids in resisting the vibrations induced by the

shock wave and its reflections. The shock tube was con-

structed with a support beam and a modular reconfigurable

design to allow for the greatest flexibility for future

experiments. The major segments can be removed and

reassembled on the beam to allow for upward or downward

firing shocks (shocks from light to heavy or heavy to light

gasses), or sections can be removed to shorten the tube for

different experiments. The tube is moved into place by use

of an overhead crane and is supported during operation by

a * 6-m-tall steel tube stand bolted to the floor.

The driver section of the shock tube (Fig. 1b) provides

the high-pressure volume necessary to initiate and sustain

the incident shock wave. This section was constructed of a

welded steel tube designed to hold pressures in excess of

2,000 psi. The high pressure in the driver is initially sep-

arated from the low-pressure-driven section by a thin piece

of sacrificial material known as the diaphragm. The dia-

phragm is held in place by the hydraulic diaphragm loader

(Fig. 1c). This section was originally designed and built by

the Sturtevant group at Cal Tech but was donated through

the Wisconsin Shock Tube Laboratory to be repurposed in

the TAMU shock tube. This section incorporates a

hydraulic ram that uses a hydraulic pump to develop over

1,000 kN of clamping force on the diaphragm and allows

for the diaphragms to be constructed of strong materials

such as mild steels.

A knife edge in the shape of an ‘‘x’’ is contained in the

driven side of the hydraulic diaphragm loader and is used

to cut the diaphragm as it is pushed against it by high-

pressure gas on the driver side. This cutting action helps

ensure that the diaphragm fails quickly, releasing the driver

gas as fast as possible. Hydraulic return rams were added to

the original design to allow used diaphragms to be removed

quicker. Once the hydraulic diaphragm loader is disen-

gaged, the driver can be lifted by means of an electric cable

wench to allow the diaphragm to be exchanged. The top of

the driver section contains instrumentation and two control

valves: a slow fill valve and a boost valve. The slow fill

valve is used to raise the pressure of the driver slowly

without rupturing the diaphragm. In contrast, the boost

valve is a fast-acting solenoid valve with a 30-ms opening

time that allows an inrush of high-pressure gas to push the

diaphragm against the knife edge to its failure point quickly

and repeatably.

The driven section (Fig. 1b) is a length of tube, which

allows the escaping gas from the driver time to form into a

fully planar shock front. Below the driven section is the test

section (Fig. 1b). The test section is composed of three

subsections: the interface creation section, the test section,

and the reshock section. These sections are constructed of

bolted 2-in. thick, heat-treated, 4140 steel plates. The

bolted construction of these sections allows them to be

disassembled and reconfigured for different optical tech-

niques, while still being capable of withstanding shock

pressure of over 12 MPa. The test sections were designed

with ports, which could contain optically transparent win-

dows or steel flanges. This was done to limit the amount of
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high-strength glass used in the construction of the shock

tube. The window design used in these experiments was a

2-in. thick piece of high optical quality fused silica

mounted in a steel flange. These windows are the weakest

point in the tube and were designed to withstand up to

12 MPa of dynamic pressure loading from the reshock

wave.

The interface creation section contains suction slots that

allow the interface diffusion to be limited by co-flowing the

light and heavy gasses from the top and bottom of the tube

(Fig. 2). The suction slots are used to allow the diffused

light and heavy gas mixture at the interface to exit through

control valves to the atmosphere. These slots can be rec-

onfigured to different locations for different inclination

angles. The initial conditions (IC) section contains two

ports for windows to view the interface at the earliest

times. The test section was designed primarily for viewing

the evolving interface and contains four overlapping win-

dow ports. The test section was also designed with the

option to use suction ports to create an interface in it as

well. The final section in the tube is the reshock section that

contains two window ports and was designed for viewing

the interface during and after reshock occurs.

The firing of shock waves and the recording of data are

managed with a National Instruments (NI) PXIe-6368

multifunction DAQ running with LabVIEW software. This

DAQ is capable of both analog and digital input and output

and has a maximum sampling rate of 2 million samples per

second on up to 16 channels. These channels are used to

acquire data from multiple static pressure transducers in the

driver and driven sections and from piezoelectric dynamic

pressure transducers installed in multiple locations to

measure the shock and reshock pressures during an

experiment. The dynamic pressure transducers are used for

triggering of the camera and laser hardware and used to

trigger one of four 32-bit counter timers in the NI hard-

ware. These counter timers are used to precisely trigger the

laser pulses and camera CCD operation at a precision of

Fig. 1 The Texas A&M University advanced fluids mixing shock

tube facility. a The shock tube inclined at 60� with authors Chris

McDonald (left) and David Reilly (right) for scale. b The shock tube

is inclined at approximately 30� with the main sections labeled. c An

illustration of the shock tube at 30� with all sections labeled

Fig. 2 Illustration of the interface creation method
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10 ns. External timing control modules can be used to split

these trigger signals again with a precision equal to that of

the NI hardware for addition image times. The NI hardware

is also used to control six solenoid valves on the tube for

filling and firing of the shock wave as well as to control fog

and acetone seeding systems.

The camera systems used consist of two TSI Inc. Pow-

erView 1.4 MP cameras that have a short frame straddling

time designed for particle image velocimetry (PIV), and

two high quantum efficiency TSI Inc. PowerView Plus

2 MP cameras intended for planar laser-induced fluores-

cence (PLIF) imaging. Both camera sets are equipped with

large aperture lenses (f/1.2) that can be fitted with filters for

separating PLIF and PIV signals. For the experiments

reported in this paper, a dual cavity New Wave Research

Gemini PIV laser capable of providing 200 mJ per pulse at

532 nm or * 30 mJ per pulse at 266 nm was used. This

laser can be used for PLIF, PIV, and Mie scattering

imaging. For future measurements requiring simultaneous

PLIF and PIV, a dual cavity Nano PIV Litron laser with a

maximum output of 200 mJ/pulse at 532 nm can be used to

supplement the PLIF laser system.

The seeding required for PIV or Mie scattering techniques

is generated by a Pea Soup fog machine, which creates

0.2–0.3 lm glycerin fog particles using a high-pressure inert

gas as a pump. These fog particles have a longer life and

lower tendency to condense on surfaces than other fog fluids

such as glycol. The ability of these particles to track the flow

field was first estimated by finding their relaxation time using

the method given by Melling (1997). Equation 3 shows the

ratio of the velocity lag between the particles and the fluid at

two times where U is the velocity of the fluid (subscript f), or

the particle at the initial time after passage of the shock

(subscript i), or the time particle at some later time (subscript

p). The initial lag velocity (Uf � Ui) will be the fluid jump

velocity induced by the shock front. By setting this ratio

equal to 1/e, the relaxation time can be calculated as 1/

C. Equation 4 defines the variable C, where v is the kinematic

viscosity of the fluid and d is the particle diameter. Per-

forming these calculations, the relaxation time of particles in

the CO2 (the particle in the CO2 will react slower due to the

lower viscosity) will be less than 1E - 9 s. During this time,

the particle will only be able to fall behind the fluid flow by a

distance of less than 200 nm, which is below the imaging

resolution.

Uf � Up

Uf � Ui

¼ e�Ct ð3Þ

C ¼ 18v

d
ð4Þ

Another estimate can be made of the ability of the particles

to track the velocity fluctuations of the flow using the

method of Hjelmfelt and Mockros (1966) and Melling

(1997) as it was implemented by Prestridge et al. (2000) for

shock tube experiments. Using this method, a criterion was

set that the particles energy spectrum had to be within

95 % of the energy spectrum of the gas. A conservative

estimate was made by assuming Stokes flow to calculate

the drag coefficient of the fog particles. Equation 5 shows

the ratio of the energy spectrums for the particles and fluid

where E is the energy spectrum of the fluid (subscript f) or

particle (subscript p), and S is the ratio of the particle

density to the fluid density. Equation 6 defines the Stokes

number where x is the characteristic frequency of the fluid

motion. Using these equations, it was found that particles

with a diameter of 0.25 lm could track the energy

spectrum of the CO2 (which has the lower viscosity and

therefore was more difficult for the particles to follow)

within 1 % for a velocity fluctuation frequencies of up to

51 kHz.

Ep

Ef

¼ 18Sk2=Sð Þ2

18Sk2=Sð Þ2þ1
ð5Þ

Sk ¼
ffiffiffiffiffiffi
v

xd

r
ð6Þ

Following the methods of Prestridge et al. (2000), the

maximum velocity fluctuation frequency that could be

tracked by the imaging system was estimated as the fluc-

tuating velocity divided by the PIV grid size. The fluctu-

ating velocity was found using the standard deviation of the

fluid velocities found by finding the average of the veloc-

ities across the y direction (parallel to the shock front) at

each x location (perpendicular to the shock front) of the

PIV data. The maximum standard deviation from a late

time PIV data set, where the velocity fluctuations were

largest, was used. The PIV grid size (0.46 mm) was

determined by the PIV bin size and the pixel resolution

(discussed further in Sect. 4.4). The maximum velocity

fluctuation frequency that could be tracked by the imaging

system was estimated to be 48 kHz. With this estimate, it

can be seen that the ability of the particles to track the flow

is sufficient to track 95 % of the energy spectrum of the

fluid. If the criteria to follow the fluid energy spectrum

were raised to 99 %, we estimate that particles sizes would

need to be 0.2 lm, which is at the edge of particle size

distribution given by our seeding system.

3 Experimental method

The RMI experiments in this paper were run with a N2 over

CO2 interface, an incident shock strength of Mach 1.55,

and an inclination angle of 60� (Fig. 3). The inclination

angle of the tube was set by using the overhead crane to

raise the tube to the correct angle. The tube stand was then

Exp Fluids (2014) 55:1640 Page 5 of 14 1640

123



installed to hold the shock tube at the prescribed angle, and

after releasing the shock tube from the crane, the angle was

again measured. A digital inclinometer with an accuracy

of ±0.05� was used to measure the angle and was cali-

brated before each use.

Before the tube is filled, the cameras and lasers are

calibrated for imaging in the windows to be imaged. A

calibration block is inserted into the tube at each image

location, which is used to focus the cameras and check

their alignment. The need for the calibration of the cameras

is minimized by using a threaded grid and rail mounting

system, which can traverse a rail system to be located at

different windows (Fig. 4). The location on the rails is set

for each window using a metal arm that is temporarily

installed and connects the window flange to threaded grid.

This arm prevents the threaded grid from traversing more

than ±0.050 in. out of alignment with the window. An

optical quality metallic aluminum mirror is used to allow

the cameras to be mounted at a 90� angle. The laser is run

through a spherical convex lens and a plano-concave lens

to create a sheet of laser light. The focal lengths of these

lenses are changed for each window location to get the

maximum laser power and the minimum sheet thickness.

The laser alignment is then checked inside the tube using a

calibration target. After calibration is performed for the

cameras and lasers, a series of images of the interface are

taken as the tube is filled with seeded gas to check the

image quality.

The Mie scattering technique is used to visualize the

fluid interface in the tube and for acquiring PIV image sets

as well. The light gas (nitrogen) is seeded with fog particles

using the fog equipment described in the previous section.

This fog is mixed with the nitrogen in an external sealed

container with a volume, which is large (*8 ft3) relative to

the volume of nitrogen contained in the shock tube. This

box contains a stirring device to aid in mixing the fog and

the nitrogen before it enters the tube. The fog density is

controlled by cycling the fog machine using the NI hard-

ware and LabVIEW program. The N2 and CO2 flow rates

(*6 and *3 L/min, respectively) are measured and set to

achieve an interface with minimum diffusion while not

having any visible shear. The tube is then allowed to fill for

20–30 min to achieve a uniform fog seeding in the

nitrogen.

The incident Mach number target is Mach 1.5 but is

limited by the diaphragm material and thickness avail-

ability. The diaphragm material chosen for these experi-

ments is a polycarbonate sheet with a thickness of 0.030 in.

This diaphragm has a dynamic rupture pressure of

approximately 102 psi and drives a Mach 1.55 incident

shock wave into atmospheric pressure nitrogen. For each

experiment, the driver section is pressurized to 70 psi ini-

tially to keep the diaphragm just short of a static failure. To

fire the shock wave, a precise sequence of valve activation

is executed using the LabVIEW program. The fill valves

are first shut to allow the interface to settle and the initial

shock tube pressure (approximately 0.3 psig) to decrease.

After 100 ms, the boost valve is activated and interface

suction valves are closed. The boost valve opens fully

under 30 ms and the pressure rises to 102 psi, rupturing the

diaphragm, within 400 ms of the valve activation. At

500 ms after boost valve activation, the valve is shut off

and is fully closed within 50 ms.

The incident shock is formed in the driven section and its

speed is then measured using two of the dynamic pressure

transducers placed in the driven section just upstream of the

interface creation section. The speed was found based on the

time at which each transducer read the shock pressure rise

Fig. 3 Mie scattering image taken prior to shock wave interface

interaction

Fig. 4 Threaded grid and rail mounting system for cameras
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and the distance between the two transducers. Pressure

measurements from the dynamic pressure transducers are

checked and compared for each experiment, and show a

steep pressure gradient with a rise time of less than 5 ls.

Images of the incident shock wave using the Mie scattering

technique also show a well-formed planar shock wave

(Fig. 3). The pressure rise recorded by the dynamic pressure

transducers is also used to trigger counter timers in the

LabVIEW hardware, which are used to trigger the lasers and

cameras at times when the interface will be visible to the

cameras through their respective windows.

After each experiment, the tube is vented to atmosphere

and the diaphragm exchanged for a new one. The windows

are inspected for fog condensation buildup and are cleaned

if needed. The lower laser window of the tube is also

cleaned of any fog condensate, and on rare occasions when

diaphragm debris is found, it is removed. Data and images

are processed before running the next shock wave to ensure

that the shock tube is functioning properly.

4 Experimental results

4.1 Repeatability and quantification of initial

conditions

One of the advantages of the inclined interface shock tube

facility, as discussed before, is that it produces highly

repeatable IC but, as with any experiment, it is subject to

some variation in conditions from run to run. While IC

variations have been discussed little in the past literature,

they are important for ensemble averaged data sets that we

will use. We will attempt to quantify some of the variations

in IC to show the strengths of the inclined interface shock

tube facility for obtaining statistically converged data sets.

We will also describe the IC in detail and the ways in

which they depart from the ideal inclined interface RMI.

To highlight the variations in IC, eight Mie scattering

images were obtained at a time of 10 ls after shock

interaction with the interface. These images were used to

produce a coefficient of variation plot, Fig. 5. The coeffi-

cient of variation highlights areas where the standard

deviation is high relative to the average. It can be seen in

Fig. 5 that the highest coefficient of variation is due to the

interface position that varies up to 1.4 mm in these runs.

The shock position variation can also be seen as an area of

slightly elevated coefficient of variation that is in agree-

ment with our dynamic pressure transducer data, which

shows a typical variation in shock speed of ±2 m/s

from *540 to *544 m/s with a standard deviation of

2.3 m/s over 100 ? runs.

One reason for the variation in interface position, shown

by Fig. 5, is that the interface departs from the perfect 60�

inclination during the time it takes for the driver diaphragm

to rupture and the shock to reach the interface. This time

can be limited to reduce the interface drift during this time,

but some departure from the 60� angle is always present.

To highlight this drift, a run with a high drift period was

imaged just before the shock wave reached the interface.

This image was processed to highlight its departure from

the 60� inclination plane and is shown in Fig. 6. In Fig. 6c,

areas of black (white) show where the interface rose above

(below) the inclination plane. In this worst-case scenario, it

can be seen that the interface can rise or fall *1 mm,

while typical values are much lower. A small spike at the

lower suction slot is also apparent and is created by an air

hammer effect of the valve closing. A small amount of

curvature is also created at the interface edges as the

velocity vectors of the exiting gas align to the suction slots

that are perpendicular to the tube walls. This effect can be

minimized by decreasing the gas flow rates, but low flow

rates also allow for longer residence times at the interface

and a larger diffusion thickness. Figure 7 shows PIV vec-

tors obtained at the interface before an experiment. These

vectors show velocities of up to 1.7 cm/s at the interface

and a low-velocity back circulation at the edges of the

interface. The effect of the interface velocities on the RMI

is negligible since they are five orders of magnitude smaller

Fig. 5 Coefficient of variation of Mie scattering image intensity from

eight experimental runs at t = 0.01 ms after shock interaction. The

region of variation due to the shock wave position is highlighted using

a dashed line due to its low contrast
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than the post-shock interface velocity (*250 m/s). The

departures from the perfect inclination plane can be mini-

mized by controlling flow rates, minimizing drift time, and

by improvements in the suction slot design, which will be

implemented in future runs.

The interface diffusion thickness was quantified using

Mie scattering images taken just before the shock interac-

tion. A line of pixel intensities normal to the interface and

extending approximately 25 mm to either side was taken to

measure the diffusion thickness. To smooth the random

fluctuations in the data, the data were averaged with 30

lines to each side. The pixel intensities increased linearly

across the image coupled with an error function disconti-

nuity at the interface. The linear trend in the image inten-

sities is created by the accumulation of light scattered by

adjacent fog particles. When the linear trend was removed

from the data, the error function could then be fitted and

used to determine the 1–99 % concentrations of fogged

nitrogen. This showed a diffusion thickness of approxi-

mately 1.2 mm (Fig. 8). As mentioned above, this diffu-

sion thickness can be decreased by increasing the gas flow

rates, but this risks inducing a shear instability at the

interface due to the increased velocities at the interface.

4.2 Qualitative examination of the interface evolution

Having examined the IC for the inclined interface RMI and

the repeatability of these conditions, the interface evolution

will now be examined in a qualitative manner. Figure 9

shows a time series of images obtained using the Mie

Fig. 6 a The interface position

with the suction valves open,

b the interface position with the

suction valves closed after being

allowed the maximum drift time

before shock interaction, c a

close-up of the interface

highlighting its departure from a

60� plane

Fig. 7 Velocity vectors at the interface before shock interaction

obtained using PIV
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scattering technique. These images were processed to

normalize intensities and to remove background noise. The

times measured are from the moment the shock wave first

intersects the interface. At time 0.01 ms, the shock wave is

apparent as a jump in the fog Mie scattering intensity. At

the next time (t = 0.36 ms), the interface is still entirely in

the visible portion of the first window. A bright spot of fog

at the lower wall suction slot is also visible. This bright

spot is created by the shock interaction with the suction slot

that re-suspends condensed fog fluid (glycerin) that had

collected in the slot. This spot does not enter the field of

view again until reshock occurs, but is a deleterious effect

that will be mitigated later by improved suction slot design.

Also, at this time, two inflections in the interface curvature

can be seen developing. Later, at time 1.19 ms, these

inflections have increased in number and amplitude as the

vorticity imparted by the RMI is beginning to shape the

interface. A small spike preceding what will become the

main vortex is also evident at this time but dies out later as

it merges with the boundary layer.

At time 2.44 ms, the primary vortex is now prominent

and two small vortices (the secondary and tertiary vortices)

can also be seen developing from the inflections seen at

earlier times. At times 2.91 and 3.38 ms, the secondary and

tertiary vortices can be seen developing and merging. By

time 3.85 ms, these vortices are on top of each other, and

by time 5.09 ms, they have fully merged. At time 3.38 ms,

the upper boundary layer has become fully visible. This

feature is always present in the flow but its visibility varies

in the images due to the fog concentrations and image

normalization procedures used. At time 3.85 ms, another

inflection is visible at the tip of the spike. This feature may

be a ‘‘forking’’ of the spike as seen in other simulations

(Bailie et al. 2012) coupled with a growing boundary layer

but this feature has little time to evolve before reshock

occurs at approximately 5.64 ms. At time 5.09 ms, many

smaller, self-similar Kelvin–Helmholtz vortices can be

seen developing on the primary vortex. These features are

induced by the strong shear, which exists in this feature

between the CO2 and N2. Figure 12 in a later section shows

a close-up of the features. These features have never been

resolved in the simulations of the inclined interface.

The first image in Fig. 10 (t = 5.64 ms) shows the

interface after the incident shock wave has reflected from

the bottom of the tube and reintersected the interface, this

time moving from the heavy gas to the light gas. The

vorticity is amplified by reshock, and small-scale vortices

can be seen developing from perturbations in the pre-re-

shock interface. At t = 6.04 ms, the primary, secondary,

and tertiary vortices have merged with the bubble and

become less defined as they dissipate their energy. At

6.44 ms, the process of reshock can be seen to have

inverted the interface where now the former spike region

containing the vortices has been pushed to an area just out

of the frame of view while the bubble region has been

inverted and now resembles a spike structure. On this

spike, multiple small secondary instabilities can be seen as

they grow to larger scales. The boundary layer is also

drawn out to mix with the fogged nitrogen by vortex fea-

tures created by reshock. At this time, the deleterious

effects of the incident shock interacting with the lower

suction slot can be seen in the region of bright fog at the

bottom of the frame. This region is the reshocked bright

spot last seen at time 0.36 ms emanating from the lower

suction slot. At times t = 6.84 ms through 7.64 ms, the

spike continues to grow as the bright area of fog from the

suction slot becomes more apparent. Again, future

improvements to the slot design will mitigate this effect.

The small structures created by the process of reshock are

now working at late times to break the interface down into

smaller and smaller structures, increasing its mixing rate

and moving it toward a turbulent state. The reshock spike

structure also begins to fork at these late times producing a

flat leading edge. The spike also begins to separate into a

mixing region and a more homogeneous region of CO2 at

the spike base similar to the results seen in the previous

computational work (McFarland et al. 2011). The effects of

reshock and the decay of the interface to turbulence will be

the subject of a future work.

Fig. 8 a Pixel intensities plotted from an average of 61 lines of data

across the interface showing a linearly increasing error function fitted

to the data. b The error function fitted to the data showing the 1–99 %

concentration of fogged nitrogen
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4.3 Mixing width measurements

Having qualitatively examined the evolution of the inclined

interface RMI, we now move to making quantitative

measurements of the interface growth rate. To do this, we

measure the mixing width as defined by the 5–95 %

contours of the fogged nitrogen. This is the method used in

the previous work by the author (McFarland et al. 2011),

and we will follow the scaling method reported in this work

as well for the pre-reshock regime. The 5 and 95 % con-

tours were found using the Mie scattering images shown in

Fig. 9. These images were processed further to identify the

Fig. 9 Time series of Mie scattering images of the inclined interface RMI before reshock

Fig. 10 Time series of Mie scattering images of the inclined interface RMI after reshock
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interface gradient and divide the image into a binary field

showing each pixel as N2 or CO2. The average intensity

along the y direction was taken for each x location to

determine when the flow field contained 5 and 95 % CO2.

For the reshock images presented in Fig. 10, the mixing

widths could not be estimated using the 5–95 % contours

because the contrast at the interface between the CO2 and

the N2 was greatly reduced by the additional small-scale

structures and mixing produced by reshock. This made it

difficult to identify the 5 and 95 % contours. The mixing

width was instead estimated by finding the leading and

trailing edges of the most organized structures upstream

and downstream.

To enable comparisons to the previous simulations

performed by the author and to future experiments at dif-

ferent Atwood numbers, Mach numbers, and inclination

angles, the mixing width and time were non-dimensional-

ized using the scaling method developed in the author’s

previous work. Equations 7–11 outline the non-dimen-

sionalizing method. In brief, the non-dimensional time (s)

is zero at the moment its first transverse wall reflection has

completely passed through the interface. This time is pre-

dicted by t�a in Eq. 11 where wi is the incident shock speed,

k is the interface wavelength, and wrrt is the velocity of the

interface reflected, wall reflected, interface transmitted

shock speed. The offset time is then non-dimensionalized

(in Eq. 10) using the transmitted wave speed wt, the post-

shock Atwood number (A0), and the effective interface

wavelength (kE in Eq. 8). The interface mixing width is

non-dimensionalized using the mixing width at the offset

time (Eq. 9), and the effective interface wavelength

(Eq. 7).

�g ¼ ðg� g�Þ
kE

ð7Þ

kE ¼ k � tanðhÞ ð8Þ

g� ¼ g t�a
� �

ð9Þ

s ¼ wtA
0

kE

t � t�a
� �

ð10Þ

t�a ¼
k

2wi tan h
þ k

2wrrt

ð11Þ

The non-dimensional mixing width measurements are

plotted in Fig. 11 with a line of best fit for both the pre- and

post-reshock regimes. For the pre-reshock regime, error

bars are plotted using the error estimated from image

processing and from run-to-run variations. The image

processing error is an estimation of the error in identifying

the interface based on the variations in image processing

that occur and is near 1 % for all data points. The run-to-

run variation error was estimated using data from three

runs at various times and was estimated to increase linearly

from *3.5 % at t = 1.19 ms to *5 % at t = 5.45 ms.

For the mixing width measurement taken at 5.45 ms, the

interface mixing width exceeded the visible field of the

window and so measurements were estimated using images

from just before and after 5.45 ms where the downstream

and upstream limits of the mixing width were visible.

These measurements were combined using the position of

the primary vortex as a reference. The error of this process

was also estimated and contributed to the much larger error

in this measurement.

For the post-reshock regime, a similar run-to-run error

was included as well as an error associated with estimating

the mixing width using the necessary modified method

described at the beginning of this section for the post-re-

shock flow field. This method was found to result in a 1 %

bias toward a larger than actual mixing width measurement

found using pre-reshock calibration images. Based on the

mixing width measurements from simulations in the

author’s previous work (McFarland et al. 2011), a linear

trend is expected at early times with a leveling off near the

approach of reshock. The measurements shown here

Fig. 11 Non-dimensionalized mixing width plotted versus non-

dimensional time

Fig. 12 PIV image with a sample of velocity vectors
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exhibit a linear trend at early times and an asymptotic trend

at late times as expected for the pre-reshock regime. In the

post-reshock regime, the non-dimensionalized mixing

width levels off as expected and then increases linearly. In

the future work, these measurements will be compared with

simulations and experiments at differing conditions.

4.4 Velocity measurements in the primary vortex

At late times, the primary vortex exhibits a high degree of

vorticity with small KH structures developing along the

edge of the primary vortex. The primary vortex contains

the largest amount of vorticity in the flow field. This vor-

ticity was estimated using velocity vectors obtained using

PIV. In an effort to capture some of the vorticity contained

in the smaller KH structures, the camera field of view was

reduced to contain only the primary vortex. Fog droplets

were used as the PIV particles, and a time delay of 2 ls

between PIV images was applied to obtain velocity vectors

in the flow field that was traveling at a bulk velocity pre-

dicted by 1D gas dynamics to be 250 m/s. The vectors were

calculated using the TSI software Insight 3G with a

recursive Nyquist grid with a minimum spot size of 8-by-8

pixels, fast Fourier transform (FFT) correlation and

Gaussian mask. The vectors obtained had a signal-to-noise

pass ratio of 2.0. The bulk velocity was subtracted from the

vectors to show the relative motion of the flow field. Fig-

ure 12 shows these vectors plotted on top of a processed

PIV image where only 1 out of every 9 of the approxi-

mately 12,000 vectors obtained are plotted.

The vorticity was plotted by taking the curl of the 2D

velocity field. Obtaining numerical derivatives was com-

plicated due to the somewhat noisy vector field. Missing

values were first interpolated where nearby points were

available. To obtain more accurate numerical derivatives,

the vector field was then smoothed using a median filter

with a 19-by-19 bin size. The derivatives were then found

using the central difference method and combined to find

the vorticity field. The vorticity field was again smoothed

using a 3-by-3 median filter for the purpose of plotting

only. The result is shown in Fig. 13 with a sample of the

PIV vectors plotted as well. Figure 13 shows a well-

defined vortex core with some regionally high pockets of

negative vorticity along the interface possibly due to the

KH structures being picked up. Localized spots of positive

vorticity were picked up by the occasional vectors found in

the unseeded CO2, but these are likely numerical artifacts

of the relatively few points available for numerical

differentiation.

The vorticity was also plotted for the entire flow field

with velocity vectors superimposed after the subtraction of

the bulk velocity as seen in Fig. 14. Velocity vectors were

obtained for the bottom region by introducing a small

amount of seeded N2 into the CO2. The amount of N2

added to the CO2 was found to be negligible because the

interface was in the location predicted by 1D gas dynamics

and prominent feature locations were within run-to-run

variation. The interface is associated with a region of

negative vorticity with notably less vorticity at the tip of

the bubble. Positive vorticity dominates the upper
Fig. 13 Velocity vectors plotted with estimated vorticity field for the

primary vortex

Fig. 14 Velocity vectors

plotted with estimated vorticity

field for the entire flow field
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boundary layer and is also seen in other localized regions

of the flow field. A region of negative vorticity is expected

in the bottom boundary layer, but it is not visible due to

light seeding.

5 Conclusions

A new inclined shock tube facility for studying the Rich-

tmyer–Meshkov instability has been completed and pre-

liminary results reported. The Texas A&M shock tube

facility has the capability to perform up to Mach 3.0 shock

experiments at inclination angles of 0�–90�. This facility

was designed for obtaining statistical data sets and is

capable of running up to 30 experiments a day using optical

diagnostics to obtain the velocity and density field mea-

surements. The first known detailed experiments on the

inclined interface Richtmyer–Meshkov instability have

been reported. The experiments were shown to have good

repeatability with low variation in the IC from run to run.

Mie scattering images were used to quantify the initial

interface shape, and PIV vectors were obtained to show the

negligible interface velocities created by the gas co-flowing

method used to create the interface. The initial diffusion

thickness was found to be approximately 1.4 mm.

A time series of images obtained over the evolution of

the interface shows a strong primary vortex with a sec-

ondary and a tertiary vortex, which merge at late times.

Images obtained just before reshock show high-resolution

KH vortices that develop on top of the primary vortex.

These features have never been resolved in previous sim-

ulations of the inclined interface RMI. Images of the post-

reshock interface show an inversion of the interface and an

amplification of small vortical structures, which increase

the interface mixing greatly. At late times after reshock, a

well-formed spike structure is apparent coupled with strong

secondary instabilities, which continue to mix the flow field

and drive it further toward a turbulent state. Non-dimen-

sionalized mixing width measurements show an initially

linear non-dimensional growth rate of the mixing width

followed by an asymptotic period before reshock occurs.

Finally, PIV vectors were obtained in the primary vortex

and for the whole interface at late time and used to cal-

culate the vorticity. These vorticity plots showed a well-

organized core of negative vorticity in the primary vortex

with little to no positive vorticity in the interface mixing

region.
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