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Abstract The production of a liquid spray can be sum-

marized as the succession of the following three steps; the

liquid flow ejection, the primary breakup mechanism and the

secondary breakup mechanism. The intermediate step—the

primary breakup mechanism—covers the early liquid flow

deformation down to the production of the first isolated

liquid fragments. This step is very important and requires to

be fully understood since it constitutes the link between the

flow issuing from the atomizer and the final spray. This paper

reviews the experimental investigations dedicated to this

early atomization step. Several situations are considered:

cylindrical liquid jets, flat liquid sheets, air-assisted cylin-

drical liquid jets and air-assisted flat liquid sheets. Each fluid

stream adopts several atomization regimes according to the

operating conditions. These regimes as well as the significant

parameters they depend on are listed. The main instability

mechanisms, which control primary breakup processes, are

rather well described. This review points out the internal

geometrical nozzle characteristics and internal flow details

that influence the atomization mechanisms. The contribu-

tions of these characteristics, which require further

investigations to be fully identified and quantified, are

believed to be the main reason of experimental discrepancies

and explain a lack of universal primary breakup regime

categorizations.

List of symbols

a liquid jet radius (mm)

A spray angle parameter

AL, AG fluid flow exit section area (mm2)

d nozzle diameter (mm)

D drop diameter (lm)

D32 Sauter mean diameter (lm)

D43 arithmetic mean diameter of the volume-based

drop-size distribution (lm)

f undulation frequency (Hz)

g gravitational acceleration (m/s2)

k wave number (m-1)

K liquid sheet thickness parameter (cm2)

L nozzle length (mm)

LBU breakup length (mm)

LC liquid jet core length (mm)

Lp boundary-layer length (mm)

LPC liquid jet potential core length (mm)

LPP liquid presence probability

m mass flux ratio

M momentum flux ratio

Oh Ohnesorge number

Pamb gas ambient pressure (MPa)

r radial coordinate (mm)

rb radial position of a flat sheet

breakup (mm)

Re Reynolds number

T Taylor number

t time (s)

tBU breakup time (s)

tL, tG liquid and gas flow thickness (mm)

U average velocity (m/s)

ULC critical liquid jet velocity (m/s)

UL0 minimum liquid jet velocity (m/s)

We Weber number

WeGc critical gaseous Weber number

WeR relative gaseous Weber number

x axial distance from nozzle (mm)
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Greek symbols

d air vorticity thickness (mm)

DPi injection pressure (MPa)

q fluid density (kg/m3)

k wavelength (cm)

K radial spatial integral length of turbulence (lm)

l fluid dynamic viscosity (kg/ms)

r surface tension (N/m)

g interface displacement (mm)

g0 initial interface displacement (lm)

x pulsation (s-1)

Subscripts

L related to the liquid flow

G related to the gas flow

max maximum

opt optimum

1 Introduction

Many industrial processes and domestic applications

involve liquids as dispersed phases or sprays, rather than as

continuous flows (Lefebvre 1989; Bayvel and Orzechowski

1993). This is the case of field treatment in agriculture,

drug delivery in medical therapy, mixture preparation for

combustion purposes, coatings at small scale (pills fabri-

cation, etc.) or large scale (industrial paintings, etc.), fire

extinction, atmosphere cleaning, powder fabrication to

quote just a few examples. Whatever the process or

application involving a liquid spray, its efficiency depends

on the spray characteristics and its optimization requires

the spray formation to be controlled.

A spray is defined as a flow of individual liquid droplets

evolving in a surrounding gaseous medium. Each droplet has

its own diameter and velocity and may collide and coalesce

with other droplets. The important spray characteristics are

the drop-size distribution, the drop-velocity distribution, the

density (number of droplets per unit volume), the spatial

distribution (local volume fraction), and drop temperature.

Specific diagnostics have been developed to determine these

characteristics by experiment. Descriptions of such diag-

nostics are available in Bachalo (2000), Frohn and Roth

(2000) and Tropea et al. (2007). The spray characteristics

depend on the atomization process.

Liquid atomization processes are mechanisms during

which the ratio of surface to mass in the liquid is increased

(Mansour and Chigier 1991). The most widely encountered

liquid spray formation process consists in ejecting a liquid

flow into a gaseous environment. The interaction between

the liquid flow and the gas leads to a rapid disintegration of

the liquid flow into a flow of droplets. The spray production

results in three main steps, namely, the ejection of a liquid

flow, the primary breakup mechanism and the secondary

breakup mechanism. As soon as the liquid flow issues from

the nozzle, deformations appear on the liquid interface.

These deformations grow in space and time and eventually

result in the ejection of liquid fragments from the main

liquid flow. The initial flow deformation and the sub-

sequent production of liquid fragments constitute the

primary atomization mechanism. Then, these liquid frag-

ments may also distort and disintegrate into smaller

elements, this process being repeated until these elements

are stable drops. Stable drops are obtained when surface

tension forces are strong enough to ensure the cohesion of

the liquid fragment. This step constitutes the secondary

atomization process. The relative importance of each step

depends on the initial energy of the liquid flow. For low

initial energy, the primary atomization may produce stable

drops as well as greater liquid fragments that may undergo

secondary breakup. For high initial energy, the secondary

atomization might be dominant in the production of the

final spray.

From a general point of view, two major factors control

the primary atomization mechanism, namely, the presence

of initial disturbances on the liquid–gas interface and a

mechanism that allows some of these disturbances to grow

leading to the breakup of the liquid flow. The character-

istics of the resulting spray depend on both factors.

Theoretical analyses have been carried out on the initial

distortion and disintegration of liquid streams (Lin and

Reitz 1998; Sirignano and Mehring 2000). These approa-

ches are based on the determination of unstable waves that

grow on the liquid–gas interface and therefore dominate its

breakup. These approaches have a limited domain of

application so far. High-energy atomization processes are

still untouched and little theoretical analysis exists on the

coupling of the wave phenomenon with behavior upstream

in the nozzle.

From an experimental point of view, the primary

atomization step has been often ignored and atomization

analyses have consisted in developing correlations between

spray characteristics (such as cone angle, breakup length or

mean drop diameter) and selected parameters (such as

liquid properties, selected nozzle dimensions, injection

pressure, etc.). This was due to the fact that experimental

approaches have suffered from a lack of specific and

powerful diagnostics. Things have been changing for the

past two decades with the emergence of new experimental

techniques and now efforts should be done to study the

crucial primary atomization step, which is the vital link

between the liquid emerging from the nozzle and the fully

developed spray (Chigier 2005).

This paper intends to shed more light on the cur-

rent knowledge of primary breakup mechanisms by

reviewing experimental investigations dedicated to this
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early atomization step. Several situations are considered.

Section 2 reports studies on cylindrical liquid jets. This

section is divided into two subsections dedicated to low

and high-velocity jets, respectively. Section 3 presents

investigations carried out on flat liquid sheets. Section 4

considers the case of air-assisted cylindrical liquid jets, and

the final section is dedicated to air-assisted liquid sheets.

All the studies reported in this paper were conducted with

Newtonian fluids and the atomization processes were free

of any external forcing (except otherwise mentioned). For

the cases of air-assisted atomization, external mixing with

co-flowing gas and liquid streams has been only consid-

ered. The experimental techniques are summarized and

details can be found in the respective references.

2 Cylindrical liquid jets

2.1 General considerations

The behavior of cylindrical liquid jets discharging into a

quiescent gaseous atmosphere has received a continuous

attention from the scientific community over the past years.

The first experimental investigation dated on the first half

of the nineteenth century (Savart 1833). Cylindrical jets are

produced by forcing the liquid to pass through a cylindrical

tube of diameter d and length L. Several disintegration

mechanisms are observed as a function of the liquid flow

rate. A commonly used way of categorizing the cylindrical

jet disintegration mechanisms is to plot the breakup length

LBU of the jet versus the average issuing velocity UL. This

plot is called the jet stability curve (Mc Carthy and Molloy

1974; Lefebvre 1989; Chigier and Reitz 1996; Lin and

Reitz 1998). The breakup length is the coherent portion of

the jet, i.e., the length of the continuous jet attached to the

nozzle. The average issuing velocity is defined as the

volume flow rate divided by the exit section of the nozzle.

A typical jet stability curve is schematized in Fig. 1. Five

breakup regimes are identified. Following the traditional

nomenclature, these regimes are called the dripping regime

(region A), the Rayleigh (region B), the first wind-induced

(region C), the second wind-induced (region D) and the

atomization (region E) regimes.

The dripping regime (region A) corresponds to the sit-

uation where drops are directly emitted from the nozzle

exit without the formation of a continuous liquid column.

The velocity UL0 under which this regime is observed is a

function of the nozzle diameter and the liquid surface

tension.

In the Rayleigh regime (region B, Fig. 1) one assumes

the liquid column to be disturbed by a single axisymmetric

perturbation with a wavelength of the same order of

magnitude of the jet diameter. When the amplitude of the

perturbation becomes equal to the jet radius, a drop deta-

ches from the jet. Drops issued from the Rayleigh

mechanism have similar diameter and the breakup length is

easily identifiable. Rayleigh (1878) demonstrated that the

behavior observed in this regime is a capillary instability.

In the first wind-induced regime (region C, Fig. 1), a

dominant perturbation evolving on the jet interface is still

visible. Although it is still rather axisymmetric, the drop

production is not as organized as in the Rayleigh regime.

For instance the production of satellite droplets between

the main drops may be enhanced and the whole drop-size

distribution may become wider. Although the main drops

are slightly smaller than the Rayleigh regime drops, their

ULULO ULC

LBU

A

B C E 

D

Fig. 1 Cylindrical jet behavior. Top stability curve, bottom example

of visualizations (from left to right): Rayleigh regime (region B)

ReL = 790, WeG = 0.06; first wind-induced regime (region C)

ReL = 5,500, WeG = 2.7; second wind-induced regime (region D)

ReL = 16,500, WeG = 24; atomization regime (region E)

ReL = 28,000, WeG = 70 (images from Leroux 1996)
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diameters are still of the order of magnitude of the jet

diameter. This regime owes its name to the fact that, as

theoretically demonstrated by Weber (1931), the growth

perturbation process is assisted by the presence of the

gaseous environment.

In the second wind-induced regime (region D, Fig. 1),

the liquid jet column is perturbed right at the nozzle exit

and shows a very chaotic shape as the perturbations grow.

The characteristic length-scales of these perturbations

cover a large range and increase the width of the drop-size

distribution. Two primary breakup mechanisms can be

observed. Near the nozzle exit, small droplets are peeled

off the interface. Farther downstream, the remaining liquid

flow breaks up as a whole into large liquid fragments.

These latter are subject to secondary atomization. The

second wind-induced regime is due to the joint contribution

of the liquid flow turbulence and the effect of the aerody-

namic forces.

Lefebvre (1989) defined the atomization regime (region

E, Fig. 1) as a complete jet disruption at the nozzle exit

producing average drop diameters much less than the jet

diameter. Faeth et al. (1995) pointed out that, in the

atomization regime, spray properties including criteria for

the onset of breakup are strongly influenced by the degree

of flow development and the presence of turbulence at the

jet exit. Chigier and Reitz (1996) emphasized the impor-

tance of liquid cavitation in the atomization regime:

cavitating flows produce small breakup length jets whereas

fully detached flows produce high breakup length jets. In

the latter case, the issuing liquid jet has a diameter less than

the nozzle diameter and shows a perfectly smooth inter-

face. Lin and Reitz (1998) noted confusion about the

breakup length trend in this region and associated apparent

anomalies between several experimental investigations

with changes in the nozzle internal flow patterns caused by

separation and cavitation phenomena.

Lefebvre (1989) associated each atomization regime to a

typical flow structure, namely, laminar flow region, tran-

sition region and turbulent flow region for the regions B, C

and D, respectively. Attempts of delimiting the regimes on

the basis of non-dimensional numbers can be found in the

literature (see Lefebvre 1989). Chigier and Reitz (1996)

and Lin and Reitz (1998) reviewed the criteria for the jet

breakup regimes found in the literature. Table 1 summa-

rizes this review and shows that regimes B and C are

associated to typical values of liquid Weber number WeL,

gaseous Weber number WeG and Ohnesorge number Oh

whereas regimes D and E involve the gaseous Weber

number, the Taylor parameter T and the liquid to gas

density ratio. These numbers are defined by

WeL ¼
qLU2

Ld

r
WeG ¼

qGU2
Ld

r
ReL ¼

qLULd

lL

Oh ¼ lL
ffiffiffiffiffiffiffiffiffiffiffi

qLdr
p T ¼ qL

qG

ReL

WeL

� �2

8

>

>

<

>

>

:

ð1Þ

where qL and qG are the liquid and gas densities, respec-

tively, lL is the liquid dynamic viscosity and r is the

surface tension coefficient.

Ranz (1956) derived criteria from force balance con-

siderations. The dripping from the nozzle exit no longer

occurs if the liquid inertia force becomes greater than the

surface tension force, leading to a limit in terms of WeL

for the region A. Furthermore, Ranz (1956) argued that

the first wind-induced regime is reached when the sur-

rounding gas inertia force reached 10% of the surface

tension force, and that these two forces become of the

same order of magnitude when the second wind-induced

regime is approached. The limits for these two regimes

were therefore associated to specific value of the gaseous

Weber number (see Table 1).

The criterion due to Sterling and Sleicher (1975) to

delimitate the Rayleigh and first wind-induced regimes

comes from linear stability theoretical considerations. The

Rayleigh and first wind-induced regimes have been widely

investigated by linear stability theories (Rayleigh 1878;

Weber 1931; Sterling and Sleicher 1975; Leib and Gold-

stein 1986a, b, etc.). A complete review of these

approaches is available in Sirignano and Mehring (2000)

and a summary of linear theories applied to cylindrical jets

can be found in Lin and Reitz (1998). The linear stability

theory bases are the following.

The temporal linear stability theory assumes that the

interface of a cylindrical jet of radius a is perturbed by an

axisymmetric wave with a Fourier component of the form:

Table 1 Criteria of cylindrical

liquid jet disintegration regimes

a Ranz (1956), b Sterling and

Sleicher (1975), c Miesse

(1955), d Reitz (1978), e Dan

et al. (1997)

Disintegration regime Comment

Region A: dripping regime WeL \ 8a

Region B: Rayleigh regime WeL [ 8a

WeG \ 0.4a or 1.2 + 3.41Oh0.9b

Region C: first wind-induced regime 1.2 + 3.41Oh0.9b \ WeG \ 13a

Region D: second wind-induced regime 13a \ WeG \ 40.3c

Region E: atomization regime 40.3c \ WeG

qG

qL
[

ffiffiffi

A
p
�1:15ð Þ
744

f Tð Þ�2d

f Tð Þ ¼
ffiffi

3
p

6
1� exp �10Tð Þ½ �e
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g x; tð Þ ¼ g0 exp xt þ ikxð Þ ð2Þ

in the cylindrical coordinate system (r, h, x) that follows

the liquid and whose origin x = 0 is at the nozzle exit at

time t = 0. g(x, t) represents the displacement of the

interface from the position r = a, g0 is the initial amplitude

of the perturbation, k is the wave number of the

disturbance. The temporal linear stability theory assumes

that the frequency x is complex and that its real part xr is

the temporal growth rate of the perturbation. The

combination of the fluid dynamics equations (continuity

and momentum) with kinematic and dynamic conditions

that owe to be satisfied at the liquid–gas interface leads to

the dispersion equation. The resolution of this equation,

which gives the growth rate xr for a given perturbation

wave number k, shows that the growth rate reaches a

maximum xrmax for a given wave number kopt. This

perturbation is called the dominant or optimum

perturbation and is supposed to be responsible for the

disruption of the liquid column that occurs at the location

where the perturbation amplitude is equal to the jet radius.

This breakup criterion is written as

a ¼ g0 exp xr maxtBUð Þ ð3Þ

where tBU is the breakup time. The breakup length LBU is

then obtained by multiplying the breakup time by the jet

velocity:

LBU ¼
UL

xr max

ln
a

g0

� �

ð4Þ

Rayleigh (1878) considered the case of an infinite column

of non-viscous liquid at rest and in vacuum. He found that

only the perturbations such that k(2a) \ 1 can grow and

that the characteristics of the dominant perturbations are

kopt ¼ 4:51 2að Þ kopt ¼
0:7

2a
xr max ¼ 0:393

ffiffiffiffiffiffiffiffiffiffi

r
qLa3

r

ð5Þ

where kopt is the wavelength of the optimum perturbation.

This solution shows that a liquid column is unstable and

reorganizes as droplets under the action of the surface

tension forces only. Considering that one single drop is

produced per wavelength, a mass conservation at the

breakup reports a drop diameter D proportional to the jet

diameter d (D = 1.89d). Although the capillary instability

theory due to Rayleigh was developed for liquid column at

rest, it is assumed that it is applicable to liquid jet with

sufficiently low velocity. In this case Eqs. (4) and (5)

shows that the jet breakup length evolves linearly with the

liquid jet velocity as observed in region B of the stability

curve (Fig. 1). Therefore, region B is recognized as being

the manifestation of this capillary instability. Sirignano and

Mehring (2000) analyzed the energy transfer in the Ray-

leigh mechanism and concluded that, during the oscillation,

surface energy is transferred to viscous dissipation via

kinetic energy and that the viscous dissipation slightly

increases the liquid temperature.

Weber (1931) extended the Rayleigh theory by taking

into account the liquid viscosity, the jet velocity and the

surrounding gas that introduces aerodynamic forces. He

found that, as the liquid jet velocity increases, the aero-

dynamic forces increase the growth rate of the dominant

wave in such a way that the breakup length (Eq. 4)

decreases when the jet velocity increases as observed in the

region C of the jet stability curve. (At the same time, the

dominant wavelength decreases suggesting a decrease of

the droplet sizes.) Thus, according to Weber development,

the critical point of the stability curve (first maximum)

characterized by the critical jet velocity ULC (Fig. 1) is the

manifestation of the action of aerodynamic forces. Weber’s

theory associates a critical gaseous Weber number WeGc to

the critical point of the stability curve. (WeGc varies from

1.8 to 3 when the jet Ohnesorge number Oh ranges from

10-3 to 10.) The result of Weber’s theory pleads for a

criterion based on the gaseous Weber number to delimitate

the Rayleigh and the first wind-induced.

Weber’s theory often failed in predicting critical

velocities in agreements with measurements (see Grant and

Middleman 1966; Fenn and Middleman 1969, for instance)

and some investigators discounted this theory entirely

(Lefebvre 1989). Sterling and Sleicher (1975) argued that

one of the drawbacks of Weber’s analysis is to disregard

the effect of gaseous viscosity whose expected contribution

is to reduce the aerodynamic effects. They subsequently

proposed a correction of the dispersion equation by mul-

tiplying the aerodynamic force term by a constant that they

found to be equal to 0.175. Consequently, the critical

velocity was associated to a critical gaseous Weber number

1/0.175 greater than the one reported by Weber. The

modified theory developed by Sterling and Sleicher (1975)

reported the criteria given in Table 1 that corresponds the

gaseous Weber number at which the aerodynamic term is

10% of the surface tension term.

As far as the linear stability theory is concerned, one

should mention the more recent spatio-temporal stability

analyses (Keller et al. 1973; Leib and Goldstein 1986a, b;

Lin and Lian 1990; Lin 2003). Contrary to the purely

temporal stability analysis, the spatio-temporal stability

analysis considers that the perturbation may grow in time

as well as in space allowing the wave number k in Eq. (2)

to be complex, its imaginary part ki being the spatial

growth rate of the perturbation. Keller et al. (1973) dem-

onstrated that temporal and spatial analyses converge when

WeL [ 6. The analysis due to Leib and Goldstein (1986a,

b) pointed out the existence of unstable disturbances that

must propagate in both downstream and upstream direc-

tions. These instabilities are absolute instabilities. They
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differ from convective instabilities that are characterized

by a downstream propagation only. Leib and Goldstein

(1986a) found that an inviscid jet evolving in vacuum is

subject to an absolute instability if WeL \ 2p, otherwise

the instability is convective. This limit is slightly reduced

when the gas density and the liquid velocity are taken into

account (Leib and Goldstein 1986b; Lin and Lian 1989;

Funada et al. 2004). According to Lin and Reitz (1998), the

theoretical prediction that the unstable distance must

propagate in both downstream and upstream directions

when the jet velocity is smaller than that corresponding to

WeL = 2p signifies that absolute instability occurs when

the inertia is not sufficiently large to carry downstream all

the unstable disturbances that derive their energy from the

surface tension. Thus, surface tension remains the source of

instability and transition from absolute to convective

instability corresponds to the beginning of the formability

of the liquid jet. (Let us note that the theoretical delineation

between absolute and convective instabilities is similar to

the criterion for the dripping regime reported by Ranz

(1956).) Lin and Reitz (1998) concluded that the dripping

regime (UL \ UL0, region A in Fig. 1) is an illustration of

absolute instabilities whereas Rayleigh, first wind-induced,

second wind-induced and atomization regimes are all the

manifestations of convective instability. Considering Kel-

ler et al.’s criterion, it appears therefore that temporal

stability analyses are acceptable approaches in the Ray-

leigh and the first wind-induced regimes.

The criterion provided by Miesse (1955) to delimit the

second wind-induced to the atomization regimes (Table 1)

comes from empirical considerations. Chigier and Reitz

(1996) mentioned that nozzle internal flow effects are

known to be important for high-speed jets and that this

criterion must be regarded as indicative of the regime

boundary, since nozzle design details are not represented in

this criterion. An alternative criterion to account for nozzle

effects was established by Reitz (1978) using results from

the surface wave growth theory developed by Taylor

(1940). This theoretical development corresponds to the

temporal linear stability theory in the limiting case of

ka!1. In Reitz’s criterion for the onset of the atom-

ization regime, A is the spray angle parameter that accounts

for nozzle internal flow effects. This parameter must be

determined from experiments (Reitz and Bracco 1982).

Lin and Creighton (1990) calculated an energy budget of

an atomizing liquid jet based on a spatial linear stability

theory. This budget revealed that in the Rayleigh and the

first wind-induced regimes, capillary pinching remains the

mechanism of breakup and that the term associated to

surface tension is always dominant (even in the first wind-

induced regime). Based on this observation Lin and Reitz

(1998) concluded that a best denomination of the first

wind-induced breakup regime would be wind-assisted

breakup regime. However, the second wind-induced and

atomization regimes are genuinely wind-induced. In these

regimes, surface tension acts against the formation of small

droplets generated by the interfacial pressure fluctuations.

The following subsections present a review of experi-

mental studies on cylindrical liquid jet primary atomization

processes. This review will help to appreciate the relevance

and completeness of the criteria presented in Table 1. The

presentation is divided into two parts: low-Weber cylin-

drical liquid jets (regions B and C in Fig. 1) and high-

Weber cylindrical liquid jets (regions D and E in Fig. 1).

2.2 Low-Weber cylindrical liquid jets

The low-Weber cylindrical liquid jets considered in this

section are those showing a breakup mechanism identified

as being in the Rayleigh or the first wind-induced regimes.

These jets show several common features such as an

organized atomization process, drops pinched off the end

of the jet, drop diameter of the order of the jet diameter and

the absence of secondary atomization. First, experimental

investigations based on the measurement of jet breakup

length are presented. Second, experimental investigations

conducted on the characterization of the deformation that

conducts to the breakup are reviewed.

Grant and Middleman (1966) and Fenn and Middleman

(1969) took liquid jets shadowgraph images with a high-

speed electronic flash unit (0.5 ls flash duration). The

breakup length measurements were made directly from

negatives with an accuracy that ranged from 0.01 to 1 mm

according to the order of magnitude of the dimensions. The

number of negatives analyzed for each operating condition

was not specified. Grant and Middleman (1966) worked

with several nozzles with a diameter ranging from 0.3 to

1.4 mm and a L/d ratio comprised between 7 and 150.

Furthermore, several liquids were tested (lL [ [10-3,

0.16 kg/ms]; r [ [23, 71 mN/m]; qL [ [800, 1,230 kg/

m3]). The corresponding jet Ohnesorge number ranged

from 4 9 10-3 to 0.9. Grant and Middleman (1966)

returned poor agreement between the measured critical jet

velocity and Weber’s prediction. It was found that Weber’s

theory underestimated the critical velocity for high-Ohne-

sorge jets and overestimated it otherwise. From this

observation Grant and Middleman (1966) suggested a

correction of Weber’s theory. This correction was made in

two steps. First, a correction function was introduced in the

aerodynamic force term in Weber’s dispersion equation in

order to force the equation to report the measured critical

velocity. Second, for each situation, the term ln(a/g0) was

calculated in order that the breakup length calculated by

Eq. (4) returned the measured value. Grant and Middleman

(1966) found that both the correcting function introduced

in the dispersion equation and the term ln(a/g0) depended
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on the jet Ohnesorge number. Although this modified

theory reported good predictions for jets under atmospheric

condition, it failed to predict the critical jet velocity under

subatmospheric pressure. They also noticed that the mod-

ified theory did not account properly of the influence of the

nozzle L/d ratio. They suggested that these disagreements

were caused by the influence of the relaxation of the jet

velocity-profile, which is not taken into account in the

theory.

Fenn and Middleman (1969) measured the stability

curve in the Rayleigh and first wind-induced regimes as a

function of the ambient pressure, which was decreased

from 0.1 MPa to 670 Pa. They observed that the effect of

ambient pressure depends upon the viscosity of the liquid.

For high-Ohnesorge number jets, the critical velocity

increases as the ambient pressure decreases. This trend

agrees with the one reported by Weber’s theory. However,

Fenn and Middleman (1969) obtained a critical gaseous

Weber equal to 5.3, which is greater than Weber’s pre-

diction. For low-Ohnesorge number jets (\0.04 in their

experiments) the critical velocity was found independent of

the ambient pressure and the associated Weber number

always \5.3. Thus, the passage from the Rayleigh to the

first wind-induced regimes cannot be attributed to aero-

dynamic force effects. For these jets, Fenn and Middleman

(1969) reported a correlation between the Reynolds num-

ber calculated with the critical velocity and the liquid–gas

dynamic viscosity ratio. Despite the ambient viscosity was

not varied in their experiments, they suggested that the

appearance of the maximum is due to the effect of the shear

stresses generated by the motion of the interface.

Sterling and Sleicher (1975) argued that the indepen-

dence between the stability curve and the ambient

conditions reported by Fenn and Middleman (1969) was

due to jet velocity-profile relaxation effects that they

demonstrated to become paramount when the jet Ohne-

sorge is small. Furthermore, as said in the previous section,

they noted that Weber’s theory overestimated the aerody-

namic effects and introduced a constant in the dispersion

equation to correct this drawback. They tested their mod-

ified theory by measuring breakup length on jets produced

by nozzles especially designed to produce nearly uniform

velocity-profile jets at the nozzle exit when the L/d ratio is

small (&0.25). They also used extended nozzles (L/d = 49

and 96). The experiments were performed with three liq-

uids (lL [ [10-3, 30 9 10-3 kg/ms]; r [ [30, 72 mN/m];

qL [ [868, 1,000 kg/m3]). At low liquid velocity, the

breakup lengths were measured from stroboscopic visual-

izations of the jets. For higher velocities, 50–100

shadowgraph images taken by a 24 frames/s camera were

analyzed at each velocity. They found that their modified

theory agreed well with their measurements when the

velocity-profile relaxation effects were small, i.e., for small

L/d ratio nozzles or large Ohnesorge jets. This agreement

was lost when relaxation effects became paramount, i.e.,

for large L/d nozzles and small Ohnesorge jets. In these

cases, the critical velocities were always overestimated.

They concluded that in the absence of velocity-relaxation

effects, the passage from the Rayleigh to the first wind-

induced is a manifestation of aerodynamic forces.

The exact role of velocity-relaxation on the jet behavior

has not been established so far as well as a criterion for

determining when these effects can be ignored. Some

authors argued that for jets whose stability curve is inde-

pendent of the ambient condition, the maximum of the

stability curve and the change of the slope sign are likely to

be due to an increase of the initial amplitude of the per-

turbation (Phinney 1972; Mansour and Chigier 1994).

However, the correlation between velocity-profile relaxa-

tion and increase of initial amplitude of the perturbations

has not been demonstrated so far. On the other hand, a

temporal linear stability theory accounting for the jet

velocity-profile but neglecting its relaxation showed that

the characteristics of the dominant waves are functions of

the velocity-profile (Ibrahim and Marshall 2000). Thus, a

modification of the wave growth due to velocity-profile

relaxation cannot be excluded.

Leroux et al. (1996, 1997) conducted an experimental

investigation on the influence of the ambient pressure on

the stability curve of Newtonian cylindrical liquid jets. The

measurements were based on an image processing tech-

nique. Backlight visualizations (shadowgraph images) of

liquid jets were taken with a CCD camera and a 2 ls flash

duration stroboscope. The gray-level histograms of the

images were analyzed in order to determine a threshold to

dissociate liquid pixel (low levels) from background pixels

(high levels). Pixels whose gray level was equal to this

threshold were assumed to reproduce the contour of the

liquid jet. Then, the position of the farthest contour pixel

from the nozzle gave the liquid jet breakup length. One of

the main advantages of this technique is that it required

\4 min to acquire and analyze 1,000 images. Thus,

breakup length distributions could be plotted and analyzed

as a function of the working conditions. Results showed

that the breakup length distributions were well represented

by Gaussian distributions and that the distribution width

roughly followed the evolution of the breakup length when

the liquid velocity increased. In their analysis, Leroux et al.

(1996, 1997) used the maximum reported by the Gaussian

distribution as representative breakup length.

Stability curves were measured for a wide range of

operating conditions (d [ [0.28, 1 mm]; L/d [ [10, 100];

r [ [0.027, 0.075 N/m]; lL [ [10-3, 7 9 10-3 kg/ms];

Pamb [ [0.1, 8 MPa]). It was found that the evolution of the

critical velocity with the ambient gas density depends on

the operating conditions including the nature of the fluid,
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the nozzle characteristics and the gas density. From a

general point of view, the variation of the critical velocity

with the gas density can be schematized as shown in Fig. 2.

The predictions due to Weber (1931) and Sterling and

Sleicher (1975) are also indicated in this figure. Since both

stability theories attribute a constant gaseous Weber num-

ber at the critical point, their predictions appear as straight

lines with a slope equal to -1/2 on the log–log represen-

tation given in Fig. 2. The results found by Leroux et al.

(1996, 1997) show three jet regimes according to the ratio

qG*/qG, the characteristic value qG* being defined as the

gas density for which Weber’s prediction is correct (see

Fig. 2).

When qG*/qG [ 1 (regime 1 in Fig. 2), the critical

velocity is independent of the gas density and therefore the

transition from the Rayleigh to the first wind-induced

regimes in this condition is not due to aerodynamic force

effects. This is emphasized by the fact that, as seen in

Fig. 2, the regime 1 jet critical velocity is far less than the

velocity required to expect an action of aerodynamic for-

ces, this later velocity being at least the one given by

Weber’s analysis. When qG*/qG � 1 (regime 3 in Fig. 2),

the jet critical velocity decreases when the gas density is

increased and are well predicted by Sterling and Sleicher’s

(1975) modified theory giving credit to the value of the

correcting constant they introduced in Weber’s dispersion

equation. Thus, as concluded by Sterling and Sleicher

(1975) the transition from the Rayleigh to the first wind-

induced regimes for regime 3 jets is the manifestation of

aerodynamic force effects. Regime 2 in Fig. 2 is a transi-

tional regime.

Leroux et al. (1997) suggested a modification of the

Weber theory in order to correctly predict the critical

velocity for all regime jets. Following Sterling and

Sleicher’s approach, they multiplied the aerodynamic term

in Weber’s dispersion equation by a correcting function

f(qG*/qG). This function eliminated the gas density effect

when qG*/qG [ 1 and was equal to Sleicher and Sleicher’s

correcting constant in the opposite situation. The applica-

tion of this modified Weber theory reported critical

velocities in agreement with measurements for all regime

jets. However, whereas for regime 3 jets, the experimental

and calculated stability curves were in perfect agreement

over the Rayleigh and the first wind-induced regimes, sharp

disagreements were obtained in the first wind-induced

regime of regime 1 jets, the measured breakup lengths

being always less than the calculated ones in this region.

Thus, the increase of the optimum wave growth rate

returned by the linear theory in the first wind-induced

regime is not appropriate to describe regime 1 jet behavior.

Malot et al. (2000) and Malot and Dumouchel (2001)

pointed out another disagreement between the linear theory

and the behavior of regime 1 jets by measuring the drop-

size distribution of the spray produced in the Rayleigh and

first wind-induced regimes. The measurements were per-

formed by an image analysis technique paying attention to

disregard liquid elements that were highly non-spherical.

The results showed that the arithmetic mean diameter of

the volume-based drop-size distribution D43 (see Sowa

1992) was constant in the Rayleigh and the first wind-

induced regimes. As mentioned in the previous section, this

behavior is not in agreement with the decrease of the

optimum wavelength (and thus of the drop diameter)

reported by the linear theory. Malot and Dumouchel (2001)

suggested that the behavior of regime 1 jets in the Rayleigh

and first wind-induced regimes is the manifestation of

capillary instability but with a modification of the nature of

this instability that evolves from a supercritical type in the

Rayleigh regime to a sub-critical type in the first wind-

induced regime. One of the illustrations of this modifica-

tion can be found in Dumouchel (2001), who investigated

the evolution of the breakup time as a function of the jet

velocity ratio UL/ULC for regime 1 jets. As expected, in the

Rayleigh regime (UL/ULC \ 1), the breakup time was

found constant with the liquid velocity and its value was

imposed by the liquid surface tension regardless the nozzle

internal geometry. However, for UL/ULC [ 1, the breakup

time decreased with the jet velocity ratio UL/ULC and was

found dependent on the nozzle only, regardless the surface

tension while its effects are known to control the destabi-

lization process.

Malot and Dumouchel (2001) found that the jet

parameter qG* correlates with the Ohnesorge number

(Fig. 3: qG* � Oh-1.5). This correlation unifies many

experimental results including those of Grant and Mid-

dleman (1966), Fenn and Middleman (1969) and Sterling

and Sleicher (1975) described above. This result shows that

Log(
G)

Log(ULC)

Weber (1931)
Sterling and Sleicher (1975)
experimental behavior

Regime 1 Regime 2 Regime 3

G*

Fig. 2 Schematic presentation of Leroux et al. (1996, 1997) exper-

imental results (from Malot and Dumouchel 2001)
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under atmospheric condition (qG & 1.3 kg/m3) regime 3

jets defined by qG*/qG � 1 have an Ohnesorge number

greater than 0.1. In agreement with Sterling and Sleicher’s

conclusions, the velocity-profile relaxation effects should

be small for these jets and the aerodynamic forces should

determine the critical velocity. On the other hand, regime 1

jets have small Ohnesorge numbers and the velocity-profile

relaxation becomes paramount and renders the stability

curve independent of the ambient conditions. A criterion to

segregate regime 1 and regime 3 jets should be based on

the parameter qG*. Such a criterion has not been estab-

lished so far.

The series of investigations presented above are based

on the analysis of an average ‘macroscopic’ characteristic

of the liquid jet, namely, the breakup length. As explained

above, the breakup mechanisms in the Rayleigh and first

wind-induced regimes have in common a rather axisym-

metric shape with the development of a clearly visible

disturbance whose characteristics, such as the frequency,

the wavelength, the amplitude and the propagation speed,

can be referred as ‘microscopic’ characteristics of the

disintegrating jets. Recent experimental investigations

were dedicated to the determination of these characteristics

to provide a better description of low-Weber jet behavior.

The experimental protocols of these investigations could be

categorized in two groups, namely, the temporal sampling

and the spatial sampling of the jet diameter. Temporal

sampling of the jet diameter consists in recording the

temporal evolution of the jet at a given distance from the

nozzle, whereas spatial sampling consists in recording the

spatial evolution of the jet diameter at a given time.

Amagai and Arai (1997), Arai and Amagai (1999),

Godelle et al. (2000a, b) and Godelle and Letellier (2000)

used a temporal jet diameter sampling technique. This

technique is based on laser extinction. A laser sheet with a

thickness smaller than the liquid jet diameter intercepts the

jet perpendicularly to its axis and the intensity is collected

in the forward direction, using a method of ombroscopy, by

a photomultiplier with a sufficiently high sampling rate. It

was demonstrated that the collected intensity is linearly

related to the jet diameter (Amagai and Arai 1997; Godelle

1999). A FFT is applied on each temporal diameter series

to calculate the power spectra. Arai and Amagai (1999)

duplicated this system in order to simultaneously measure

two diameter series at different locations and calculated the

cross-correlation of the signals.

Amagai and Arai investigated the behavior of water jets

produced by long nozzles in order to have fully developed

velocity-profile at the nozzle exit. The experiments were

conducted under atmospheric pressure. The nozzle diam-

eter varied from 2 to 6 mm corresponding to jet Ohnesorge

numbers ranging from 0.015 to 0.02. According to Fig. 3

these working conditions correspond to a ratio qG*/

qG [ 3.1: the jets were therefore of the regime 1 type. The

laser sheet thickness was of the order of 1.2 mm giving

laser sheet thickness/jet diameter ratio ranging from 0.2 to

0.6. In the Rayleigh regime, no frequency was detected

down to a distance from the nozzle exit equal to LBU/2. At

LBU/2, three frequencies emerged. These frequencies did

not report an harmonic relationship with each other indi-

cating that the surface wave is constituted of several wave

components of various modes. Furthermore, these fre-

quencies were of the order of the half of Rayleigh

frequency calculated with the local jet diameter and

velocity, which vary because of jet contraction. Using a

cross-correlation method Amagai and Arai measured the

wave velocity and found it always equal to the local jet

velocity. With this wave velocity, Amagai and Arai cal-

culated the wavelengths associated to the three detected

frequencies. They found that all of them were less than the

optimum Rayleigh wavelength based on the nozzle diam-

eter (Eq. 5) but were greater than that of this optimum

wavelength when using the local jet diameter. Furthermore,

since no relative velocity was measured between the liquid

and the wave, the jet contraction induced an elongation of

the wavelengths with the downstream distance. This wave

deformation was illustrated by very low cross-correlation

coefficients between the breakup position and any position

upstream. In the breakup region, the frequency spectrum

became considerably broader than upstream, revealing a

very irregular behavior of the disintegration. Furthermore

at this point, the main frequency was of the order of a third

of the local Rayleigh frequency.

Godelle et al. (2000a) investigated the behavior of a

600 lm diameter water jet of regime 1 type at three

velocities; two velocities in the Rayleigh regime and one in

the first wind-induced regime. The thickness of the laser

Ohnesorge number Oh
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0.01

0.1

1

10

100

1000

Grant et al. (1966)
Fenn et al. (1969)
Sterling et al. (1975)
Kitamura et al. (1978)
Mansour et al. (1994)
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Blaisot et al. (2000a)
Present work
linear regression

Fig. 3 Correlation between qG* and the jet Ohnesorge number Oh
(from Malot and Dumouchel 2001)
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sheet was of the order of 30 lm and corresponded to a laser

sheet thickness/jet diameter ratio equal to 0.05. On the

continuous liquid column the power spectra reported the

emergence of three frequencies: a fundamental mode and

its two first harmonics. The analysis of the power spectra

density reported an exponential growth of these modes as

assumed by Rayleigh theory. (In the Rayleigh regime, the

fundamental mode corresponded to the Rayleigh fre-

quency.) While the fundamental mode was dominant

during the perturbation growth along the jet, it was noticed

that the three modes had equivalent amplitude in the

breakup region. The important result of this investigation

concerned the fundamental mode growth along the jet. In

the Rayleigh regime, the growth of the fundamental mode

started at some distance from the nozzle (of the order of

LBU/2 in agreement with Amagai and Arai’s observations)

and whatever the velocity, the breakup time was found

constant in the regime (of the order of 28 ms). However, in

the first wind-induced regime the growth of the funda-

mental mode started as soon as the jet issued from the

nozzle leading to reduced breakup time and length. Fur-

thermore, it was noticed that the growth rate of the

fundamental mode slightly decreased from the Rayleigh

regime to the first wind-induced regime.

In a subsequent investigation, Godelle and Letellier

(2000) analyzed the dynamics of these liquid jets by using

concepts introduced in the theory of nonlinear dynamical

systems. This original study investigated the nature of the

dynamics of the jet according to its breakup regime by

analyzing the temporal diameter series using tools such as

phase portraits, first returned map to Poincaré sections,

angular first return map as well as symbolic sequence

statistics. This approach revealed a fundamental difference

of jet dynamics between the Rayleigh and the first wind-

induced regimes for regime 1 jets. When UL/ULC \ 1, the

atomization processes are clearly governed by a deter-

ministic dynamics characterized by intermittencies. This

means that jet diameter temporal evolution can be model-

ized and that such atomization process could be controlled

by external constraints. In the opposite, when UL/ULC [ 1,

the dynamics underlying the liquid jet was found to be

‘white noise’. This means that the jet dynamics is sto-

chastic: it is not absolutely deterministic and requires to be

statistically studied.

Ruiz (2002) presented a slightly different technique that

consisted of intercepting the jet by two laser beams posi-

tioned at different distances from the nozzle and in

analyzing the temporal deformation of the light pattern

detected on a screen positioned in the forward direction.

Ruiz examined the behavior of water jets ejected from a

6.25 mm diameter nozzle with L/d ratio equal to 1. The

issuing liquid jet mean velocity was not greater than 4 m/s.

For these operating conditions, the gaseous Weber number

does not exceed 1.8. Thus the jets belong to the Rayleigh

regime of atomization. Contrary to the previous experi-

mental works, the jet is mechanically excited by the recoil

of a large speaker with an independent control of the fre-

quency and of the amplitude of the exciting signal. Ruiz

(2002) measured the response of the jets as a function of

the exciting frequency and deduced from these measure-

ments the jet response in terms of wave number. This wave

number was calculated by assuming that the wave propa-

gation speed was equal to the local jet velocity, this latter

being greater than the issuing jet average velocity because

of jet contraction. In agreement with Rayleigh’s theory,

Ruiz (2002) found that only perturbations with a non-

dimensional wave number k(2a) less than 1 could grow on

the jet. However, contrary to Rayleigh’s results, he repor-

ted a kopt(2a) of the order of 0.3–0.5 instead of 0.7 (see

Eq. 5). Furthermore, beside the maximum of amplification

reported for kopt(2a), one or two secondary maxima could

be detected for wave numbers that appeared to be har-

monics of kopt(2a). Ruiz (2002) suggested that the

disagreement between his results and Rayleigh’s theory led

to the fact that the examined liquid jets were subject to

acceleration by gravity. First, this acceleration continu-

ously increases the liquid jet velocity and therefore

continuously elongates the wavelength. Second, the jet is

subject to a constant stretch, which will tend to smooth out

smaller disturbances by itself.

Spatial jet diameter sampling consists in performing

visualizations of the jet. However, considering the large

aspect ratio LBU/d of liquid jets in the Rayleigh and first

wind-induced regimes, it is difficult to visualize the whole

jet with a sufficient spatial resolution to study the spatial

diameter variations. To overcome this difficulty, Blaisot

and Adeline (2000a, b, 2003) used a shadowgraph imaging

system composed of two cylindrical lenses in order to

create asymmetric magnification that dilates the jet in the

radial direction (magnification = 5.9) and contracts it in

the axial direction (magnification = 0.17). An example of

their images is presented in Fig. 4. They studied the

behavior of regime 1 water jets produced by 600 lm

diameter nozzles with L/d ratio ranging from 10 to 200

(Oh = 0.005). Two cameras were used: a high framing rate

(1,000 images/s) drumming camera that provided spatio-

temporal evolution of the jet behavior and a CCD camera

to perform a statistical analysis.

In the Rayleigh regime, the spatio-temporal analysis

revealed that each individual wave experienced an expo-

nential growth in time as well as in space but that each of

them reported its own initial amplitude g0. Furthermore,

this initial perturbation amplitude reported temporal

oscillations. However, considering the extremely small

values of g0 (between 10-3 and 1 nm), Blaisot and Adeline

emitted the idea of the existence of a delay length
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corresponding to the distance under which no significant

wave growth occurs. Near the breakup point, the wave

propagation velocity was reported almost equal to the local

liquid velocity, which was slightly greater than the exit

mean velocity because of profile relaxation.

The statistical analysis performed with the CCD camera

visualizations concentrated on the measurements of the

wavelength and of the spatial growth rate of the perturba-

tion. It must be emphasized here that the image analysis

process developed to identify the wave crests on the jet

interface and their characteristics (position, amplitude,

width) made use of the wavelet transform. Although it was

rather tedious and time consuming, this sophisticated pro-

cedure was free of any experimenter decision and reported

reliable measurements. In a subsequent investigation, Yon

et al. (2004) proposed a different analysis of the same

images by conducting a morphological analysis. This

analysis consisted in applying morphological operators on

binary images of the jet. The morphological analysis

measures the distribution of the characteristic length-scales

that define the shape of the object. It is similar to a mul-

tifractal approach. The characteristic length-scale

distributions allow the wavelength and the growth rate to

be calculated. The morphological analysis is far less time

consuming than the wavelet transform developed by Bla-

isot and Adeline. Both analyses reported similar results. It

was found that the measured spatial growth rate and wave

number agreed well with the linear theory predictions in

the Rayleigh regime and that the first wind-induced regime

was characterized by a sharp increase of both the spatial

growth rate and the initial perturbation amplitude as well as

by a decrease of the wavelength of the dominant wave.

Several conclusions can be drawn from these experi-

mental investigations dedicated to low-Weber cylindrical

jets. In the Rayleigh regime, several investigations agree to

say that the capillary instability growth does not begin right

at the nozzle exit but starts at a distance of the order of

LBU/2 (Amagai and Arai 1997; Arai and Amagai 1999;

Godelle 1999; Godelle et al. 2000a, b; Godelle and Letel-

lier 2000; Blaisot and Adeline 2000a, b, 2003). The

absence of detection of growing wave in the first part of the

jet could be attributed to a lack of accuracy of the exper-

imental diagnostics. However, the perturbation initial

amplitudes calculated at the nozzle exit by Blaisot and

Adeline (2003) appeared not physically reliable in terms of

interface displacement since they could reach values of the

order of 10-2 times the inter-molecular length in water.

This pleads for the existence of a neutral region during

which the perturbation growth is not effective. Blaisot and

Adeline (2003) argued that this neutral region length

should increase with the jet velocity and estimated it to be

of the order of 50 jet diameter when the jet critical velocity

is approached.

Temporal analyses of the jet diameter evolution agree

on another point, that is, that more than one perturbation

grows along the jet in the Rayleigh regime (Amagai and

Arai 1997; Arai and Amagai 1999; Godelle 1999; Godelle

et al. 2000a, b; Ruiz 2002). This behavior is not described

by the linear theory since this approach considers the

evolution of one wave at the time. Amagai and Arai found

that these waves did not show an harmonic relationship

with each other. However, Godelle et al. found that the

three detected waves corresponded to a fundamental mode

and the two first harmonics. Furthermore, contrary to

Amagai and Arai, they found that the fundamental mode

corresponded quite well to the Rayleigh prediction. These

differences might come from the fact that the jets examined

by Amagai and Arai were ten times larger than those

studied by Godelle et al. and were therefore subject to

contraction due to gravitational effects, these effects being

limited in Godelle et al. experiments. This indicates that

the Rayleigh theory appears more appropriate to describe

the behavior of small diameter jets: for such jets the cap-

illary wave characteristic time is small and gravitational

effects are negligible.

From the works reported by Grant and Middleman

(1966), Fenn and Middleman (1969), Sterling and Sleicher

(1975) and Leroux et al. (1996, 1997) it can be concluded

that the onset of the first wind-induced regime has a dif-

ferent origin according to the working conditions. For high-

Ohnesorge jets, the critical velocity and the onset of the

first wind-induced regime are the manifestation of

Fig. 4 Asymmetric magnification imaging of a Rayleigh jet (from

Blaisot and Adeline 2003)
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aerodynamic force effects. For these jets, Sterling and

Sleicher’s (1975) modified theory reports a good prediction

of the jet breakup length evolution. For low-Ohnesorge

jets, the onset of the first wind-induced regime is inde-

pendent of the ambient conditions and arises at a lower

velocity than the one reported by Sterling and Sleicher’s

modified theory. A criterion to segregate these two jet

categories has not been fully established yet. Furthermore,

the behavior of low-Ohnesorge jets is not completely

understood so far. Grant and Middleman (1966) and

Phinney (1972) suggested that the increase of the pertur-

bation initial amplitude was at the origin of this behavior.

Sterling and Sleicher (1975) argued that velocity-profile

relaxation effects influence the behavior of these jets.

Godelle et al. (2000a, b) noticed the disappearance of the

neutral region for these jets with an exponentially growing

disturbance right at the nozzle exit. This observation pleads

in favor of the increase of the perturbation initial ampli-

tude. One point can be ascertained: details of the internal

flow influence the behavior of these jets. Further experi-

mental works addressing this point should be conducted.

The studies reported in this section show the emergence

of new experimental diagnostics and protocols. One should

especially emphasize recent image analyzing techniques

that allow reliable and quantitative information to be

obtained.

2.3 High-Weber cylindrical liquid jets

This section reports experimental investigations performed

on cylindrical jets belonging to regions D and E of the

stability curve (see Fig. 1). According to Ranz (1956), the

gaseous Weber number of these jets is [13 (see Table 1).

As described above, one of the characteristic features of the

primary atomization of these jets is the peeling off the

interface of small droplets near the nozzle exit. Two parts

constitute this section: the first one considers the behavior

of large jets (d [ 1 mm) and the second one is dedicated to

small jets (d \ 1 mm).

Faeth published a series of experimental investigations

on the primary breakup of liquid jets in the second wind-

induced and atomization regimes (Wu et al. 1992, 1995;

Wu and Faeth 1993, 1995; Faeth et al. 1995). These

investigations focused on the primary breakup along the

liquid round jets as opposed to breakup of the entire liquid

column. High-Weber and Reynolds numbers were

achieved by combination of high nozzle diameter (in the

millimeter range) and high liquid velocities (up to 140 m/

s). Their operating conditions covered wide ranges of non-

dimensional numbers thanks to the use of several nozzle

diameters, liquids, surrounding gas and ambient pressures,

namely, ReL [ [5,600; 780,000], WeG [ [12; 3,790],

Oh [ [0.001; 0.02] and qL/qG [ [104; 6,230]. A particular

attention was paid to the nozzle internal design. It was

profiled in order to minimize any internal flow instability

and to provide a uniform velocity-profile across the exit

section aside from boundary layers along the wall passages.

A sharp leading edge cutter of constant diameter (less than

the nozzle orifice diameter) was positioned under the

nozzle. The role of this cutter was to remove the boundary

layers formed along the nozzle walls and to provide a well-

defined slug flow inlet condition for the constant-diameter

section with flow properties at the exit of this section

controlled by its length (Wu et al. 1995). Thanks to this

arrangement, they could produce nonturbulent and turbu-

lent flows according to the length of the constant diameter

sections. The experimental techniques of investigation

involved pulsed shadowgraph photography to visualize the

primary breakup mechanisms and double-pulsed hologra-

phy images to measure the size and the velocity of the

droplets produced by these mechanisms.

For nonturbulent slug flows they identified two differ-

ent behaviors. When the boundary layers were removed

(thanks to the use of a short-length cutter) the primary

breakup along the jet interface was entirely suppressed

(Fig. 5a). In the presence of boundary layers, ligaments

formed very close to the nozzle exit shortly followed by

breakup of their tips (Fig. 5b). Furthermore, this behavior

was found weakly dependent on the liquid/gas ratio when

it was [500 showing the small influence of the aerody-

namic forces. This result shows that vorticity generated in

the injector passage dominates the primary breakup pro-

cess. By assuming that the Sauter mean diameter D32 of

the primary droplets is proportional to the boundary-layer

thickness at the nozzle exit and that this thickness scales

in the same manner as a laminar flat-plate boundary layer

for an ambient velocity UL and a length Lp, the latter

being the length of the nozzle wall along which the

boundary layer develops, Wu et al. (1995) derived a

correlation that agreed satisfactorily with the experimental

results; namely:

D32

d
¼ 7

WeG

Lp

d

� �1=2
WeG

Re
1=2
L

" #0:87

ð6Þ

Note that this correlation reports a weak dependence of the

Sauter mean diameter with the ambient gas density

(D32 � qG
-0.13). Wu et al. (1995) pointed out that the con-

dition for the onset of laminar breakup regime has not been

established so far.

The turbulent primary breakup regime appeared along

the jet surface provided that sufficient energy was available

to initiate the mechanism. An example of the turbulent

primary breakup is shown in Fig. 5c. Wu et al. (1995)

established a criterion for the onset of turbulent primary

breakup, namely, L/d [ 4–6 and ReL [ 1–4 9 104, and
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observed no effect of liquid/gas density ratio on transition

to the turbulent primary breakup regime. However, the

liquid/gas density ratio influences the primary breakup

regime as follows.

When qL/qG [ 500, Wu et al. (1992) noticed that the

direction of the ligaments was not particularly correlated

with the relative velocity of the gas. The motion of the

ligament resulted largely of randomly directed liquid

velocity fluctuation with aerodynamic drag forces playing a

secondary role. This regime is called the non-aerodynamic

turbulent primary breakup. In a subsequent study, Wu and

Faeth (1995) demonstrated that for fully developed turbu-

lent jets obtained with sufficiently long nozzles (L/d [ 40),

the liquid Weber number conditioned this breakup regime.

When WeL \ 5,200, the primary breakup along the jet

surface did not appear; when 5,200 \ WeL \ 17,000, the

primary breakup was observed but stopped at some dis-

tance from the nozzle; and when 17,000 \ WeL the

turbulent breakup on the jet lasted over the atomization of

the whole jet. Furthermore, the primary breakup of fully

developed turbulent jets did not appeared right at the

nozzle exit. Wu et al. (1992) and Wu and Faeth (1993,

1995) involved use of phenomenological analysis in order

to develop a mean of estimating the drop sizes and the

location at the onset of turbulent primary breakup. They

assumed that drops at the onset condition were formed

from the smallest turbulent eddy whose kinetic energy,

relative to the surrounding fluid, was sufficient to provide

the required surface energy of a comparable-sized drop and

that the location of the onset of primary breakup was the

distance required for this critical eddy to move from the jet

exit in order to form a drop as a result of Rayleigh breakup

of the corresponding protruding eddy-sized ligaments.

These considerations yielded the following correlations:

D32i

K ¼ 133 WeL
K
d

� ��0:74

xi

K ¼ 3; 980 WeL
K
d

� ��0:67

(

ð7Þ

where D32i is the Sauter mean diameter at point of breakup

initiation, xi the distance from the nozzle where the

breakup is initiated and K the radial spatial integral scale of

turbulence. Then, by assuming that drop sizes at a given

location correspond to the size of the ligaments completing

Rayleigh breakup to form drops from their tips at the same

position yielded the following correlation for the Sauter

mean diameter D32 as a function of the distance x from the

nozzle:

D32

K
¼ 0:69

x=K

WeL
K
d

� �0:54

 !0:57

ð8Þ

In agreement with the observations, this correlation reports

an increase of the primary drops as the distance from the

nozzle increases. Sallam et al. (1999) obtained similar

correlations with different constants and exponents for the

primary breakup of plane turbulent liquid jets in still gases.

For lower liquid/gas ratio (qL/qG \ 500), Wu et al.

(1992) and Wu and Faeth (1993) observed two regimes of

turbulent primary breakup according to the ratio of the

characteristic Rayleigh breakup time to the aerodynamic

secondary breakup time. For this ratio is \4, the aerody-

namically enhanced turbulent primary breakup is observed

at onset conditions. As the distance from the nozzle is

increased, the time ratio becomes [4 and aerodynamic

turbulent primary breakup is observed. This breakup

Fig. 5 Behavior of water jets

with controlled characteristics at

the nozzle exit. a Laminar jet

without boundary layer

(d = 4 mm, UL = 50 m/

s, WeG = 185); b laminar jet

with boundary layers

(d = 6 mm, UL = 50 m/s,

WeG = 277); c fully developed

turbulent jet (d = 3.6 mm,

UL = 35 m/s, WeG = 82) (from

Wu et al. 1995)
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regime involves merging of turbulent primary and sec-

ondary breakup.

The main conclusion to be drawn from these investi-

gations is that the presence of vorticity due to turbulence or

to variations of mean velocities from viscous effects in the

boundary layer plays a dominant role in primary breakup

along the surfaces of liquid jets in gases. Furthermore,

when qL/qG [ 500, which corresponds to most of the sit-

uations where a liquid is ejected into air under atmospheric

condition, aerodynamic forces have a reduced influence on

the primary atomization onset and droplets. Therefore, a

criterion as the one suggested by Ranz (1956) for the

second wind-induced regime and based on the gaseous

Weber number (see Table 1) is not suitable for the pre-

diction of primary interfacial breakup of large jets.

The investigations described above concentrated on the

onset of primary breakup along the surface of the liquid

jets. Sallam et al. (2002) completed these works and

examined the breakup of the entire liquid column for tur-

bulent liquid flows (ReL [ [5,000; 200,000], WeL [ [235;

270,000], L/d [ 40). Three breakup modes of the liquid

column were reported: weakly turbulent Rayleigh-like

breakup mode (small ReL and WeL), turbulent breakup

mode (moderate ReL and WeL) and aerodynamic bag/shear

breakup mode (large ReL and WeL). In the first mode the

turbulence at the jet exit is only weakly developed and the

liquid column is not significantly distorted by the turbu-

lence and is perturbed and disintegrates in a rather

axisymmetric and regular way. In the second mode, tur-

bulence at the jet exit is reasonably well developed and

yields to irregular distorted liquid jet. Furthermore, liquid

jet breakup at these conditions appears to involve the tur-

bulent primary breakup mechanism described above. This

mechanism is similar to the one described in region D of

the stability curve (Fig. 1). In the third mode, the turbu-

lence distorts the liquid jet to a much greater degree than

the jet diameter and places most liquid column elements in

cross flow inducing significant aerodynamic effects. Two

types of breakup are reported; bag-type liquid jet breakup,

which involves the formation of bag-like structures in the

liquid jet and their subsequent atomization; and the shear-

type liquid breakup, which involves the formation of lig-

aments along the sides of the liquid jet and their subsequent

breakup. As noticed by Sallam et al. (2002) these two

breakup-types have been reported on laminar jet evolving

in a cross-gas flow and are clearly associated to aerody-

namic effects. However, Sallam et al.’s work shows that in

the case of high-Weber cylindrical jets, the onset of this

third breakup regime is controlled by the jet turbulence

whose intensity may or may not orientate the jet perpen-

dicular to its displacement. In conclusion, the primary

breakup of an entire liquid column characterized by a large

Weber number is very much dominated by the degree of

development of the turbulence in the liquid flow issuing

from the nozzle.

High-Weber jets that have received a permanent atten-

tion from the scientific community are those produced from

a small diameter orifice at a very high injection pressure as

typically encountered in diesel fuel injection. Reviews on

diesel injection are available in Smallwood and Gülder

(2000) and Dumont et al. (2000). Although typical diesel

injector orifice diameters can be as small as 130 lm, the

Weber numbers of these jets are very high due to the use of

injection pressures that goes up to 250 MPa. In these

conditions, the liquid velocity inside the nozzle hole

reaches several hundreds of meters per second and as soon

as the jet issues from the nozzle, a vivid atomization takes

place characterized by a dense core region near the nozzle

surrounded by a very high optical density spray. Experi-

mental determination of characteristic features of the

primary breakup is difficult as classical shadowgraph

images as those used in the previous situations become

ineffective to detail the mechanism. One of the common

procedures has been to measure the spray angle at the

nozzle exit.

Reitz and Bracco (1982) reported an experimental

investigation where spray angle was measured on shad-

owgraph images for 67 operating conditions including

several nozzle internal designs (d & 0.36 mm, L/d [ [0.5;

85], constant diameter tube with sharp or round inlet, and

convergent nozzles), injection pressures (from 3.3 to

14 MPa), ambient pressures (from 0.1 to 4 MPa), gaseous

densities (from 1.3 to 50 kg/m3) and liquid viscosity (from

10-3 to 1 kg/ms). They found that the spray angle

increased when the ambient pressure increased up to

2 MPa and demonstrated that the parameter controlling the

spray angle was the gas density and not the ambient

pressure. Reitz and Bracco (1982) emphasized the influ-

ence of the nozzle internal design on the characteristics of

the jet primary breakup. For instance, rounding the inlet of

a short nozzle had a stabilizing effect similar to that of

lengthening the nozzle. A detailed analysis of all the

experimental results led them to conclude that aerodynamic

effects, liquid turbulence, liquid supply pressure oscilla-

tions and jet velocity-profile rearrangement effects each

could not explain the primary breakup in the atomization

regime. Reitz and Bracco (1982) considered the possible

influence of liquid cavitation. The phenomenon of cavita-

tion is a rupture in liquid continuum due to excessive stress

and that appears as soon as the pressure decreases below

the liquid vapor pressure. It is characterized by a change of

phase of the liquid. Although cavitation was always present

in Reitz and Bracco’s experiments, it did not guarantee the

jet to disintegrate in the atomization regime. Therefore,

cavitation cannot be the sole agency of atomization.

Finally, they suggested that the effects of changes in nozzle
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geometry could be to supply different initial disturbance

levels to the flow but that the physical mechanism by which

this could occur is unknown.

Hiroyasu and co-workers published a series of experi-

mental investigations that underlined the importance of

cavitation in diesel jet atomization (Arai et al. 1985, 1988;

Hiroyasu et al. 1991). These investigations are summarized

in Hiroyasu (2000). Arai et al. (1985) measured the

breakup length of water jets. The internal flow was visu-

alized by shadowgraph images thanks to the use of

transparent nozzles. The issuing liquid jets were also

visualized by shadowgraph images. The jet breakup lengths

were determined by an electrical resistance method, which

consists in measuring the electrical impedance between the

nozzle and a fine wire net detector located downstream in

the spray. Their working conditions covered several

injector characteristics (d [ [0.1; 3 mm], L/d [ [1; 50]), an

injection pressure that ranged from 0.1 to 50 MPa and an

ambient pressure up to 10 MPa. Arai et al. (1988) and

Hiroyasu et al. (1991) completed these measurements by

two different nozzle inlet geometries, namely, round and

sharp. One of the interesting results reported by these

measurements is that, whatever the operating conditions,

the second wind-induced regime (region D in Fig. 1) was

reached for a rather constant liquid Reynolds number of the

order of 3 9 103. Furthermore, they succeeded in detecting

and measuring a breakup length for all working conditions

and concluded that a continuous liquid jet always exists at

the nozzle exit. Based on these measurements, Hiroyasu

and co-workers proposed an extended jet stability curve in

the atomization regime (region E). This curve is presented

in Fig. 6. It shows a possible hysteresis either in the second

wind-induced or in the atomization regimes. The condition

to see this hysteresis is a function of the nozzle geometry

and of the operating conditions. Jets produced by a smooth

inlet nozzle never show the hysteresis and stability curves

are continuous following the branch ABCDEF at high

ambient pressure or the branch ABCDH at small ambient

pressure. Note that for these jets, an influence of the

ambient pressure could be observed in the second wind-

induced regime (for instance for the condition

d = 0.3 mm, L/d = 4 and Pamb = 3 MPa). The hysteresis

in the stability curve was observed for jets produced by

sharp-edge inlet nozzle provided that the L/d ratio was not

too high (L/d \ 10 when Pamb = 0.1 MPa and

d = 0.3 mm), the ambient pressure was not too high

(Pamb \ 1 MPa when L/d = 4 and d = 0.3 mm) and the

diameter was not too small (d [ 0.1 mm when L/d = 4

and Pamb = 0.1 MPa). In these cases the stability curve

follows the branch ABCDSF at high ambient pressure or

the branch ABCDSH at small ambient pressure. When the

jet velocity increases, the jump in breakup length is

observed in the second wind-induced region for small jet

diameter (point 1 in Fig. 6) and in the atomization regime

for larger jet diameter (point 2 in Fig. 6). When the jet

velocity decreases from the atomization regime, breakup

length jump is observed at smaller velocity than when the

velocity increases. Hiroyasu and co-workers attributed the

hysteresis to the development of cavitation in the nozzle

hole as summarized in Fig. 7. For short (L/d = 0) or

smooth inlet nozzle orifice (Fig. 7a, b), no cavitation is

observed. However, for sharp-inlet and sufficiently long

nozzle, cavitation appears at the nozzle entrance (Fig. 7c)

and extends along a distance that increases with UL

(Fig. 7d). Arai et al. (1985) noticed that the appearance of

liquid cavitation at the nozzle entrance coincided with an

increase of the jet angle at the nozzle exit and concluded

therefore to an influence of the cavitation phenomena on

the primary breakup mechanism. For sufficiently high

liquid velocity, the cavitating region does not reattach on

the nozzle wall and extends down to the nozzle exit

(Fig. 7e). Free of any wall friction, no turbulence develops

Fig. 6 Extended cylindrical jet stability curve (from Arai et al. 1998).

Branches F and H: non-cavitating flow under high and low ambient

pressure, respectively. Branches SF and SH: cavitating flow under

high and low ambient pressure, respectively
Fig. 7 Schematic appearance of a cylindrical jet as a function of

cavitation (from Hiroyasu et al. 1991)

Exp Fluids (2008) 45:371–422 385

123



in the nozzle and the issuing jet shows a smooth interface

and a sudden increase of the breakup length. Such jets are

similar to the nonturbulent jet without boundary layers

reported by Faeth and co-workers (see Fig. 5a). Hiroyasu

et al. (1991) called this behavior super-cavitation. When

the jet velocity decreases from a high value, the velocity at

which re-attachment occurs is smaller than the one at

which detachment appears when the velocity is increased.

All these results evidenced the importance of liquid cavi-

tation and therefore of internal flow details on the

atomization mechanism.

Ohrn et al. (1991a, b) conducted a series of experiments

on jets produced by nozzles of constant diameter

(d = 0.254 mm) but with different L/d ratios (from 2 to 5)

and different inlet conditions. They worked with sharp-

edged and chamfered edge inlet nozzles as well as with

rounded-inlet nozzles with controlled radius of the roun-

ded-inlet profile. The measurements consisted in measuring

the discharge coefficient (defined as the ratio of the average

issuing liquid velocity to the Bernoulli’s velocity) and the

spray angle at the nozzle exit, the latter being measured on

visualizations performed with a rather long exposure time

(1/60 s) in order to visualize average spray angle. These

measurements were performed for varying injection pres-

sure (from 3 to 109 MPa) and with two fluids; a calibration

fluid with physical properties close to diesel and water. The

results demonstrated that the shape and condition of the

nozzle inlet have a stronger effect on discharge coefficient

than do L/d ratio and Reynolds number. Sharp-edged inlet

nozzles are the more sensitive to small perturbations of the

inlet edge. These nozzles reported smaller discharge

coefficients compared to other nozzles. Ohrn et al. (1991a)

argued that this behavior was due to the fact that the dis-

charge coefficients of sharp-edged inlet nozzles are

controlled by cavitation. Similarly, the discharge coeffi-

cients of the rounded-inlet nozzles increased with the

radius of the rounded-inlet profile. This is due to the fact

when this radius is increased, the flow becomes less

restricted and cavitation is reduced or eliminated resulting

in a higher discharge coefficient. Ohrn et al. (1991b)

reported also that the shape and condition of the nozzle

inlet have an important effect on spray angle. However,

this effect is a function of the ratio L/d. More generally,

they concluded that the effects of injection pressure, inlet

radius and L/d ratio on cone angle are highly coupled and

should not be viewed as separate phenomena.

Karasawa et al. (1992) performed an experimental

investigation on water sprays produced by constant diam-

eter nozzles (d = 0.3 mm) but with different L/d ratio

(from 1 to 50) and a varying average issuing velocity UL

(from 90 to 220 m/s). These conditions correspond to a

gaseous Weber number ranging from 45 to 270 and place

the jets in the atomization regime. Furthermore two sets of

nozzles with sharp-edge and round inlet were used. Their

experiments consisted in measuring the discharge coeffi-

cient as well as the drop size of the spray. Drop sizes were

measured by a PDPA, which reports information on the

size and on the velocity of the droplets. One of the draw-

backs of this technique is that it can be used in dilute spray

region only to ensure that the measuring volume composed

of the intersection of two laser beams contains one drop at

the time. To achieve high validation rate measurements,

Karasawa et al. (1992) positioned the measuring volume

between 1,000 and 1,500 mm from the diesel injector. For

all tested velocities, sharp-edge inlet nozzles reported

almost constant Sauter mean diameters (D32) for a L/d ratio

\10 and then increased with this ratio. In the contrary, no

specific variation of D32 with L/d was reported for nozzle

with a round inlet. Furthermore, they noticed that drops

produced by sharp-edge inlet nozzles were always less than

those obtained with rounded-inlet nozzles. These two

groups of nozzles also showed differences in terms of

discharge coefficient. The discharge coefficients of sharp-

edge nozzles were independent of the L/d nozzle ratio and

less than those of round-inlet nozzles that decreased with L/

d following the evolution of turbulent pipe flow discharge

coefficients. This difference of behavior was attributed to

the presence of flow separation that, as found by Hiroyasu

et al. and Ohrn et al. (1991a), is not expected in round-inlet

nozzle. When flow separation occurs (sharp-inlet nozzles),

the effective liquid velocity at the nozzle exit is equal to the

Bernoulli’s velocity and the discharge coefficient is con-

trolled by a reduction of the effective area of the nozzle

exit section because of the presence of vapor pockets. On

the other hand, when no flow separation occurs (round-inlet

nozzle), the effective velocity is less than the Bernoulli’s

velocity and the discharge coefficient is controlled by this

reduction of velocity. For all operating conditions, Karas-

awa et al. (1992) established a single correlation between

the Sauter mean diameter and the effective jet velocity at

the nozzle exit. Based on this correlation they concluded

that the effective jet velocity was the primary factor for

atomization. Furthermore, they attributed the independence

between D32 and L/D for round-inlet nozzle to be repre-

sentative of a weak influence of the liquid turbulence on

atomization.

Kim et al. (1997) performed visualizations of the

internal flow in diesel injection nozzles. They used trans-

parent model nozzles ten times greater than real diesel

injectors. The model nozzles reproduced two cylindrical

holes, the sac volume above these holes and the presence of

the needle. Several models were tested with different dis-

charging-hole positions and sac volume capacities. Water

instead of diesel fuel was used as the injection liquid. The

injection pressure for the model nozzle were carefully

scaled up in order to achieve a Reynolds number at the
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discharge hole corresponding to diesel injection, namely,

40,000. Particles of polystyrene (0.25 mm in diameter)

with used as tracers and 2D photographs of the steady flow

pattern in the sac volume were taken using a 1 mm thick

laser sheet. Furthermore, photographs of the spray plume

were also taken at the nozzle exit. These visualizations

showed complex flow structures in the sac volume

including large-scale vortex, cavitation and turbulence that

were functions of the needle position and the sac volume

geometry. These characteristics influenced the internal

flows in the discharge holes and consequently the discharge

coefficient and the spray angle at the nozzle exit. For

instance, small-needle lifts caused high turbulence in the

sac volume and increased the spray angle. For high-needle

lift, super-cavitation occurred in the discharge holes and

reduced the spray angle. For small sac volume, column

type of cavitation appeared in the sac volume and modified

the spray plume structure as a hollow cone with fine

droplets. Furthermore, it was also noticed than even in

steady state conditions, cavitation in the sac volume was

unstable causing fluctuation of the spray plume.

In order to clarify the respective influence of the liquid/

gas interfacial forces and the internal flow effects (turbu-

lence and cavitation) on jet behavior in the atomization

regime, Tamaki et al. (1998) conducted an experimental

work on water jets produced by transparent nozzles of

different geometrical characteristics (d [ [0.3; 0.5 mm];

L/d [ [2.5; 20]; sharp-edged and round-inlet nozzles) under

various injection conditions (DPi [ [0.1; 200 MPa];

Pamb [ [0.008; 3.1 MPa]). Internal flows were visualized

using a micro-flash spark light and jet images were taken

by a scattering light technique using a pulsed ruby laser.

The jet breakup lengths were measured by the resistance

method used by Arai et al. (1985, 1988). Furthermore, the

disturbance magnitude of the internal flow was evaluated

by measuring the vibration acceleration in the nozzle hole

with a piezoelectric acceleration transducer. They observed

that in the absence of cavitation in the nozzle hole, the jet

did not atomize greatly even if the injection pressure is

extremely high. In this case, breakup length elongates.

However, when the occurrence of cavitation caused an

increase of the disturbance level of the internal liquid flow,

the jet atomization was considerably promoted. For round-

inlet nozzle, in which cavitation never occurs, the increase

of the injection pressure or of the ambient pressure did not

help atomization. In the contrary, in the presence of cavi-

tation (sharp-edge inlet nozzles) an increase of the ambient

pressure promoted the disturbance level of the internal flow

and helps atomization. Whatever the operating conditions,

it was found that atomization was promoted when cavita-

tion increased the internal flow disturbance level. Tamaki

et al. (1998) concluded that the increase of internal liquid

flow disturbance level caused by cavitation was the

dominating factor in the onset of primary breakup in the

atomization regime. Therefore, under decompression

where atomization was never observed, it is possible to

trigger it by using perturbing elements such as a fine net at

the nozzle entrance in order to create internal flow distur-

bances (Tamaki et al. 1998; Hiroyasu 2000; Tamaki et al.

2001).

Parker et al. (1998) developed a diagnostic that, contrary

to the phase doppler particle analyzer mentioned earlier,

allows the drop-size distribution of atomization regime

sprays to be measured near the nozzle exit. This diagnostic

is a line-of-sight technique. It is a three-laser extinction

measuring system that uses infrared wavelengths (0.633,

1.06 and 9.2 lm) whose penetration is better if the drop-

sizes are not too large, and that analyses the attenuation of

the beams by the spray. Parker et al. (1998) applied this

technique to fuel sprays produced by a single diesel injector

(d = 0.17 mm, L/d = 3.6) at an injection pressure of

20 MPa for three ambient conditions, namely: (1) atmo-

spheric pressure and room temperature (qL/qG = 640), (2)

high ambient pressure and room temperature (argon,

Pamb = 1.1 MPa, qL/qG = 43) and (3) high ambient pres-

sure (from 2.5 to 4 MPa) and high ambient temperature

(from 700 to 900 K) corresponding to qL/qG \ 100.

Measurements were performed on the spray centerline at

several distances from the nozzle ranging from 5 to 35 mm.

One of the important results is that, whatever the operating

conditions, drop-sizes could be measured as close as 5 mm

from the nozzle tip. This finding is in favor of the absence of

a continuous liquid column connected to the nozzle exit.

Under atmospheric pressure and room temperature, the

spray Sauter mean diameter ranged from 5.4 to 7.8 lm

when the distance from the nozzle increased. Both ambient

pressure and temperature increases induced a slight

decrease of the mean spray diameter at any position. Parker

et al. (1998) compared their results with Sauter mean

diameter predictions found in the literature. These com-

parisons reported poor agreement except for the cases 2 and

3 for which Faeth’s model based on Eq. (7) for the primary

breakup Sauter mean diameter coupled with a secondary

breakup model reported acceptable estimations. Further-

more, they noticed that, under atmospheric conditions (case

1), models based on aerodynamic primary breakup failed

in reporting good predictions. Parker et al. (1998) con-

cluded that, in agreement with Faeth and co-workers, when

qL/qG [ 500, aerodynamic forces are not the dominant

mechanism in primary atomization.

Badock et al. (1999a) analyzed the behavior of real size

transparent diesel injection nozzles. Sharp-edged inlet and

round-inlet nozzles with diameter ranging from 0.164 to

0.214 mm were tested. Injections were performed under

atmospheric condition and for an injection pressure ranging

between 15 and 60 MPa. Shadowgraph images with a short
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duration flashlight (\20 ns) were taken to visualize the

internal flow as well as the spray at the nozzle exit. These

visualizations were used to qualitatively describe the

internal flow and to measure the spray angle. Badock et al.

(1999a) observed that sharp-edged inlet nozzles promoted

the development of cavitation that was barely seen in round

nozzles. However, they noticed no impact of the cavitation

on the spray angle: even when cavitation extended to the

nozzle tip as for the super-cavitation reported Hiroyasu and

co-workers, no sharp reduction of the spray angle was

observed. This disagreement may come from the fact that,

as explained by Dumont et al. (2000), wall flow detach-

ment can result either from hydraulic flip or super-

cavitation. In hydraulic flip, a gaseous layer at a pressure

equal to the atmospheric pressure surrounds the detached

liquid flow in the nozzle. The resulting issuing liquid jet is

cavitation free and its interface is totally smooth which

prevents atomization. This phenomenon is complex and

unstable: as soon as the flow is perturbed upstream,

hydraulic flip is not present anymore. Super-cavitation is

characterized by the presence of a layer of vapor phase

around the liquid flow in the nozzle. The pressure in this

layer is equal to the liquid vapor pressure and an increase

of the spray angle is observed at the nozzle exit revealing

early atomization. Thus, the behavior reported by Hiroyasu

and co-workers is likely to be hydraulic flip and the one

observed by Badock et al. (1999a) might be super-cavita-

tion. In a subsequent investigation, Badock et al. (1999b)

visualized the internal flow for a wider set of real single-

hole diesel injector nozzles (d [ [0.18; 0.3 lm], L/d [ [3.3;

5.6]) under an ambient pressure of 1.5 MPa. Visualizations

were performed with shadowgraph and tomography ima-

ges, the later being obtained thanks to the use of a laser

sheet with a thickness \20 lm. The laser sheet technique

was found very efficient to report details in the central flow

region that could not be obtained from shadowgraph

technique. In particular, it was observed that cavitation

films and bubbles did not extend into the central part of the

liquid flow and that the existence of cavitation foam or of

many small bubbles inside the nozzle holes could be dis-

counted. Even at injection pressure up to 60 MPa, the hole

was filled with liquid surrounded by cavitation films, which

led to the hypothesis that under diesel-like pressure con-

ditions, an intact liquid core leaves the nozzle holes.

Yue et al. (2001) developed a diagnostic to investigate

the jet structure near the nozzle tip. This technique is based

on the absorption of monochromatic X-ray beam to measure

the liquid volumetric fraction as a function of the position.

The advantage of using X-rays is that they have low cross

section when interacting with matter and multiple scattering

is typically a negligible component in X-ray measurements.

The beam spot size was 500 lm 9 200 lm. The measuring

technique they developed was highly quantitative and

allowed liquid volumetric fraction to be measured. It

was applied on a jet produced by a 0.187 mm diameter

diesel injector at various injection pressures (20, 50 and

80 MPa). Measurements were conducted on the spray

centerline and at several distances from the nozzle varying

from 1 to 6 mm. Whatever the injection pressure, it was

found that the liquid volumetric fraction at 1 mm from the

injection was never [0.8. This value was reached at

the beginning of the injection. Furthermore, as time went,

the liquid volumetric fraction near the nozzle decreased

down to a value of the order of 0.5. Yue et al. (2001)

interpreted this result as an absence of intact liquid column

at the nozzle exit.

Similar to Kim et al. (1997), Arcoumanis et al. (2001)

performed visualizations of the internal diesel injector flow

using transparent up-scaled injector models based on real

injector design including the sac volume and several

injection holes. The material used to build the nozzle and

the test fluid had the same refractive index permitting

uninterrupted optical access into the nozzle sac volume and

hole irrespective of geometrical complexities. The Rey-

nolds number of the issuing flow ranged from 15,000 and

44,000. The shadowgraph images obtained by Arcoumanis

et al. (2001) revealed three different cavitation regimes

when the injection pressure is increased. Initially, a bubbly

flow structure was identified (incipient cavitation) followed

by pre-film stage cavitation (consisting in a dense bubble

cloud) and film type cavitation (complete flow separation

that takes place at the nozzle hole inlets). Arcoumanis et al.

(2001) observed also the presence of cavitation strings in

the sac volume, which seemed to develop transiently and

periodically between adjacent holes and then interacted

with the cavitation films in the nozzle. These observations

were also made on real size injector. Arcoumanis et al.

(2001) concluded that interaction between geometrically

induced hole cavitation (initiated at hole entrances) and

dynamically induced cavitation strings or vortices repre-

sent a significant breakthrough in the understanding of

cavitation in diesel engine injection nozzle.

Payri et al. (2004) investigated the jet produced by bi-

orifice nozzles with sharp-edged inlet (d = 0.131 mm) or

conical inlet (d = 0.125 mm). The injection pressure var-

ied from 10 to 80 MPa and the ambient pressure ranged

from 0.1 to 80 MPa. Shadowgraph images of the issuing jet

were taken by using an electronic flash and a 12-bit color

CCD camera. Payri et al. (2004) measured also the evo-

lution of the total mass flow rate as a function of the

injection pressure and ambient pressure in order to detect

the presence of cavitation in the nozzle exit. In the absence

of cavitation, the mass flow rate always increased with the

injection pressure. However, when cavitation occurred, the

mass flow rate saturated and was constant if the injection

pressure was further increased. In this condition, the
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velocity of the issuing liquid is equal to the Bernoulli’s

velocity but the effective section of the liquid flow con-

tinuously decreases leading to a constant mass flow rate.

The results reported that cavitation never occurred in

conical inlet nozzle. For sharp-edge inlet nozzles, cavita-

tion appeared at an injection pressure that increased with

the ambient pressure. Furthermore, in the absence of cav-

itation, both nozzle sets showed equivalent spray angle at

the nozzle tip. However, when cavitation occurred in

sharp-edged inlet nozzle, the spray angle reported a sharp

increase. These observations agree with those reported by

Karasawa et al. (1992).

In order to investigate the structure of diesel jets near the

nozzle exit, Yon et al. (2003) performed visualizations of

the liquid jets by coupling shadowgraph and laser sheet

techniques. A 50 lm thickness laser sheet was positioned

in the spray dense region just downstream the nozzle tip

according to several inclinations with respect to the nozzle

axis. At the same time, a short duration light source (10 ns)

illuminated the jets from the back. The Mie scattering

information provided by the laser light and the shadow-

graph information provided by the flash light was recorded

by a single CCD camera. The visualizations were analyzed

by conducting ray-tracing simulations in order to identify

the different structures in the images. Yon et al. (2003)

argued that ray-tracing technique is the only theoretical

tool that can be used to interpret the complex images

recorded near the nozzle tip. This visualization technique

and analysis were used for jets produced by a diesel

injector (d = 0.2 mm, L/d = 4, DPi [ [10; 80 MPa]). Yon

et al. (2003) observed that, near the injector, the jet was

composed of a plain liquid core surrounded by a dispersed

phase. They also noticed the presence of a cloud of very

small cavitation bubbles in the liquid central part as well as

long cylindrical gas cavities located in the periphery of the

liquid core.

Li and Collicott (2006) performed shadowgraph images

of the liquid flow inside cylindrical orifices of different

geometrical characteristics (d [ [0.206; 0.397 mm],

L/d [ [5; 10] under several injection pressures (DPi [ [46;

207 MPa]). Furthermore, the cylindrical discharge hole

showed a 14� tilt angle with the axis of the whole injector.

They reported that three-dimensionality, such as hole-tilt or

cross flow at the inlet, causes three different structures in

the cavitation compared to axisymmetric inflow. The first

cavitation structures were due to the three-dimensionality

of the flow in the hole. Because of hole-tilt, a pair of

counterrotating streamwise vortices was created at the

nozzle entrance. When these vortices spin sufficiently fast,

the pressure drops to vapor pressure and streamwise cavi-

tation structures appeared. The second structure occurred

as cavitation around the periphery of the flow. The onset of

these structures was generally a circle normal to the axis of

the hole and was not affected by hole-tilt. Badock et al.

(1999a) observed similar cavitation circles. The third

cavitation structures were created by surface roughness and

develop along the wall. This type of structure was believed

to be a major cause of difference of observation from one

investigation to another.

Experimental diagnostics dedicated to the investigation

of the primary breakup of jets such as those produced by

diesel injector are still under development. One the most

promising is probably the ballistic imaging technique

which makes use of a new generation of laser light sources,

the ultra-short laser pulse. Such a technique has been

developed by Paciaroni et al. (2004, 2006) to image the

near-field liquid core. It consists in illuminating the flow by

an ultra-short laser pulse (80 fs) and to record the ballistic

photons only. When used in a shadowgram arrangement,

the ballistic photons, which have passed through the

medium without scattering, can provide diffraction-limited

imaging of the medium. Furthermore, because they travel

the shortest path, ballistic photons also exit first and they

are sorted thanks to the use of a temporal gate opened

during the passage of these photons only. Images of a water

jet issuing a 457 lm diameter hole at a velocity of 190 m/s

have been taken at different positions from the nozzle.

(Examples of images are shown in Fig. 8.) Important

information is available from these images. Near the nozzle

exit (Fig. 8a), a dense core is imaged with no evidence of

breakup. The liquid core shows strong evidence for tur-

bulent primary breakup. Spatially periodic structures are

observed and the evolution of the liquid core is charac-

terized by the growth of these structures with downstream

position (see Fig. 8b, c).

Among other techniques specifically dedicated to the

investigation of high-speed jet primary breakup are the

development of image processing to analyze the drop-size

and morphology distribution in the dense region (Blaisot

and Yon 2005), the use of high rate imaging technique

(Delacourt et al. 2005), the coupling of ballistic imaging

and X-ray absorption imaging (Briggs et al. 2006) and the

development of very high spatial resolution imaging tech-

nique (Nakagawa et al. 2006).

One of the main conclusions that can be drawn from

these experimental investigations is that internal flow

effects have paramount influence on the onset of primary

atomization of jets in the second wind-induced and atom-

ization regimes. Jets free of any internal perturbation such

as laminar jets without boundary layers as those studied by

Faeth and co-workers or liquid flows that experienced

hydraulic flip do not atomize even in the range of high

gaseous Weber number. Studying the behavior of cavita-

tion free jets, Faeth and co-workers concluded that the

presence of vorticity due to turbulence or to variations of

mean velocity from viscous effects in the boundary layer
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play a dominant role in primary breakup along the surface

of liquid jets. They established that when qL/qG [ 500 the

effects of aerodynamic forces are unimportant in primary

breakup but dominate the secondary breakup. However,

when qL/qG \ 500, aerodynamic forces help primary

atomization. This limit in fluid density ratio was confirmed

by the drop sizes measured near the nozzle exit by Parker

et al. (1998) and that were found much smaller than those

that would be produced by aerodynamic shear.

As far as the effects of liquid turbulence are concerned,

Karasawa et al. (1992) and Tamaki et al. (1998) reported

that the increase of turbulence in cavitation free jets did not

particularly promote atomization, which is somewhat in

contradiction with Faeth and co-workers conclusions. Note,

however, that Faeth and co-workers examined large jets

(above the millimeter range) at moderate velocity, whereas

Karasawa et al. (1992) and Tamaki et al. (1998) considered

small jets at very high velocity.

Liquid cavitation in the nozzle affects the behavior of

jets in the second wind-induced and atomization regimes.

The investigations reported above agree to say that the

design of the discharge orifice is a dominant parameter for

the onset of cavitation. Works due to Hiroyasu and co-

workers, Ohrn et al. (1991a, b), Karasawa et al. (1992),

Tamaki et al. (1998), Badock et al. (1999a) and Payri et al.

(2004) all reported that round or conical inlet discharge

nozzle prevents from the development of cavitation struc-

tures in the discharge orifice. On the other hand, sharp-

edged inlet nozzles promote cavitation. However, whereas

it is always reported that atomization is promoted when

cavitation is present, the exact influence of cavitation on jet

primary breakup is not fully identified and conclusions on

this point differ from one investigation to another. Karas-

awa et al. (1992) and Payri et al. (2004) concluded that the

main influence of cavitation was to increase the effective

issuing velocity of the liquid jet. Tamaki et al. (1998)

suggested that the presence of cavitation in the nozzle

orifice induces the development of disturbance in the liquid

flow. Hiroyasu (2000) noted that one of the effects of

cavitation is to increase the turbulence in the liquid. In their

review, Smallwood and Gülder (2000) identified two pos-

sible contributions of cavitation with the bursting and

collapsing vapor cavities as soon as the liquid leaves the

nozzle and with its propensity to increase the turbulence

intensity in the liquid flow. However, they noticed a lack of

quantitative information on these two possible phenomena.

Dumont et al. (2000) pointed out that the production of

droplets from the collapse of bubbles at the jet interface has

never been clearly reported and that bubble bursts more

probably produce surface perturbation. The ballistic images

of high-Weber number atomizing jets reported by Pacia-

roni et al. (2004, 2006) did not show any small droplets

produced by cavitation bubble collapsing. However, the

presence of cavitation in their experiments was not dem-

onstrated. Experiments conducted on real diesel injector

design (Kim et al. 1997; Badock et al. 1999a, b; Arcou-

manis et al. 2001; Yon et al. 2003) reported that liquid

cavitation could have different origin (geometrically or

dynamically induced) and could promote different struc-

ture in the issuing liquid flow. The influence of liquid

cavitation on atomization might be a function of the origin

and of the structure of cavitation. Anyway, the exact role of

cavitation on the primary breakup mechanism requires

more work to be fully identified and understood.

Another point of disagreement concerns the presence of a

continuous liquid column at the nozzle exit in the atomiza-

tion regime. As mentioned earlier this region of the spray is

difficult to be experimentally investigated because of its high

density. This has motivated the development of specific

diagnostics to explore this region. However, these tech-

niques report inconsistent information according to the

measured quantity. For instance, Hiroyasu and co-workers

always detected breakup lengths with an electrical resistance

method and concluded to the presence of a continuous liquid

Fig. 8 Ballistic imaging of a

high-speed jet (ReL = 102,000,

WeL = 233,000) a at the nozzle

exit; b 19.5 mm from the nozzle

exit; c 37.5 mm from the nozzle

exit (from Paciaroni et al. 2006)
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column at the nozzle exit. On the other hand, the drop-size

measurements performed at the nozzle by Parker et al. (1998)

with the three infrared laser extinction technique plead for

the non-existence of this continuous liquid phase. The

measurements of the liquid volumetric fraction at the nozzle

performed by Yue et al. (2001) using a X-ray absorption

technique lead to a similar conclusion. Sophisticated visu-

alizations techniques and protocols such as those proposed

by Yon et al. (2003) and Paciaroni et al. (2004, 2006) reveal

that the issuing liquid stream is a multiphase flow with

complex gaseous structures of different origins. As men-

tioned above these structures are strongly functions of the

nozzle internal design and flow conditions. Finally, Kim

et al. (1997) reported that the development of cavitation-

column type in the sac volume could modify the spray plume

to a hollow cone spray. Therefore, most of the discrepancies

noticed between different experimental approaches are

likely to be due to differences in nozzle internal designs and

in internal flow details.

3 Flat liquid sheets

This section reports experimental investigations performed

on the primary atomization process of flat liquid sheets

evolving in a gaseous environment at rest. The most pop-

ular type of nozzle that produces flat liquid sheet is the fan

nozzle. The orifice of this nozzle is formed by the inter-

section of a V groove with a hemispheric cavity

communicating with a cylindrical liquid inlet (Lefebvre

1989). This design promotes impinging streamlines at the

nozzle where a liquid sheet parallel to the major axis of the

orifice develops. For a sufficient injection pressure, this

sheet disintegrates into a narrow elliptical spray.

Flat liquid sheets can also be formed by the impinge-

ment of two cylindrical jets. The shape of the sheet is a

function of the impingement angle made by the two jet

axes. If this angle is equal to 180�, the liquid sheet is radial.

An alternative to this technique consists of impinging a

cylindrical liquid jet onto a solid surface. Here again the

shape of the sheet is a function of the angle of impinge-

ment, a regular radial sheet being obtained when the liquid

impact is normal to the surface.

One of the important characteristic features of the sheets

produced by fan nozzle or by impingement is that they are

decreasing in thickness in the streamwise direction. As it

will be seen later this characteristic is a necessary condition

to observe the disintegration of the liquid stream into a

spray. Furthermore, the decreasing thickness of the sheet

promotes the production of very small droplets and is a

valuable aspect of this atomization process.

Compound injectors, often used in gasoline port-fuel

engine, also produce flat liquid sheet. These injectors are

made of a superposition of three circular disks with dif-

ferent circular orifices, the discharge orifice being not

aligned with the upper-disk orifices. This internal design

imposes drastic flow deflections and favors the develop-

ment of a double-swirl at the nozzle exit. As soon as the

liquid issues from the nozzle, this double-swirl induces a

radial expansion of the flow that organizes as a sheet rather

than as a cylindrical jet.

The experimental studies reviewed in this section con-

cern flat sheets produced by fan nozzles, impingement and

compound atomizers only. Conical liquid sheets such as

water bells (Taylor 1959a) or those issuing from swirl

atomizer (Lefebvre 1989) are not considered here.

One of the major scientific references on the behavior of

flat liquid sheet is due to Squire (1953), who developed a

linear stability theory for a liquid sheet of constant thick-

ness evolving in a gaseous environment. Similar to the one

due to Weber (1931) for cylindrical liquid jet, this

approach assumed the temporal exponential growth of an

initial perturbation. Squire (1953) considered that sinuous

type of perturbation only where the two sheet interfaces are

in phase. When the perturbation wavelength is greater than

the thickness tL of the sheet (ktL \ 0.5) and when the fluid

density ratio qG/qL is of the order of 10-3, Squire (1953)

established the following condition of instability:

WeL ¼
qLU2

LtL

r
[ 2 ð9Þ

This condition shows that a minimum difference of

velocity between the two fluids is required for an

instability to develop. Such an aerodynamically driven

instability is a Kelvin–Helmholtz instability. Furthermore,

when WeL [ 20 (WeL is given by Eq. (1) where tL replaces

d), Squire (1953) found that the characteristics of the

optimum sinuous wave were:

kopt ¼
4ptL

WeG

kopttL ¼
WeG

2
xr max ¼

qGU2
L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2tLqLr
p ð10Þ

where the gaseous Weber number WeG is also based on the

sheet thickness. Hagerty and Shea (1955) demonstrated

that only two modes of Kelvin–Helmholtz instability could

develop on a flat liquid sheet, namely, the sinuous mode

(where both interfaces oscillate in phase) and the dilational

mode (where interfaces are in phase opposition). These two

modes of instability, also called anti-symmetric and sym-

metric modes, respectively, can be distinguished by their

temporal growth rate, the one of the sinuous mode being

always greater. (A review of these theoretical approaches

can be found in Sirignano and Mehring (2000).)

Dombrowski and co-workers have extensively investi-

gated the behavior of flat liquid sheet produced by fan

nozzles (Dombrowski et al. 1960; Fraser et al. 1962;

Crapper et al. 1973; Clark and Dombrowski 1974;
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Dombrowski and Foumeny 1998). The sheets issuing from

fan nozzle are bordered by two thick edges. As a result of

the surface tension, the edges of the sheet contract and a

curved boundary is produced as the sheet develops down-

stream. At low injection pressure, edge contraction lasts

until the edge of the sheet coalesce. During the contraction,

drops are emitted from the edge of the sheet in a manner

somewhat analogous to a cylindrical liquid jet. These drops

follow the direction tangential to the sheet at the point

where they are produced. When the sheet contraction is

completed drops cross over from one side to the other. At

higher injection pressure, contraction is less pronounced

and the sheet eventually disintegrates before the two edges

coalesce. Two sheet disintegration modes are reported.

Under atmospheric pressure, a large wavelength sinuous

wave grows and eventually leads to the sheet disintegration

(Fig. 9). At sub-atmospheric pressure, perforation holes

appear on the sheet and extend up to the disintegration of

the whole sheet. (Sindayihebura and Dumouchel (2001)

reported a similar perforating atomization process on a

high viscous sheet produced by a swirl atomizer (Fig. 10).)

Dombrowski et al. (1960) provided a deep analysis of

the flow in the sheet. They studied the flat sheet produced

by a single fan nozzle. During their experiments, several

liquids were tested (r [ [0.02; 0.073 N/m], lL [ [10-3;

50 9 10-3 kg/ms] and the injection pressure was varied

from 0.06 to 0.34 MPa. By taking photographs of the sheet

containing suspended aluminum particles, they observed

that the sheet streamlines are straight and unaffected by the

curved boundary. Therefore, the drops produced at the

edge are emitted in a direction that is different from that of

the local sheet streamline. By taking double exposure

photographs, Dombrowski et al. (1960) also reported that

the stream velocity is constant along the sheet and depends

on the injection pressure only. This finding made them

suggest that the energy absorbed in producing the larger

surface area when the sheet expands is derived from the

enthalpy of the liquid. This hypothesis cannot be easily

confirmed since the predicted temperature drop along the

sheet is too small for accurate measurement. (They esti-

mated this temperature drop to be of the order of 0.01�C.) It

is interesting to point out that Sirignano and Mehring

(2000) evoked the compensation of surface energy evolu-

tion by temperature variation when analyzing the Rayleigh

breakup mechanism of a cylindrical liquid jet.

Dombrowski et al. (1960) also measured the sheet

thickness as a function of the distance from the nozzle by

applying a method based on light interference. The liquid

sheet was illuminated with a monochromatic light beam

that reflected on the front and back interfaces. These

reflections interfered with each other because of the dif-

ference of their light paths. Images of the reflected light

showed a succession of bright and dark fringes, two adja-

cent bright or dark fringes corresponding to a given sheet

thickness variation that is a function of the refractive index,

the angle of refraction of the light in the film and the

wavelength of the monochromatic light. They found that

the sheet thickness tL varies with the distance x from the

nozzle as tL(x) = K/x, where K is called the sheet thickness

parameter. When the injection pressure is [0.15 MPa, the

thickness parameter is independent of the surface tension
Fig. 9 Sinuous mode of disintegration of a fan-nozzle liquid sheet

(left front view, right side view, from Dumouchel 2005)

Fig. 10 Illustration of the perforating disintegration regime (case of a

conical sheet, from Sindayihebura and Dumouchel 2001)
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coefficient and correlates with DPiqLð Þ1=2
.

lL; K decreases

when DPiqLð Þ1=2=lL increases. In this case, typical value

of the thickness parameter K is 14 9 10-4 cm2 for liquid

viscosity \0.002 kg/ms. Thus, the nozzle they studied

produced a sheet which is \5 lm thick 3 cm from the

orifice. For smaller injection pressure, the thickness

parameter decreases as the surface tension is increased.

Using the parameter K, Dombrowski et al. (1960) suc-

ceeded in developing a model to predict the liquid sheet

edge.

Fraser et al. (1962) examined the behavior of flat water

sheets produced by a set of fan nozzles showing thickness

parameters ranging from 10 9 10-4 to 31 9 10-4 cm2.

The injection pressure was set equal to 0.17, 0.67 and

5 MPa. The objective in using high injection pressures was

to identify the possible influence of liquid turbulence on the

sheet behavior. The surrounding ambient conditions were

varied in order to investigate the influence of the aerody-

namic forces on the sheet behavior. The air density covered

a range from subatmospheric to atmospheric condition

(qG [ [0.05; 1.2 kg/m3]). Visualizations of the liquid

sheet were performed by flash photography with a rear

illumination and specular illumination configuration. Fur-

thermore, drops were captured on a cavity slide filled with

oil. The collected drops were recorded on a photomicro-

graph at a magnification of 89 and the drop-size

distributions were measured from the photographic nega-

tive, projected on a screen to give a total magnification of

1009. Under atmospheric pressure, the sinuous mode of

disintegration was always observed. As the air density was

reduced, the sheet breakup length increased and the mode

of disintegration changed from the sinuous to the perfo-

rating mode. Thus, the perforating mode of disintegration

always takes place at a larger distance from the orifice than

the sinuous mode. These observations lead to the conclu-

sion that, as described by Hagerty and Shea (1955) stability

theory, aerodynamic forces dominate the development of

the sinuous mode of breakup. At atmospheric pressure, the

characteristic time of this mode is smaller than the one of

the perforation mode and the sinuous mode controls the

sheet development before the appearance of the perforation

in the sheet. At sufficiently small sub-atmospheric pressure,

the characteristic time of the sinuous mode becomes

greater than the one of the perforation mode. Therefore, the

perforation mode manifests first. Although the perforation

mode was operated on a thinner sheet, Fraser et al. (1962)

found that the droplets produced by this mode were greater

than those produced by the sinuous mode. This comes from

the fact that the perforation disintegration mode goes

through the reorganization of the liquid as ligaments before

producing droplets (see Fig. 10). Thus, the mode of dis-

integration takes no benefit of the small sheet thickness.

When working at high injection pressures, Fraser et al.

(1962) observed that the turbulence in the liquid sheet

played only a minor role and did not appear to assist the

atomization process to any significant extent either in

vacuum or in atmosphere. Fraser et al. (1962) suggested a

model of the breakup of the sinuous sheet that assumed that

the most rapidly growing wave is detached at the leading

edge in the form of a ribbon half a wavelength wide. This

ribbon immediately contracts into a ligament, which sub-

sequently disintegrates into drops of equal diameter

following a Rayleigh mechanism. This model made use of

the optimum wavelength derived by Squire (1953) for the

sheet (Eq. 10) and by Rayleigh (1878) for the ligament

(Eq. 5). It led to a drop diameter scaling a liquid Weber

number, based on a characteristic length of the liquid sheet,

at the power of -1/3.

Crapper et al. (1973) published shadowgraph images of

fan-nozzle liquid sheets on which perturbations of con-

trolled frequency and amplitude were induced by vibrating

the nozzle normal to the plane of the sheet. Front and side

visualizations showed that contrary to what is assumed by

the 2D linear theory, the wave growth is critically depen-

dent upon the sheet velocity and the distance from the

nozzle. When the sheet velocity is high, the wave grows

until breakdown occurs. However, at lower velocity, the

rate of growth is at first large but then rapidly diminishes

until a maximum amplitude is reached after which the

amplitude may actually diminish. The cause of this

behavior was attributed to the nature of the air flow pattern

around the sheet. Consequently, streamlines adjacent to the

sheet were visualized using smoke tracers and a flash

stroboscope synchronized with the vibrating system. These

visualizations reported boundary-layer separation and the

formation of gaseous vortex upstream each liquid crest that

rapidly grows in size. The extent to which the vortex grows

depends upon the operating condition. At high growth rate,

the sheet breaks down rapidly and vortex growth is mini-

mal. This shows that the gas dynamic induced by the liquid

sheet influences the behavior of the liquid sheet.

Clark and Dombrowski (1974) and Dombrowski and

Foumeny (1998) investigated the influence of the sur-

rounding gas temperature on the sinuous Kelvin–

Helmholtz instability. Clark and Dombrowski (1974)

examined water sheets produced at different injection

pressures (DPi [ [0.17; 0.62 MPa] and ambient tempera-

tures (between 20 and 380�C). Their work was based on the

analysis of shadowgraph images. At room temperature,

the sinuous wave controlled the sheet disintegration. When

the temperature increased, the wave motion was less pro-

nounced due to a reduction of the gas density, i.e., to less

effective aerodynamic forces. At higher temperature, an

additional higher frequency wave covered the great part of

the sheet and the disintegration occurred as a result of

aerodynamic sinuous wave and random perforations. When
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the temperature was further increased, the aerodynamic

sinuous wave appeared only if the liquid sheet velocity was

high, but the perforation mode dominated the liquid dis-

integration. Above this, the high frequency waves that

appeared to be dilational waves were more visible. On the

basis of the visualizations, Clark and Dombrowski (1974)

suggested that the perforation mode of disintegration is

electrohydrodynamic in origin and results from the accu-

mulation of negative charge at the liquid surface.

Dombrowski and Foumeny (1998) experimentally dem-

onstrated that this electrohydrodynamic mechanism of

disintegration requires surface disturbances to be initiated.

These investigations show to which extend primary atom-

ization mechanisms can be modified in hot atmospheres.

This point is important to be considered in the production

of sprays dedicated to combustion.

Contrary to fan-nozzle liquid sheets, liquid sheets

formed by a normal impingement of cylindrical liquid jets

follow a radial expansion and are not bounded by thick

rims due to surface tension edge effect. Therefore, con-

traction of the sheet is never observed, even for low liquid

velocity. Taylor (1959b, c) conducted early experimental

investigations on the behavior of such sheets. The behavior

of radial liquid sheets is categorized by representing the

radial position rb at which breakup occurs as a function of

the liquid Weber number. (This approach is similar to the

plot of the stability curve for cylindrical jets). The liquid

Weber number is based on the cylindrical jet diameter d

and velocity UL. An example of this curve is shown in

Fig. 11 where rb is divided by the jet radius (d/2). This

curve delimits two main breakup regimes. For low-Weber

number, the liquid sheet is smooth and liquid beads are

formed along the circular periphery and eventually detach

from the sheet. (An illustration of this regime is shown in

Fig. 12a). In this first breakup regime, rb varies linearly

with WeL. Beads come from Rayleigh instability. For high

liquid Weber numbers, a large amplitude sinuous Kelvin–

Helmholtz instability grows on the liquid sheet and causes

its disintegration (see Fig. 12b). This second atomization

regime is similar to the one observed on flat nozzle liquid

sheet with sufficiently high liquid Weber number to pre-

vent contraction.

Huang (1970) examined the behavior of water radial

liquid sheets formed by the impingement of two co-axial

cylindrical jets. The diameter of the impacting jets varied

from 1.59 to 4.76 mm and the experiments covered a large

liquid Weber number range (WeL [ [100; 30,000]). Huang

took photographs of the sheet with short exposure time

(between 1 and 3 ls) in order to measure the radial position

of sheet breakup. He also performed high-speed camera

visualizations (up to 6,000 images/s) to measure the wave

speed of the Kelvin–Helmholtz instability. From these

experiments, Huang (1970) determined criteria based on

liquid Weber number to categorize the sheet behavior. The

first regime of atomization was associated to liquid Weber

number \500 (see Fig. 11). By assuming that the inward

radial and circumferential surface forces balance the inertia

force exerted radially outward on the edge of the circular

sheet, Huang demonstrated that the radial position of

breakup rb should be proportional to the liquid Weber

number. His experimental results confirmed this depen-

dence and reported:

Fig. 11 Radial breakup position of a radial liquid sheet as a function of WeL (from Huang 1970)
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rb

1
2

d
¼ 0:167WeL ð11Þ

In this first atomization regime, the high-speed motion

pictures revealed that the droplets are formed when the

liquid beads merge to form larger beads, which eventually

detach from the semi-cylindrical periphery. In the region of

intermediate Weber numbers (500 \ WeL \ 2,000) Huang

(1970) defined a transition regime (see Fig. 11) where

Taylor’s cardioid wave pattern appears in the first half of

the region while the sheet begins to flap in the second half.

Huang (1970) demonstrated that cardioid wave pattern was

initiated by small amplitude disturbances at the

impingement point. These waves modify the sheet

periphery that becomes cusp-shaped. This, however, does

not change significantly the drop production mechanism. In

the transition regime, rb shows a maximum at a critical

liquid Weber number equal to 1,200. Kelvin–Helmholtz

regime of instability was observed for liquid Weber

number greater than 2,000. Huang proposed an analogy

with the prediction of cylindrical jet breakup length

(Eqs. 4, 5) to predict the sheet radial breakup position.

By using the optimum wave characteristics obtained by

Squire (1953) (Eq. 10), he found that the sheet radial

breakup position should be proportional to WeL
-1/3. This

correlation was confirmed by the measurements that

reported:

rb

1
2

d
¼ 1; 250We

�1=3
L ð12Þ

By analyzing the high-speed visualizations, Huang (1970)

reported an exponential growth of the wave amplitude

along the radial direction and found wave propagation

speed in agreement with the linear theory that accounts for

the continuous decreasing thickness of the sheet in a lim-

ited range of Weber number only, namely, WeL \ 4,450

only. Above this limit, non-linear effects are non-

negligible.

Clanet and Villermaux (2002) and Villermaux and

Clanet (2002) investigated the behavior of radial liquid

sheet produced through the impact of a cylindrical liquid

jet of diameter d on small circular disk. They used different

disk diameters (from 3.8 to 20.8 mm) and jet diameters

(from 0.8 to 5 mm) keeping constant the ratio between

these two diameters (of the order of 4). Experiments were

performed with water and ethanol and the all system of

sheet formation could be immerged in a low-density

(qG = 1.2 kg/m3) or a high-density (qG = 6 kg/m3) sur-

rounding gas. The liquid Weber number varied from 80 to

30,000. Clanet and Villermaux performed visualizations of

the liquid sheet with a short exposure photograph system

and high-speed camera (up to 6,000 images/s). Clanet and

Villermaux (2002) measured drop size from image analy-

sis. They also reproduced Dombrowski et al. (1960)

method based on light interference to measure the sheet

thickness as a function of the radial distance from the

impact, and determined the sheet velocity by following the

motion of ash dusted on its surface. Villermaux and Clanet

(2002) used a 2D laser-induced fluorescence (LIF) tech-

nique to investigate the shape of the liquid sheet along the

radial direction. Clanet and Villermaux (2002) examined

the behavior of the sheet in the first regime of atomization,

whereas Villermaux and Clanet (2002) concentrated on the

Kelvin–Helmholtz instability regime.

Measurements reported by Clanet and Villermaux

(2002) showed that radial liquid sheets have similar char-

acteristics as fan-nozzle sheets, namely, a constant velocity

and a thickness tL(r) proportional to the inverse of the

radial distance from the impact. They derived the following

expression for the local thickness:

tL rð Þ ¼ d2

8r
ð13Þ

By measuring the value of rb on mean images, they found

that the first atomization regime is observed when

WeL \ 1,200. This value is of the order of the critical

liquid Weber number reported by Huang (1970) as well as

the sheet breakup radial position that was found to be

rb

1
2

d
¼ 0:112WeL ð14Þ

The drop diameter was found to decrease as the liquid

Weber number was increased and depended on the

impacting jet diameter or not according to the situation: the

Fig. 12 Disintegration regimes

of radial liquid sheet. Left
smooth regime (regime 1), right
flapping regime (regime 2)

(from Clanet and Villermaux

2002)
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drop diameter scaled with the jet diameter d in the limit

d � (2r/qLg)1/2 or with (2r/qLg)1/2 otherwise. Clanet and

Villermaux (2002) explained that the beads at the origin of

the drop formation grow and propagate on the periphery of

the sheet. During their propagation, they are attached at the

liquid film by capillary action and they are subject to both

gravitational and centrifugal acceleration. When accelera-

tion effect overcomes the attachment capillary force, drops

detach. The thickness of the film that characterizes the

strength of the attaching force imposes to the mean drop

diameter a WeL
-1/3 dependence. In conclusion the drop

diameter results from a local equilibrium between the local

accelerations and the local attaching forces. This conclu-

sion holds for any process involving drop production from

smooth liquid sheet.

Villermaux and Clanet (2002) observed that the critical

liquid Weber number to observe Kelvin–Helmholtz insta-

bility is a function of the surrounding density: for water

sheet this number is equal to 1,000 when qG = 1.2 kg/m3

and decreases to 500 when qG = 6 kg/m3. In the first

breakup regime, the evolution of the radial position of

breakup with the liquid Weber number is independent of

the gas density and follows Eq. (14). In the Kelvin–

Helmholtz instability regime, whereas the decrease of the

radial position of breakup begins for smaller liquid Weber

number when the gas density is increased, it still scales

with WeL
-1/3 as found by Huang (1970) (see Eq. 12).

By analyzing transverse cut of the liquid sheet using

planar laser illumination, Villermaux and Clanet (2002)

found that the amplitude growth of the most amplified

wave was stronger than exponential because of continuous

thinning of the liquid sheet. Furthermore, they measured

the passage frequency of the wave crest and found it

constant along the sheet. This frequency was found equal to

qGU3
L

�

10pr
� �

when WeL ranged from 1,000 to 10,000.

Another important finding reported by Villermaux and

Clanet (2002) concerns the drop formation in the Kelvin–

Helmholtz regime. Contrary to Fraser et al. (1962) sug-

gestion, they observed that the liquid sheet does not break

at each half wavelength to form ligaments, but drops are

produced from the breakup of streamwise ligaments that

develop at the sheet edge (see Fig. 12, right image). They

analyzed these ligaments to result from Rayleigh–Taylor

instability caused by the fact that the shear Kelvin–Helm-

holtz instability has a propagation velocity different than

the liquid velocity and induces transient acceleration of the

fluid particles. The wavelength of this instability scales

with the surface tension and the resulting drop diameter is

found proportional to WeL
-1. This dependence is different

that the one reported by Fraser et al. (1962) who based their

breakup model on a different mechanism.

The last type of liquid sheets presented in this section is

that produced by compound nozzles commonly used in

gasoline port-fuel injection (Zhao and Lai 1995). As

explained above, these sheets result from the presence of a

double swirl flow in the nozzle discharge orifice that pro-

motes the expansion of the jet as a planar sheet. These

sheets are not as thin as those produced by impaction or fan

nozzles and report a different atomization process as shown

in Fig. 13. As soon as the liquid issues from the nozzle, the

sheet edges are perturbed by large wavelength disturbances

as well as by much smaller ligaments. These ligaments that

may produce very small drop near the nozzle exit, resemble

to ligaments observed by Faeth and co-workers on turbu-

lent jets (Fig. 5c). As going downstream, the liquid sheet

deforms: first gulfs are created and second the sheet reor-

ganizes as a ligament network prior to the disintegration.

Many experimental and numerical investigations per-

formed on the behavior of compound injector suggested

that the liquid turbulence was the main factor controlling

the atomization process (see the review due to Zhao and

Lai 1995).

Dumouchel et al. (2005a) conducted an experimental

investigation on a series of compound nozzles with a con-

stant discharge orifice diameter (d = 0.18 mm) but different

disk thicknesses and offsets of the discharge orifice. The

experimental work consisted in taking shadowgraph images

Fig. 13 Disintegration process of liquid sheet produced by com-

pound nozzle: water, d = 180 lm, DPi = 0.35 MPa, WeG = 0.85

(from Grout et al. 2007)
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with a short duration light (11 ns) and a 6 Mpixels

camera and to measure the drop-size distribution with a

laser diffraction instrument. Furthermore, the internal flow

was numerically simulated using a RNG k–e model to

calculate the turbulence. This work was performed with a

substituting liquid whose physical properties are close to

those of gasoline and with injection pressure ranging from

0.1 to 0.5 MPa. By measuring the issuing mean velocity

as a function of the injection pressure, it was first noticed

that the gaseous Weber numbers were always about \5.

In this condition, the aerodynamic forces are expected to

have no effect on the primary atomization process.

Dumouchel et al. (2005a) found that the spray surface

energy per unit liquid volume (r/D32) scaled with the sum

of the non-axial and turbulent kinetic energies of the issuing

flow and concluded to the importance of the double-swirl

flow structure and of the turbulence on the atomization

process. The double-swirl has two effects. As it increases,

the radial expansion of the sheet increases and therefore

its thickness is less, which promotes the production of

small drops. At the same time, the turbulence intensity is

increased due to an increase of the wall friction in the orifice

nozzle. The increase of turbulence promotes a higher level

of initial perturbation. When it is sufficiently high (for high

injection pressure or low viscous liquid) the small ligaments

near the nozzle exit are more numerous, smaller in size and

may produce more small drops. But this early breakup

mechanism always involves a very small amount of liquid.

As going downstream, the liquid flow reorganization is

controlled by surface tension forces as well as the disinte-

gration of the ligament network. This scenario was

confirmed by a fractal analysis of the atomizing liquid flow

(Dumouchel 2005; Dumouchel et al. 2005b; Grout et al.

2007).

Shavit and Chigier (1995) were the first to apply a

fractal analysis on atomizing liquid flow. They examined

the case of co-axial cylindrical jets. Contrary to what is

observed on low-velocity jets or smooth liquid sheets,

there is no single dominant disturbance on the liquid

surface: a wider range of perturbations, with different

length-scales, deforms the interface that becomes very

tortuous. The fractal analysis is a mean of quantifying this

tortuosity. Dumouchel et al. (2005b) performed such an

analysis on a high number of liquid flow images. They

found that the local mean fractal dimension of the liquid

interface correlated with the local interface length and

observed that this fractal dimension increased with dis-

tance from the injector, reached a maximum and

decreased. Shavit and Chigier (1995) reported a similar

behavior. The maximum in fractal dimension was

obtained where the flow reorganization occurred and

indicated a decrease in the liquid interface caused by

surface tension efforts. Grout et al. (2007) improved the

fractal analysis by first determining the best appropriate

method for their images. Then, they concentrated on two

particular fractal dimensions: the textural fractal dimen-

sion of liquid sheet at the nozzle exit and the structural

fractal dimension of the ligament network found in the

final step of the primary atomization process. The textural

dimension characterizes the interface tortuosity without

accounting for the whole jet shape. This dimension was

found to correlate with the Reynolds number of the

issuing flow, confirming that the initial tortuosity of the

liquid sheet is controlled by the liquid turbulence. The

structural fractal dimension of the ligament network

characterizes the shape of the whole flow. It was found

that this dimension correlated with liquid Weber number

of the flow confirming the dominant action of the surface

tension forces in the flow reorganization. Furthermore, the

smallest perturbation length-scale as a function of the

distance from the nozzle can be also obtained from a

fractal analysis. Grout et al. (2007) measured this scale as

a function of the downstream distance and found that it

correlated with a capillary characteristic length-scale. This

shows that surface tension controls the disappearance of

perturbations either by damping or breakup. Such an

analysis is similar to the morphological analysis of jet

breakup developed by Yon et al. (2004). It suggests that,

as done for the modeling of turbulence, atomization could

be described as a cascade of structures of different length-

scales, the role of the viscosity in turbulence being played

by surface tension in liquid atomization.

The investigations described in this section report sev-

eral primary atomization processes of flat liquid sheets

according to the way these sheets are produced. Liquid

sheets produced by fan nozzle atomize thanks to the growth

of Kelvin–Helmholtz instability provided that the sheet

liquid Weber number is not too low. If this condition is not

satisfied, the liquid sheet either contracts before atomizing

if the difference of velocity with the surrounding gas is too

low or disintegrates under perforations if the gas density is

small (Dombrowski and co-workers). The minimum liquid

Weber number, based on the sheet thickness, to trigger the

Kelvin–Helmholtz instability is estimated to be equal to 2

by the linear theory (Eq. 9) but has not been quantified by

experiments. Radial liquid sheets produced by jet impac-

tion also report a primary atomization process triggered by

Kelvin–Helmholtz instability. Here again, this type of

instability is conditioned by a liquid Weber number, which

is based this time on the diameter and velocity of the

impacting jet(s). Under atmospheric condition, Huang

(1970) and Clanet and Villermaux (2002) found that the

minimum liquid Weber number to trigger Kelvin–Helm-

holtz instability is of the order of 1,000. If not, the liquid

sheets disintegrate in large droplets at its periphery whose

diameters are controlled by a balance between centrifugal
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acceleration and surface tension forces (Clanet and Vil-

lermaux 2002). Villermaux and Clanet (2002) found,

however, that the minimum liquid Weber number for the

Kelvin–Helmholtz instability to develop is a function of the

density of the surrounding gas: it decreases when the gas

density increases. It appears therefore that a criterion for

the onset of Kelvin–Helmholtz instability for flat sheets

produced by fan nozzles or impaction should incorporate

the gas density. By using the experimental results reported

by Villermaux and Clanet (2002), the following criterion

for the onset of Kelvin–Helmholtz instability can be

derived for radial sheets:

WeL

qG

qL

� �0:5

[ 42 ð15Þ

More experimental work should be conducted to confirm

this suggestion that indicates that the onset of the Kel-

vin–Helmholtz instability depends on both fluid densities.

Beside the Kelvin–Helmholtz instability disintegration

process, flat sheets produced by fan nozzles or by impac-

tion present other similarities. They are initially smooth,

have a constant velocity in the streamwise direction and a

thickness inversely proportional to the distance from the

nozzle or the impacting point (Dombrowski et al. 1960;

Clanet and Villermaux 2002). This is likely due to the fact

that these sheets result from a similar way of production.

Indeed, the smooth sheet produced at the exit of a fan

nozzle results from the impaction of streamlines at the

nozzle orifice caused by its specific design. The impaction

of streamlines in the nozzle orifice is not fundamentally

different than the impaction of two jets or of one jet on a

solid surface.

Two points of disagreement between the reported studies

should be mentioned. One concerns the growth of the

Kelvin–Helmholtz instability. Crapper et al. (1973)

observed the rate of growth is at first large but then rapidly

diminishes until a maximum amplitude is reached after

which the amplitude may diminish. This was observed on a

low liquid velocity. Huang (1970) reported that the rate of

growth of the instability is exponential in time as predicted

by the linear theory. On the other hand, Villermaux and

Clanet (2002) found an amplitude wave growth stronger

than exponential. Crapper et al. (1973) attributed their

observations to the development and growth of vortex in the

gas next to the sheet. Villermaux and Clanet (2002)

explained that the strong growth is a consequence of the

continuously thinning sheet. This interpretation is consis-

tent with Eq. (10) that shows that the growth rate of the

optimum perturbation could increase continuously when the

sheet thickness decreases. On the other hand, one may

wonder whether Crapper et al. (1973) observation could not

be attributed to sheet contraction. Indeed, the decrease of

the wave amplitude was observed on small velocity sheets

only for which contraction could be suspected before the

Kelvin–Helmholtz instability atomization is completed.

A second point of disagreement concerns the disinte-

gration process and drop formation. Fraser et al. (1962)

suggested that the sheet breaks at each half wavelength and

produces ligaments that disintegrate under Rayleigh insta-

bility. However, Villermaux and Clanet (2002) observed

that drops are produced from the disintegration of

streamwise ligaments resulting from Rayleigh–Taylor

instability. It has to be noticed that whereas Villermaux and

Clanet (2002) images clearly show the presence of the

streamwise ligaments during the drop production phase, the

scenario proposed by Fraser et al. (1962) has never been

clearly visualized.

Liquid sheets produced by the presence of a high

transverse flow component in the nozzle discharge orifice

show totally different behavior than the liquid sheet evoked

so far. These sheets are not smooth and not as thin as those

produced by fan nozzles or impacting jets. The atomization

of these sheets does not require aerodynamic forces. The

onset of the atomization is dominated by the intensity of

the non-axial flow component and the turbulence intensity

in the issuing liquid flow. The action of the surface tension

forces dominates the evolution of the liquid system shape

as well as the liquid flow disintegration. The interesting

aspect here is that rather good atomization efficiencies can

be reached even at low injection pressure. The difficult

point, however, is that the atomization process is not as

organized as for smooth liquid sheets and is characterized

by ranges of perturbation length and time scales. Further-

more, the prediction of such process would require the

internal flow to be characterized in detail, which is not an

easy task. The coupling between simulations of the internal

flow and shape analysis of the liquid flow using a fractal

approach seems to be a promising direction to follow.

4 Air-assisted cylindrical jets

This section is dedicated to the behavior of a cylindrical

liquid jet surrounded by an annular gaseous stream. In the

literature, these jets are often called coaxial jets. The liquid

jet issues from a cylindrical orifice (defined by a diameter dL)

and the air stream issues from a coaxial annular slit (defined

by an internal outer diameter dG). External mixing injector

designs are considered only: both stream exits are co-planar

and the gas and liquid flows enter in interaction with each

other when leaving their respective nozzle. Each stream is

characterized by its own average velocity noted UL and UG

from the liquid and the gas, respectively. Furthermore, this

section is also restricted to cases where both fluids are

flowing in the same direction with no swirl component of

velocity in the gas stream. (The effect of a swirl gas flow in
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coaxial injection is detailed in Lasheras and Hopfinger

(2000) and Dunand et al. (2005).)

Besides the non-dimensional numbers introduced for the

liquid jet (see Eq. 1), other appropriate numbers can be

defined namely, the gaseous Reynolds number ReG, the

effective Reynolds number Reeff, the momentum flux mass

ratio per unit volume M, the area ratio A0, the mass flux

ratio m and the relative gaseous Weber number WeR.

Following Lasheras et al.’s notations (Lasheras et al. 1998),

these numbers are given by

where qG is the gas density; lG, the gas dynamic viscosity;

AL and AG, the area of the liquid and gas flow outlets,

respectively. The effective Reynolds number Reeff char-

acterizes the total flow (gas + liquid) in the jet (Lasheras

et al. 1998).

Chigier and co-workers reported a series of experi-

mental investigations on the behavior of coaxial air–water

jets (Farago and Chigier 1990, 1992; Eroglu et al. 1991;

Eroglu and Chigier 1991a, b). The liquid flow nozzle

diameter was of the order of 1 mm and its length was equal

to 55 mm. The internal outer diameter of the surrounding

airflow was of the order of 10 mm. Their experimental

arrangement covered the following ranges of non-dimen-

sional numbers: ReL [ [200; 20,000], ReG [ [13,000;

104,000], WeR [ [0.001; 600]). Shadowgraph images were

taken with a 0.5 ls light source. From an analysis of over

1,000 images, Farago and Chigier (1992) proposed a

morphological classification of disintegrating coaxial air–

water jets. Three atomization regimes were identified: the

Rayleigh-type breakup, the membrane-type breakup and

the fiber-type breakup.

The Rayleigh-type breakup is identified when drops

are produced without any liquid membrane or ligament

shedding from the liquid flow. Drop diameters are of the

order of the jet diameter. This regime can be divided in

two subregimes called axisymmetric and non-axisym-

metric. In the axisymmetric subregime (WeR \ 15) the

gas flow accelerates the liquid jet that shows shorter

breakup length than in still gaseous environment and

drops result from the growth of an axisymmetric sinu-

soidal wave. In the non-axisymmetric subregime

(15 \ WeR \ 25), the gas flow reduces the liquid jet

diameter and drops are still produced by the breakup of

the flow as a whole. At low WeR, the liquid jet can show

a hook-like shape as illustrated in Fig. 14a. For higher

WeR, the liquid jet is straighter.

The membrane-type breakup (25\WeR \ 70, Fig. 14b)

is characterized by the development of thin liquid sheets,

which form Kelvin–Helmholtz waves and break into

droplets of much smaller diameter than in the previous

regime. The morphology of the jet becomes similar to that

of a thin liquid sheet.

The fiber-type regime (100 \ WeR \ 500, Fig. 14c) is

identified as the formation of thin liquid fibers that peel

off the jet and disintegrate by a non-axisymmetric Ray-

leigh-type breakup. Farther downstream, the main liquid

core becomes wavy and breaks into ligaments from

which new fibers are peeled off. The diameters of the

drops are very small and generally increase with the

downstream distance. In this mode, most of the liquid

proportion is atomized in the second atomization region.

Farago and Chigier (1992) divided this regime in two

sub-modes: pulsating and superpulsating modes. The

pulsating mode is the normal mode of atomization

whereas the superpulsating mode (150 \ WeR \ 500) is

connected to an extremely high periodical change

between low and high-density regions in the sprays. An

illustration of this sub-mode is given in Fig. 14d. Farago

and Chigier (1992) observed a dominance of the super-

pulsating mode when

ReL=We0:5
R \100 ð17Þ

Farago and Chigier (1992) succeeded in classifying these

breakup regimes in a WeR–ReL map.

The most commonly quantified coaxial jet characteristic

is the liquid core length LC. In the Rayleigh breakup

regime, this length is equivalent of the breakup length of

atomizing cylindrical jets. In the membrane-type regime,

the liquid core length is equivalent in the liquid jet intact

length. In the fiber-type regime, two characteristic lengths

are defined (Porcheron et al. 2002). In the near-field region,

the liquid flow is divided in two regions; the potential

liquid core and the liquid core. Attached to the nozzle, the

potential liquid core is a continuous liquid structure with-

out gas inclusions. The length of the potential liquid core is

noted as LPC. Farther downstream, the liquid core is com-

posed of liquid structures with gas inclusions. Its length is

noted as LC.

ReG ¼ qGUGdG

lG
Reeff ¼ ReG 1� d2

L

d2
G

þ d2
L

Md2
G

h i

M ¼ qGU2
G

qLU2
L

A0 ¼ AG

AL
m ¼ qLULAL

qGUGAG
WeR ¼ qG UG�ULð Þ2dL

r

8

<

:

ð16Þ
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Eroglu et al. (1991) measured the liquid jet intact length

on the instantaneous shadowgraph images used for the

classification: the length they measured was likely the

liquid core length. Their measurements were performed in

the membrane-type and fiber-type regimes. For each

operating conditions, four to seven photographs were

analyzed and average lengths were calculated. More than

1,500 photographs were analyzed to yield the correlation

given in Table 2. This correlation shows a continuously

decreasing liquid core length when the gaseous relative

Weber number increases or when the liquid Reynolds

number decreases.

In subsequent studies, Eroglu and Chigier (1991a, b)

measured the perturbation wavelength on the liquid–gas

interface as well as the wave frequencies. The wavelengths

were measured in the visualizations. Wave frequencies

were measured by a laser beam attenuation technique. This

technique consists in positioning a collimated laser beam

near the liquid–gas interface and perpendicular to the jet

axis and to record the temporal beam attenuation due to the

liquid flow undulation. Frequency of the jet undulation is

obtained by performing a FFT of the temporal signal. The

measurements were conducted for coaxial jets showing the

three possible atomization regimes (ReL [ [1.4; 17,650],

WeR [ [13; 267]). The liquid flow transition from laminar

to turbulent occurred when 5,000 \ ReL \ 10,000 and the

airflow test conditions corresponded only to turbulent

flows. Eroglu and Chigier (1991a, b) observed two wave

types. At low liquid velocities, the dominant wave was

sinuous and became dilational at high liquid velocities. For

Fig. 14 Air-assisted cylindrical jet atomization regimes. a Non-axisymmetric Rayleigh regime, b membrane-type regime, c fiber-type regime,

d superpulsating submode, e digitations regime (a–d from Farago and Chigier (1992), e from Marmottant and Villermaux (2004))

Table 2 Correlations for the characteristic length of air-assisted

liquid jets

Eroglu et al. (1991) LC

dL
¼ 0:66We�0:4

R Re0:6
L

Woodward et al. (1994) LC

dL
¼ 0:095

qG

qL

� ��0:36=Z

We
�0:22=Z
R Re0:68

L

Lasheras et al. (1998) LPC

dL
¼ 6

ffiffiffi

M
p

Porcheron et al. (2002) LC

dL
¼ 2:85

qG

qL

� ��0:38

Oh0:34M�0:13

Leroux et al. (2007) LC

dL
¼ 10

M0:3

LC liquid core length, LPC potential core length
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intermediate liquid velocities, the initial disturbances were

of the dilational type and sinuous wave formation started

further downstream. They noted that the wavelength

increased with the downstream distance and analyzed

spatially averaged wavelength. This mean wavelength

increased with the gas velocity. For an increasing liquid

velocity, it first increased, reached a maximum and then

decreased towards a constant value when the liquid flow is

fully turbulent. Furthermore these wavelengths were found

smaller than the jet perimeter. Eroglu and Chigier (1991a,

b) concluded that the onset of these perturbations is con-

trolled by the liquid turbulence and that their growth is

dominated by the aerodynamic interaction. Frequencies

appeared independent of the axial location and the fre-

quency band increased with the liquid velocity.

Furthermore, the average frequency was found to increase

with both the liquid and the gas velocities. However,

having performed spatial average for the wavelength and

frequency, the reported behavior is global and not easily

analyzable.

Woodward et al. (1994) investigated the behavior of

water jets surrounded by an annulus gas flow. The

diameter dL of the inner flow was equal to 4.8 mm and

the nozzle area ratio was A0 = 2.5. The gas used for

the annular flow was either nitrogen or helium and the

ambient pressure varied from 0.1 to 2.1 MPa. The

operating conditions covered two liquid Reynolds num-

bers (95,000 and 160,000) and relative gaseous Weber

number ranging from 14 to 32,000. Woodward et al.

(1994) used a line-of-sight technique based on the

analysis of X-ray transmitted intensity through the issu-

ing two-phase flow in the near-filed region to measure

the jet liquid core length. Images of the optical signal

were recorded with a CCD camera at a rate of 60 ima-

ges/s. The liquid core lengths were measured from image

processing. Woodward et al. (1994) found that the liquid

core lengths were functions of the ambient pressure, the

gas density and both liquid and gas velocities. Unex-

pected behavior was observed. For ReL = 95,000 and

Pamb = 0.1 MPa, very short liquid core lengths were

measured and were independent of the gaseous flow

velocity. Furthermore, when the ambient pressure was

increased, the liquid core increased, reached a maximum

and then decreased. The maximum was found for an

ambient pressure of 0.5 MPa whatever the gas velocity.

For ReL = 160,000, a similar behavior was obtained

except that the liquid core length was found to increase

from Pamb & 1 MPa only. For smaller ambient pres-

sures, the liquid core length was short and independent

of both the ambient pressure and the gas velocity. These

results show that at low ambient pressures, aerodynamic

forces were not the dominant factor to trigger the pri-

mary atomization. Woodward et al. (1994) suggested that

the difference in the injector internal flow conditions

associated with low versus high ambient pressures were

responsible for this behavior and that cavitation occurred

inside the injector at low Pamb and caused large distur-

bances in the liquid jet. They concluded in the presence

of two jet breakup mechanisms whose relative effects

depend on the ambient conditions, namely, cavitation-

induced turbulence and aerodynamic shear, the first

effect being dominant at low ambient pressure. Wood-

ward et al. (1994) derived a correlation for the liquid

core length (Table 2). In this correlation, the parameter Z

integrates the ratio of the fluid specific heats and the gas-

specific constant. This parameter is essentially the ratio

of the acoustic velocity of the liquid to that of nitrogen

and implies a Mach number effect on coaxial jet

breakup. Although the correlation proposed by Wood-

ward et al. (1994) was obtained for different operating

conditions than the one obtained by Eroglu et al. (1991),

note the similar dependence in ReL.

Attempts of other types of analysis have been carried out

on atomizing coaxial jet. Shavit and Chigier (1995) applied

a fractal analysis on the liquid jet. The injector and fluids

were the same as used by Farago and Chigier (1990, 1992),

Eroglu et al. (1991) and Eroglu and Chigier (1991a, b).

Their working conditions covered the ranges ReL [ [1,120;

6,000] and WeR [ [12; 120]. This was the first attempt in

analyzing the liquid primary atomization process using the

concept of morphological characterization. As explained in

the previous section, a fractal analysis is a mean of quan-

tifying the interface tortuosity caused by perturbations

covering a wide range of characteristic length-scales. This

description does not attribute a single characteristic length-

scale to a poly-perturbed system. Such an approach

requires accurate visualizations with a rather high magni-

fication. The shadowgraph images taken by Shavit and

Chigier (1995) covered a 3.1 9 2.3 mm2 area with a spa-

tial resolution of 4.81 lm/pixel. The visualization area was

translated from the nozzle exit to a downstream position

where the atomization process was completed. At each

position, a fractal dimension could be obtained. Shavit and

Chigier (1995) related the fractal nature of the atomization

process to the major impact of the turbulent airflow. The

fractal dimension increased with the downstream position,

reached a maximum and then decreased, illustrating an

increase of the liquid tortuosity followed by a reorganiza-

tion of the flow where tortuosity progressively disappears.

Shavit and Chigier noticed that the position at which the

fractal dimension was a maximum corresponded to the

region where breakup became effective. A fractal analysis

can also give information on the spectrum of length-scales

characterizing the system. Shavit and Chigier (1995)

showed that the spray drop-size distribution range was

bounded within the spectrum of length-scales before
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breakup. They suggested that a possible course of analysis

would be to predict the shape and dynamics of the liquid–

gas interface and subsequently to predict the drop size and

velocity. Their work offers an interesting alternative to

quantify and, maybe, categorize liquid atomization

processes.

Lasheras et al. (1998) investigated the behavior of water

jets assisted by coaxial annular air stream. The nozzle

diameter of the liquid jet was dL = 3.8 mm, and its length

was equal to 110 mm. The outer internal nozzle diameter of

the annular air jet was dG = 5.6 mm and its length was equal

to 28 mm. The operating conditions covered the following

ranges: ReL [ [570; 5,700] and WeR [ [16; 4,000]. In these

conditions, the airflow was always turbulent and the liquid

flow could be laminar or turbulent. Several experimental

diagnostics were used to investigate the near-field region.

The liquid shedding frequency was measured one diameter

dL downstream of the nozzle using an attenuation beam

technique similar to the one used by Eroglu and Chigier

(1991a, b). Instantaneous shadowgraph images were taken at

a framing rate of 1/30 s and a shutter speed\10-4 s. High-

speed films (1,000–6,000 frames/s) were also captured in

this region to measure the acceleration of the liquid by the gas

flow. Lasheras et al. (1998) mainly concentrated on the

behavior of coaxial jets in the membrane-type and fiber-type

regimes. They observed the fiber-type breakup regime for

WeR [ 200 which is greater than the limit reported by Farago

and Chigier (1992). Furthermore, Lasheras et al. (1998)

reported a breakup regime that was not described by Farago

and Chigier (1992), namely, the digitations-type breakup

regime. This regime, also reported by other studies (Lasheras

and Hopfinger 2000; Marmottant and Villermaux 2004),

shows the development of digitations (ligaments) on the

crests of an axisymmetric perturbation and the subsequent

disintegration of these ligaments by a non-axisymmetric

Rayleigh-type regime (it is illustrated in Fig. 14e). Accord-

ing to Lasheras and Hopfinger (2000), the digitations-type

breakup regime lies in the membrane-type breakup regime of

Farago and Chigier’s classification. Lasheras et al. (1998)

observed this digitations-type breakup regime for turbulent

gaseous flow and laminar liquid flow. Farago and Chigier

(1992) worked in such operating conditions but their injector

design showed two major differences compared to the one

used by Lasheras et al. (1998). First, the diameter of the

liquid orifice was less (dL = 1 mm) compared to the one

used by Lasheras et al. (dL = 3.8 mm). Second, the gas to

liquid diameter ratio that was of the order of 10 for Farago

and Chigier (1992) and \1.5 for Lasheras et al. (1998). It

seems therefore that geometrical details of the injector

design influence the atomization regimes and their

classification.

Lasheras et al. (1998) found that the shedding frequency

of the initial shear instability increased with the gas

velocity but at a rate that depended on the liquid velocity.

This behavior was demonstrated to be due to the nature of

the liquid flow: when the liquid flow was laminar, the

frequency scaled as the square of the gas velocity and when

the liquid flow was turbulent, the frequency was directly

proportional to the gas velocity. This shows an influence of

the nature of the liquid flow on the dynamic of the initial

shear instability. Other investigations led to a similar

conclusion (Eroglu and Chigier 1991a, b; Mayer and Bra-

nam 2004).

Lasheras et al. (1998) produced a correlation for the

liquid potential core length based on a model that

accounted for the domination of the annular flow in the

near-field region as evidenced by previous investigations

(Dahm et al. 1992; Rehab et al. 1997). Although these

two experimental investigations concerned single-phase

coaxial jets, it is worth to mention them at this stage.

The near-field flow is of paramount importance for the

onset of instability and primary breakup of coaxial air–

liquid jets. However, no experimental investigation has

provided clear visualizations of this region. Dahm et al.

(1992) and Rehab et al. (1997) performed visualizations

of single-phase coaxial water jets in order to provide

qualitative information on the structure of the near-field

flow. Both groups used LIF tomography visualization.

Dahm et al. (1992) used a two-color planar LIF to fol-

low the two interfaces each stream being seeded by a

different dye. Still and 60 image/s visualizations were

performed. The nozzle was profiled with convergent for

both inner and outer flows in order to avoid development

of Görter vortices in the boundary layers and to promote

the injection of laminar flows. Rehab et al. (1997) used a

single color planar LIF and the inner and outer flows

were alternatively seeded. A CCD 50 frames/s camera

was used and a spatial resolution of 300 lm/pixel was

achieved. As in Dahm et al. (1992), convergent parts

were profiled in the nozzle for the inner and outer flow.

The images in these references are of very good quality

and show important qualitative information. They show

that the boundary layer in the inner flow and the two

boundary layers in the outer flow (one along the internal

wall, one along the external wall) give rise to the

development of two mixing layers at the nozzle exit, one

between the two flows and a second one between the

outer flow and the surrounding medium. Dahm et al.

(1992) observed a wide variety of near-field vortex

patterns with different interaction dynamics, which

depend both on the velocity ratio and on the absolute

velocities of the two streams. In addition, the boundary-

layer thicknesses and wake defect in each layer must be

accounted for understanding the complex near-field flow

structures and dynamics that control the potential core

length of the liquid flow. Rehab et al. (1997) reported
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that the annular jet dominates the near-field structure.

The outer mixing layer pinches the central jet at the end

of the inner potential core whose length decreases when

the ratio UG/UL increases (UG stands here for the annular

flow velocity). Furthermore, beyond a certain value of

UG/UL the outer jet fluid begins to penetrate upstream on

the inner jet axis. This recirculation flow truncates the

inner flow and oscillates at a low frequency (proportional

to UG) and with large amplitude. This demonstrated the

dominance of the outer flow on the inner flow length. In

two-phase condition, Lasheras et al. (1998) explained the

truncation of the inner flow by the outer flow as follows.

The high-velocity airflow caused local reduced pressures

and induced a recirculation in the central region. This

recirculation may still occur when the liquid flow rate is

less than the rate at which the air stream can entrain

water. In this condition, the liquid flow is truncated by a

gas cavity, the oscillation of which leads to the super-

pulsating mode. If the liquid flow rate is high enough to

fill the cavity, the external mixing layer pinches the

liquid flow farther downstream. They concluded that the

length of the liquid flow is mainly controlled by the

momentum flux ratio M and derived the correlation

given in Table 2 for the potential core length LPC of the

jet. Above a critical value of M, of the order of 35, the

liquid flow is chopped off and the superpulsating mode

is reached. This momentum flux ratio critical value can

be compared with Farago and Chigier (1992) criteria for

the onset of the superpulsating mode (Eq. 17). Farago

and Chigier (1992) worked with water and a liquid

nozzle diameter equal to 1 mm. Furthermore, considering

that in the superpulsating mode UL � UG, Eq. (17) can

be rewritten as M [ 7. This value is smaller than the one

reported by Lasheras et al. (1998). This might be a

consequence of the differences in the nozzle design

between these two investigations as mentioned earlier.

The experimental investigation of Hardalupas et al.

(1998) reported liquid core length measurements of air–

water coaxial jets produced by nozzles with different ori-

fice diameters (dL = 1.2 and 2.3 mm; dG = 9, 15 and

23 mm). The flow conditions covered a range of relative

gaseous Weber number from 3 to 2,300, liquid Reynolds

number from 3,500 to 45,000 and momentum flux ratio

from 0.1 to 10. Shadowgraph images were taken with a

high-speed camera (1,000 frames/s). No images were pre-

sented in the paper but Hardalupas et al. (1998) explained

that the jet broke up into liquid clusters produced at a near-

uniform frequency. This description seems to correspond to

the pulsating and superpulsating modes of the fiber-type

regime. A mean liquid core length was measured over

2,000 photographs for each flow condition. These mea-

surements showed that the liquid core length LC was

always proportional to (1 + M-0.5). This dependence is

very similar to the one suggested by Lasheras et al. (1998)

and one of the conclusions of Hardalupas et al. (1998) is

that the momentum flux ratio is the appropriate parameter

to characterize the liquid core length. Furthermore, their

experimental results revealed that the coefficient of pro-

portionality between LC and (1 + M-0.5) was a function of

the diameters dG and dL with a greater dependence with the

latter.

In a review article dedicated to liquid jet instability in

coaxial gas stream, Lasheras and Hopfinger (2000) poin-

ted out that the classification of coaxial jet atomization

regimes could not be based on the relative gaseous Weber

number and the liquid Reynolds number only as attemp-

ted by Farago and Chigier (1992) but should also consider

the momentum flux ratio. However, they deplored a lack

of experimental data to give precise location of the dif-

ferent regime boundaries. As far as the near-field region is

concerned, Lasheras and Hopfinger (2000) emphasized

the role of the boundary layers present in the two-phase

flow on the onset of primary breakup mechanism in the

membrane-type and fiber-type regimes. (As mentioned

earlier, qualitative visualizations of these boundary layers

are available in Dahm et al. (1992) and Rehab et al.

(1997).) Lasheras and Hopfinger (2000) explained that the

gas vorticity is responsible for the development on the

liquid interface of an instability characterized by a long

wavelength that scales with the gaseous boundary-layer

thickness. For larger gas velocities, a second instability,

with shorter wavelength and driven by the liquid vorticity

layer, co-exists. In the membrane-breakup regime, the

liquid is drawn out into sheets when the interfacial waves

are amplified and the development of these sheets may be

accompanied by spanwise perturbations at the sheet rims.

Atomization of these structures occurs when the surface

tension forces become of the order of the aerodynamic

forces. Thus, in the membrane-type regime, the surface

tension is not accounted in the onset of instability but is

taken into account in the drop formation. However, in the

fiber-type regime, surface tension is believed to be

unimportant on the instability onset as well as on the

primary drop diameter. The size of the fibers may scale

with the streamwise vortices of the interfacial gas shear

layer. Lasheras and Hopfinger (2000) pointed out exper-

imental results from the literature that evidenced the

existence of these two regimes in terms of primary

droplet sizes.

The investigation of the breakup regimes at low WeR

(Rayleigh-type and lower part of membrane-type) has not

aroused a noticeable interest compared to the membrane-

type and the fiber-type regimes. One should, however,

mention the experimental investigation due to Shavit

(2001), which concentrated on the Rayleigh-type regime

addressing the question of whether the breakup occurs due
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to convective or absolute instability. Shavit (2001) defined

these two types of instability according to the role of air

turbulence on the liquid jet motion. For Shavit (2001)

absolute instability is characterized by a dominant role of

the dynamic motion of the gas flow structures on the liquid

jet motion and breakup. On the other hand, when the air

turbulence has a limited influence on the liquid jet

behavior, the instability is convective and the initial dis-

turbance may prove to be important. Shavit (2001) used an

injector allowing the air turbulence to be controlled inde-

pendently of the mean gas velocity or the gas Reynolds

number. No details on the coaxial injector were given. Air

and water were used and the flow conditions were

UL = 1 m/s and UG = 27 m/s and an air turbulence

intensity that varied from 10 to 24%. Shavit (2001)

reported shadowgraph images of the jet and seeded the air

stream by 3 lm particles in order to investigate the gas

velocity field thanks to the use of a two-component laser

Doppler velocimeter. It was observed that the sole increase

in gas turbulence emphasized the lateral motion of the

liquid jet and could favor the passage from axisymmetric

Rayleigh-type to non-axisymmetric Rayleigh-type regime

with overturning of the liquid jet. However, it was found

that the low-density gas flow did not impose its dynamics

on the liquid jet. In the breakup region, the motion of the

liquid jet dominated temporal interactions between the

liquid and the air. The liquid flow served as a major source

for air turbulence, caused drastic increase in the air integral

time scales and broke the self-similarity of the free turbu-

lent airflow. Thus, the airflow in the breakup region was

influenced by the liquid flow much more than the liquid

flow was influenced by the airflow. Shavit (2001) con-

cluded that the major influence of air turbulence was to

generate an initial disturbance at the nozzle exit and that

this initial disturbance increased with the air turbulence

intensity. However, in the breakup zone, the liquid jet

behavior is not very sensitive to the degree of air turbu-

lence. This shows that in this low-Weber regime, the liquid

breakup is not due to absolute instability according to

Shavit’s (2001) definition.

Porcheron et al. (2002) conducted an experimental

investigation on the structure of the flow in the near-field

region using an optical fiber probe measurement tech-

nique. An optical fiber probe leads the photodiode-

modulated infrared light to its sapphire tip that has a

sensitive cross-sectional area of 90 lm in diameter. At the

tip, the light is either reflected internally or refracted

outside according to the refractive index of the fluid in

contact with the sensitive part of the probe. The resulting

temporal signal shows two levels corresponding to the

detection of liquid or gas. The analysis of this signal

reports the liquid presence probability (LPP). The inter-

esting aspect of this diagnostic is that it allows the

potential liquid core length LPC and the liquid core length

LC to be measured. LPC is defined by the farthest down-

stream position where LPP = 1, and LC is defined as the

distance at which LPP = 0.5. Furthermore, considering

the small section of the probe, local measurements can be

performed and LPP map can be plotted. Porcheron et al.

(2002) conducted measurements on liquid oxygen jets

(dL = 5 mm, UL = 2 m/s) assisted by helium (WeR =

14,000), nitrogen (WeR = 12,000) or argon (WeR =

12,300) annular flow (dG = 16 mm) and on water jets

assisted by air or argon (dL = 2.1 mm, dG = 7 mm,

WeR = 730). The injection conditions placed the jets in

the fiber-type breakup regime. The results showed that the

liquid core length was not dependent on the parameter M

only but was also a function of the gaseous density. At

constant UL and M, they reported an intensification of the

primary breakup mechanism identified by a reduction of

LC in both the radial and axial directions when the gas

density increased. By performing PDPA measurements in

the gaseous phase, they found that the axial velocity

decrease along the jet axis was steeper when the gas

density diminishes. Furthermore, for a given liquid

velocity, the gas velocity near the liquid phase in the

bottom part of the liquid core was constant whatever the

initial gas velocity. The correlation obtained from these

results for LC (Table 2) shows a dependence in qG similar

to the one proposed by Lasheras et al. (1998) but a far

less influence of the gas velocity. Furthermore, Porcheron

et al. (2002) correlation suggests a weak influence of the

surface tension on the length of the liquid core even in

the fiber-type regime.

Mayer and Branam (2004) conducted an experimental

investigation on ethanol liquid jet assisted by an annular

nitrogen flow. The geometrical characteristics of the

injector were dL = 2.2 mm and dG = 10 mm, and both

fluid channels showed a constant section over 90 mm.

Operating conditions covered three liquid Reynolds num-

bers, namely, 3,000, 7,500 and 30,000. The ambient

pressure varied from 0.1 to 6.5 MPa and the relative gas-

eous Weber number ranged from 0 to 69,000. Mayer and

Branam (2004) took shadowgraph images with 20 ns

flashlight. For each operating condition, 30–60 images

were analyzed to determine the amplitude and the wave-

length that developed on the liquid–gas interface. The field

of visualization was limited and did not permit the mea-

surement of liquid core length. As far the jet breakup

mechanisms were concerned, Mayer and Branam (2004)

observed the atomization regimes identified by Farago and

Chigier (1992). They found a criterion for the superpul-

sating regime identical to the one established by Farago

and Chigier (1992) (Eq. 17) but with an exponent for the

relative gaseous Weber number equal to -0.4 instead of

-0.5. Furthermore, they pointed out that, contrary to
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Farago and Chigier’s observations, the fiber-type regime

could be observed at very small WeR provided that the

liquid Reynolds number is high enough ([20,000). They

explained that Farago and Chigier did not observe this

because they did not explore Reynolds number[20,000. A

look at Mayer and Branam’s visualizations indicates,

however, a confusion in the definition of the atomization

regime. What they identified as fiber-type regime at low

WeR was the atomization regime of non air-assisted

cylindrical liquid jets (region E in Figs. 1, 5c). In the

coaxial jets breakup mechanism classification reported by

Lasheras and Hopfinger (2000), this regime is clearly

identified as the atomization regime and not as fiber-type

regime, this latter being related to the production of fiber in

the streamwise direction due to high interactions between

the liquid and the gas. Mayer and Branam (2004) investi-

gated the influence of the liquid velocity, the relative

velocity and the ambient pressure independently. In their

analysis, they systematically associated the role of the

liquid velocity to the one of liquid turbulence and the role

of the relative velocity and ambient pressure to the one of

aerodynamic forces. Thus, the evolution of the wavelength

and amplitude of the interface perturbation as a function of

these three parameters led them to conclude that, while

aerodynamic forces (relative velocity and ambient pres-

sure) definitely have a significant effect on the jet surface

disturbances, initiation tends to be caused by the internal

liquid flow structures. Mayer and Branam (2004) also

observed that the jet behavior depended on the sign of the

relative velocity between the liquid and the gas and not on

the absolute value of this velocity difference only. For

instance, for a constant WeR, they noticed a reduction of the

spray angle if (UG - UL) [ 0 compared to the case where

this difference is negative. From this observation, Mayer

and Branam (2004) concluded that injector performances

could not simply be described by scalar geometrical and

operational injection parameters (such as WeR, ReL or Oh)

but should include injection direction of the fluid flows

with each other. A different conclusion could be drawn

from this point: it emphasizes the importance of the

momentum flux ratio M in the behavior of coaxial jets.

Mayer and Branam (2004) did not take this parameter into

account in their analysis.

Marmottant and Villermaux (2004) conducted an

experimental investigation on the digitations-type

breakup regime (Fig. 14e). The characteristics of the

nozzle were dL = 7.8 mm and dG = 11.2 mm. Further-

more, both gas and liquid nozzles were profiled in order

to reduce as much as possible turbulence in the flows.

Several liquids were used, namely, water, ethanol and

mixture of water–glycerol, and the annular co-flowing

gas was air. The velocity-profile of the airflow was

measured with standard hot-wire anemometry in order to

measure the boundary-layer thickness in the gas stream.

Liquid and gas mean velocities were varied from 0.45

and 1.69 m/s and from 2.1 to 90 m/s, respectively.

Shadowgraph images were taken by two techniques. For

length and displacement measurements, a high-resolution

camera was mounted in combination with a couple of

5 ls flash lamps. To follow the entire evolution of the

motion, a high-speed camera (4,500 images/s) was used.

Wavelengths of the liquid jet undulations and droplet

sizes were measured on the still images. Finally, fre-

quency of the jet undulation was also measured using a

beam attenuation technique already mentioned in

previous investigations (Eroglu and Chigier 1991a, b;

Lasheras et al. 1998). The anemometry measurements

reported that the air boundary-layer thickness, defined as

the vorticity thickness d, scaled as the inverse of the

square root of a gaseous Reynolds number based on the

width of the annular gaseous flow. When the gas

velocity was \20 m/s, the visualizations reported the

growth of an axisymmetric instability whose wavelength

was a function of the air velocity; it is therefore distinct

than the capillary instability. The frequency of this

instability (measured at 1 dL from the nozzle) scaled

with UG
3/2. (This dependence is different than the one

reported by Lasheras et al. (1998).) Above a critical gas

velocity (UG [ 20 m/s), the undulations were no longer

axisymmetric and displayed transverse azimuthal modu-

lations. These modulations grew in amplitude, formed

ligaments that eventually disintegrated. The number of

transverse undulations was found to increase with the air

velocity. By examining the axial velocity of the initial

shear instability, the evolution of the length and diameter

of the ligaments and the resulting drop sizes, Marmottant

and Villermaux (2004) detailed the digitations-type

breakup regime as follows.

The formation of the initial axisymmetric wave on the

liquid is due to shear instability of the Kelvin–Helmholtz

type. The optimum wave number of this instability depends

on whether the gaseous vorticity layer is thin or thick.

Marmottant and Villermaux established a criterion to seg-

regate these two situations. It is based on the value of

relative Weber number WeRd based on the vorticity thick-

ness. They derived the following expression for the

optimum wave number:
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The experiments conducted by Marmottant and Villermaux

(2004) all corresponded to the thick vorticity layer

description. Rayleigh–Taylor instability is then triggered
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at the wave crest of Kelvin–Helmholtz instability producing

liquid ligaments which further stretch in the air stream and

break into droplets. The wavelength k of this instability

scales with WeRd as follows:

k � 2:8We
�1=3

Rd

qG

qL

� ��1=3

ð19Þ

The onset of Rayleigh–Taylor instability is due to the fact

that the acceleration of the interface is oscillatory, in

phase opposition with the interface displacement. When

the acceleration is orientated towards the heavier phase,

the system is unstable in the sense of Rayleigh–Taylor.

This condition for instability is reached at a liquid crest.

This behavior is similar to the one described on the edge

of radial flapping sheets (Villermaux and Clanet 2002).

The experiments reported by Marmottant and Villermaux

(2004) corresponded to the thick vorticity layer situation

thus the surface tension was unimportant in the onset and

growth of the initial shear instability but did affect the

ligament production and breakup. However, their analysis

reports that the liquid surface tension could have a non-

negligible influence on the initial shear instability if the

vorticity layer is thin.

Stepowski and Werquin (2004) measured the local near-

field liquid volume fraction of a coaxial jet using planar LIF

in the liquid phase. A 0.3-mm thick pulsed-laser sheet

passed through the axis of the jet and extended to 6 cm

downstream. The water was seeded and a CCD camera

captured the fluorescence emission. Each pixel recorded a

signal proportional to the amount of liquid contained in the

elementary volume defined by the sheet thickness, the pixel

size and the optical setup. These 2D images were then

interpreted as map of liquid volume fraction. The charac-

teristic diameters of the injector were dL = 1.8 mm and

dG = 3.4 mm. The operating conditions covered the fol-

lowing ranges: ReL [ [840; 8,120], WeG [ [136; 1,225],

M [ [2.5; 26]. These operating conditions corresponded to

the fiber-type regime breakup as categorized by Farago and

Chigier (1992). The 2D map of liquid volume fraction

provided a measurement of the liquid potential core LPC:

this length was defined as the farthest position from the

injector where the liquid volume fraction is equal to 1. The

length LPC reported a linear dependence with M-1/2 in

agreement with Lasheras et al. (1998) (see Table 2).

However, Stepowski and Werquin (2004) observed this

dependence for M \ 10 only. Furthermore, the slope of this

growth depended in a non-monotonic way on the relative

gaseous Weber number. The authors suggested therefore

that the initial relative gaseous Weber number was not the

single parameter to classify breakup regimes.

Stepowski and Werquin (2004) conducted an original

analysis of their measurements. It consisted in determining

local probability density function of the liquid volume

fraction using a cumulative procedure. Performing an

appropriate change of variable, it was found that the

probability density function has a canonical form and,

applying an analogy with statistical physics, local spray

temperature and degree of freedom were introduced. This

degree of freedom varied from 2 in the near-field region to

3 in the spray region where the liquid is fully atomized.

This statistical approach is interesting and offers new

alternative analysis of atomization processes.

Leroux et al. (2007) investigated the behavior of co-axial

liquid jets produced by nine different nozzles. The nozzles

differed by the liquid and gas outlet diameters that could be

independently varied. The liquid nozzle diameter was equal

to 0.4, 1 and 2 mm and the gas nozzle diameter was equal to

3.5, 6 and 8 mm. They used air and five different liquids

(water, water–glycerol mixtures, propanol and a mixture of

water–propanol). Their operating conditions covered the

following ranges of non-dimensional numbers: ReL [ [50;

1,000], WeR [ [10; 1,000], M [ [0.2; 50]. The experimental

investigation conducted by Leroux et al. (2007) was based on

shadowgraph image analysis using a very short light pulse

(5 ns). The liquid core length was averaged over 100 images

for each working conditions. One of the main objectives of

this work was to establish criteria for jet disintegration

mechanisms. They determined the minimum momentum

flux ratio at which the superpulsating mode was reached as

well as the maximum momentum flux ratio under which the

Rayleigh regime could be observed. They found that

Rayleigh-type regime was observed for M \ 7 9 106/ReG
1.9

and the superpulsating sub-mode was observed for

M [ 2 9 105/ReG
1.1. Between these two limits, the jet broke

up in the membrane or fiber-type regimes. Subsequently,

Leroux et al. (2007) suggested categorizing the primary

breakup mechanism in a M–ReG map. This suggestion was

found appropriate to dissociate the Rayleigh-type regime and

the superpulsating mode, but could not dissociate the

membrane-type and fiber-type regimes. This classification,

however, suggests that the gas turbulence, characterized by

ReG, influence the Rayleigh-type regime. On the basis of

their measurements, Leroux et al. (2007) suggested a cor-

relation for the liquid core length. This correlation, shown in

Table 2, has a similar form as Lasheras et al. (1998) propo-

sition but reports greater liquid core length. This difference is

acceptable since Lasheras et al. (1998) modeled the potential

liquid core length LPC whereas Leroux et al. (2007) measured

more certainly the liquid core length LC, which is greater than

LPC.

The first conclusion that can be drawn from the exper-

imental investigations reported in this section is that a

definite and universal way of categorizing the coaxial jet

atomization regimes has not been established so far. A first

attempt due to Farago and Chigier (1992) suggested a

classification as a function of the liquid Reynolds number
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and the relative gaseous Weber number. The limitations

between the different regimes were found inappropriate to

categorize other experimental observations. For instance,

Lasheras et al. (1998) reported that the minimum relative

gaseous Weber number to trigger the fiber-type regime was

twice greater than the one identified by Farago and Chigier

(1992). Furthermore, Lasheras et al. (1998) identified a

breakup regime not reported by Farago and Chigier (1992):

the digitations-type breakup regime. It should be noted that

the injector used by Farago and Chigier (1992) and by

Lasheras et al. (1998) showed geometrical differences in

terms of liquid diameter (1 mm for Farago and Chigier and

2.9 mm for Lasheras et al.) and of gas to liquid diameter

ratio (10 and 1.5, respectively). The effects of these dif-

ferences should be explored to see their real impact of the

jet atomization regimes. Lasheras and Hopfinger (2000)

pointed out that a categorization of the coaxial jet disin-

tegration regimes should be based at least on the liquid

Reynolds number, the relative gaseous Weber number and

the momentum flux ratio. However, they deplored a lack of

experimental results to establish a complete jet atomization

regime classification. Further works are therefore still

required on this point.

To fulfill a complete coaxial jet atomization regime

classification requires a complete identification of the

parameters that have an influence on the jet behavior.

Valuable information can be drawn on this point from the

experimental investigations described in this section.

Measurements of perturbation wavelength reported by

Eroglu and Chigier (1991a, b) suggested that the liquid

turbulence influenced the initial jet perturbation. Lasheras

et al. (1998) found that the dependence of the initial shear

instability frequency with the gaseous velocity was dif-

ferent for laminar and turbulent liquid flow. Mayer and

Branam (2004) emphasized also the importance of the

liquid turbulence on the initial jet perturbation, and in

agreement with Eroglu and Chigier (1991a, b) suggested

that the perturbation growth is dominated by aerodynamic

interaction. These results reveal that internal liquid flow

details are important and must be taken into account.

Other results lead to similar conclusions as far as the gas

flow is concerned. For instance, Lasheras et al. (1998) and

Marmottant and Villermaux (2004) reported a different

dependence between the initial shear instability frequency

and the gaseous velocity. The main difference between the

operating conditions of these two investigations concerns

the gas flow: Lasheras et al. (1998) worked with turbulent

gas flows whereas Marmottant and Villermaux (2004) kept

this flow laminar. Furthermore, working with laminar gas

and liquid flows, Marmottant and Villermaux (2004)

demonstrated that the wave number of the initial axisym-

metric Kelvin–Helmholtz instability scaled with different

parameters according to the thickness of the gaseous

vorticity layer (Eq. 18). This shows the extent to which gas

flow details are important.

The measurements of the liquid core or potential

liquid core length and the subsequent correlations as

those reported in Table 2 are also an indicator of the

parameters that are important in coaxial jet primary

atomization. It is difficult to recommend one of these

correlations compared to the other since they all reported

an appropriate agreement with the experimental results

they were deduced from. From a general point of view,

it can be seen that, although it is not always explicit, the

momentum flux ratio M is an important parameter. This

result was confirmed by other investigations (Hardalupas

et al. 1998; Mayer and Branam 2004; Stepowski and

Werquin 2004). Hardalupas et al. (1998) noticed that the

expression of the liquid core length should also include

both the diameters of the liquid and gas flows, and

Stepowski and Werquin (2004) observed that the

dependence of the potential liquid core length with the

momentum flux ratio was a complex function of the

relative gaseous Weber number. Finally, the correlation

reported by Woodward et al. (1994) (Table 2) empha-

sizes the importance of the liquid cavitation on the liquid

core length and therefore on the atomization regime. All

these results show that a complete understanding and

description of the coaxial jet behavior should include

details of injector geometry as well as of the flows such

as the vorticity layer thicknesses, the turbulence inten-

sities and the presence of cavitation.

Most of the results reported in this section were obtained

from visualizations and image analyses. One should men-

tion the emergence of different diagnostics such as the

measurement of LPP by optical fiber probe (Porcheron

et al. 2002) or the measurement of 2D liquid volume

fraction by LIF (Stepowski and Werquin 2004) as well as

attempts of performing different analysis such as fractal

analysis (Shavit and Chigier 1995) or the application of

statistical physics (Stepowski and Werquin 2004). Such

approaches should be encouraged as they could provide

complementary information and open new ways of appre-

hending the physics of atomization.

5 Air-assisted flat liquid sheets

This section is dedicated to the behavior of liquid sheets

bordered by two gas flows. It is limited to the case of flat

liquid sheets and does not consider the case of annular

liquid flows assisted by inner and outer gas flows. (The

behavior of such systems is described in Carvalho and

Heitor (1998).) Furthermore, in the investigations sum-

marized in this section, both gas flows are identical (same

geometry, same velocity). Investigations on the behavior of
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flat liquid flows bordered by different gas flows can be

found in the literature (Yule et al. 1998, for instance).

Two-dimensional atomizers produce air-assisted flat

liquid sheets considered here. The liquid sheet emerges

from a central rectangular slit and is sandwiched by two

sheets of high-speed air. The liquid and gas flow have the

same width but different thicknesses (noted tL and tG for

the liquid and gas, respectively). According to the internal

design of the atomizer, the gas streams can be perfectly

parallel to the liquid flow or impinge on it at a given angle.

The role of this angle is important. When it is steep, the

liquid is shattered almost instantaneously into drops of

various sizes. Lefebvre (1992) identified this disintegration

regime and named it prompt atomization. The present

review considers the cases where liquid and gas flows are

mostly parallel. The non-dimensional numbers used in the

literature to characterize the two-phase flow are identical to

those defined for coaxial jets (Eq. 16) where the liquid and

gas flow thicknesses replace the diameters dL and dG. The

liquid slit aspect ratio (width/thickness) is also used to

characterize the nozzle geometry. (Typical values of this

ratio range from 80 to 500.)

Shadowgraph images taken in both directions (parallel

and perpendicular to the atomizer width) reported several

atomization processes of the liquid sheet according to the

operating conditions. Using the observations returned by

several investigations (Rizk and Lefebvre 1980; Stapper

and Samuelsen 1990; Mansour and Chigier 1990, 1991;

Stapper et al. 1992; Vich et al. 1996; Lozano et al. 1996;

Carvalho et al. 2002; Park et al. 2004), these atomization

processes can be described as follows.

In the absence of air stream (UG = 0), the liquid sheet

converges down to a point where the two rims developing

on the sheet edges coalesce (Fig. 15a). This behavior is

similar to the one of low-velocity fan liquid sheets except

that in the present situation the sheet has a triangular shape.

Two forces act on the sheet rims. Surface tension force

pulls the rims toward the axis whereas inertial force acts in

the axial direction. At low liquid velocity, the central part

of the sheet is kept smooth and small amplitude waves

emanate from the rims with no apparent consequence of the

global sheet convergence. For higher liquid velocities,

small distortions, indicative of the transition to turbulence,

develop on the sheet surfaces. But the turbulence dissipates

quickly without initiating any disintegration process. For

further increased liquid velocity, perforations appear and

grow on the sheet but this behavior is not accompanied by

any drop production (Fig. 15b).

Fig. 15 Air-assisted flat sheet atomization regimes. a, b Liquid sheet

contraction, c cellular breakup regime, d streamwise ligament

breakup regime [a, b from Carvalho et al. (2002), c, d from Lozano

et al. (1996)]

c
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When a high-speed gas stream is added, it develops a

significant shear at the interfaces of the low-velocity liquid

sheet particular in the nozzle vicinity. Instabilities are

triggered and cause the formation of longitudinal and

transverse waves on the liquid sheet. The amplitude of

these waves quickly grows resulting in the sheet disinte-

gration. The literature reports three breakup regimes

according to the ratio UG/UL.

At low UG/UL, the sheet oscillates in a mixture of

sinusoidal and dilational waves with low amplitude growth.

The liquid sheet penetration is high and the spray angle is

small. The disintegration of the sheet is due to the growth

of both spanwise and streamwise ligaments giving rise to

liquid cellular structures (Fig. 15c). This type of mecha-

nism is referred to as cellular breakup regime (Stapper and

Samuelsen 1990).

When the relative velocity increases (higher UG/UL)

streamwise vorticity becomes much more important and

ligaments are formed in the flow direction and predominate

over the formation of spanwise ligaments. Above this, the

liquid flow is subject to a strong lateral sinusoidal oscil-

lation. The strong amplitude growth of this sinusoidal

oscillation induces a high spray angle, the sheet breakup

length is short and the stretching of streamwise ligaments

mainly produces the droplets (Fig. 15d). This breakup

mechanism is the stretched streamwise ligament breakup

regime (Stapper and Samuelsen 1990). The ‘flag-effect’

regime identified by Vich et al. (1996) and characterized by

the development of large liquid membrane caused by the

sinuous undulation prior to the formation of the streamwise

ligaments is likely to be a sub-mode of the stretched

streamwise ligament breakup regime corresponding to

lower gas velocity. The cellular and stretched streamwise

ligament breakup regimes are not affected under reason-

able changes in viscosity or surface tension. These liquid

properties modify the characteristic time and length-scales,

influencing therefore the drop sizes, but not the general

structure of the breakup mechanisms. (Stapper et al. 1992).

For further increased UG/UL ratio, the streamwise liga-

ments recede to the nozzle tip. No intact liquid sheet length

is visible and breakup in longitudinal ligaments occurs at

the nozzle exit. This regime could be likened to the drip-

ping regime of liquid jet. As explained by Lin and Reitz

(1998) for the case of cylindrical jets, the non-formability

of liquid sheets observed at high UG/UL could be the

manifestation of absolute instability. An increase of liquid

viscosity favors this breakup regime (Rizk and Lefebvre

1980).

Arai and Hashimoto (1985) investigated the behavior of

flat water-sheets (tL = 0.4 or 1 mm) with a constant width

equal to 200 mm (aspect ratio between 200 and 500)

placed in the center of an airflow (300 9 300 mm2). The

liquid velocity ranged from 0.5 and 2 m/s and the gas

velocity from 23 to 67 m/s. These operating conditions

correspond to a relative gaseous Weber number WeR

ranging from 1 to 80. Arai and Hashimoto (1985) measured

average breakup length from many shadowgraph images.

Front and side views of the liquid sheet were taken. They

also measured the breakup frequency with a stroboscope as

well as the liquid sheet vibrating frequency by analyzing a

laser light beam reflected by the liquid sheet with a photo-

multiplier. The three breakup regimes described above

were observed. From the breakup length measurements,

Arai and Hashimoto (1985) derived the correlation pre-

sented in Table 3 (in which tL must be expressed in meter).

It is interesting to note the analogy between this correlation

and the one reported by Eroglu et al. (1991) for coaxial jets

(see Table 2). Arai and Hashimoto (1985) reported that the

breakup frequency was equal to the liquid sheet vibration

frequency meaning that the vibration of the liquid sheet

strongly governs the disintegration phenomena. They

derived the correlation shown in Table 4 for the sheet

vibrating frequency (in which tL must be expressed in

meter).

Chigier and co-workers published a series of articles on

the behavior of air-assisted liquid sheet produced by a slit

atomizer with the following geometrical characteristics:

tL = 0.254 mm, aspect ratio = 120, tG = 1.45 mm. The

fluids used were air and water and the following ranges of

velocity were covered: UG [ [0; 145 m/s], UL [ [1.5; 8 m/

s]. Mansour and Chigier (1990) performed shadowgraph

images of the liquid sheet. Front and side views were taken.

In the absence of airflow, their measurements showed that

the sheet convergence length was proportional to the liquid

velocity. In the presence of airflow, they noticed that the

Table 3 Correlations for breakup length of air-assisted liquid sheets

Arai and Hashimoto (1985)a LBU

tL
¼ 0:055t�0:5

L We�0:5
R Re0:6

L

Carvalho et al. (2002) LBU

tL
¼ 6:51

M0:68

Park et al. (2004) LBU

tL
¼ C qLUL

qG UG�ULð ÞWe�0:5
R

a tL must be expressed in meter

Table 4 Correlations for the frequency and the wavelength of the

sinuous wave of air-assisted liquid sheets

Arai and Hashimoto

(1985)a

ftL
UL
¼ We�0:5

L 0:85t0:5
L We0:5

R Re0:15
L þ 0:06

	 


Lozano et al. (2001) ftL
UG�Uminð Þ ¼ 0:01

Carvalho et al. (2002) ftL
UL
¼ 0:13M0:38

Lozano et al. (2005)
f
ffiffiffiffiffiffi

tG tL
p

UG�Uminð Þ ¼ F
qGU2

G
tG

qLU2
L

tL

� �

k
ffiffiffiffiffiffi

tL tG
p ¼ 20:39

ffiffiffiffiffiffiffiffiffiffi

qG U2
G

tG

qLU2
L

tL

r

a tL must be expressed in meter
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edges of the sheet showed a mechanical breakup regime

similar to the Rayleigh instability observed on small Weber

cylindrical liquid jet. At the same time, the liquid sheet

atomizes due to aerodynamic effects caused by air friction.

Mansour and Chigier (1990) also measured the spray angle

in the breakup region on liquid sheet side views. This angle

was measured by following the crests of the major per-

turbation, ignoring the surrounding droplets. Measurements

in the dripping regime that is when the breakup length

recedes to the nozzle exit were difficult to perform. It was

found that the spray angle decreased as the liquid velocity

increased or as the air velocity decreased. Mansour and

Chigier (1990) concluded that the effect of increasing the

specific energy of air per unit volume of liquid resulted in a

substantial increase in the amplitude of the liquid sheet

oscillation. The initial perturbations were amplified at a

much faster rate and the liquid sheet became highly

unstable.

Mansour and Chigier (1991) observed that the type of

the dominant wave that governs the sheet deformation was

a function of the breakup regime. In the cellular breakup

regime (low UG/UL) the wave that predominates was

identified of the dilational type. In the stretched streamwise

ligament breakup regimes (intermediate UG/UL) the dila-

tional wave could be initially established at the nozzle exit

and a sinusoidal mode generated a little farther downstream

grew faster and masked the dilational wave. The sinusoidal

mode dominated only when enough energy was transferred

to the liquid sheet due to air shear. If the velocity ratio was

furthermore increased, the sinusoidal mode dominated

right at the nozzle exit. Considering Mansour and Chigier

(1990) measurements, it can be seen that as the sinusoidal

mode becomes more and more dominant, the spray angle

increases. Mansour and Chigier (1991) concluded that the

sinusoidal mode was the energy-consuming mode that

therefore required sufficient energy (provided here by the

air flow) to develop. They pointed out that this was in

agreement with previous theories (Hagerty and Shea 1950),

which stated that the growth rate of the sinusoidal mode

was greater than the growth of the dilational mode.

Mansour and Chigier (1991) performed sheet breakup

length measurements from many photographs. They found

that this length increased with a decrease of the velocity

ratio UG/UL that is when the dominant mode evolved from

sinusoidal to dilational. Note that Arai and Hashimoto

(1985) reported a similar dependence between LBU and UG/

UL (Table 3). Furthermore, Mansour and Chigier (1991)

found that the breakup length was proportional to the liquid

velocity for sufficiently high gas velocity (in the domi-

nating sinusoidal mode region).

Mansour and Chigier (1991) also measured the fre-

quency of the sheet undulation with a laser light attenuation

technique identical to the one used for coaxial jets. The

collimated laser beam passes through the liquid sheet in the

transverse direction (direction parallel to the sheet width)

and the FFT of the temporal laser beam oscillation gives

information on the frequency of the lateral motion of the

sheet. Mansour and Chigier (1991) positioned the laser

beam 2 mm upstream of the breakup region. The oscilla-

tion frequency as a function of the liquid velocity for

different air velocities reported three distinct regions sep-

arated by jumps in frequency. These three regions

correspond to the three breakup regimes of the sheet. In the

dripping and stretched streamwise ligament breakup

regimes, the frequency of the liquid sheet is highly stable

and shows a very narrow width. In these regimes, the sheet

frequency increased linearly with the gas velocity and

moderately depended on the liquid velocity. Note that, for a

given gas velocity, a local maximum in the frequency

could be identified when the liquid velocity increased. In

the cellular breakup regime the reproducibility of fre-

quency measurement was low. Secondary modes appeared

and the bandwidth of frequency oscillations widened. The

passage from the stretched streamwise ligament breakup to

the cellular regimes showed a sudden increase of the

dominant frequency that still increased with the gas

velocity and did not dependent on the liquid velocity.

Finally, Mansour and Chigier (1991) reconsidered the

spray angle measurements they performed in the investi-

gation mentioned above (Mansour and Chigier 1990). This

time, in the dripping regime of breakup, the droplet cloud

was globally considered for spray angle measurement. The

results they obtained were different. For each tested air

velocity, the spray angle underwent an increase followed

by a decrease as the liquid velocity was increased. Fur-

thermore, when the air velocity increased, the maximum in

spray angle decreased and was obtained for a greater liquid

velocity. By comparing the undulation frequency and the

spray angle, they pointed out that the maximum in spray

angle corresponded to the local maximum in the frequency

measured in the stretched streamwise ligament breakup

regime.

Eroglu and Chigier (1991c) completed Mansour and

Chigier’s investigations by measuring the wavelength of the

lateral sheet oscillation. They performed these measure-

ments on shadowgraph images in a way similar to the one

used for coaxial jet analysis (Eroglu and Chigier 1991a, b).

The wavelength was measured on both sides of the liquid

sheet as a function of the distance from the nozzle and spatial

averaged wavelengths were analyzed. These averaged

wavelengths decreased when both the liquid and the gas

velocities increased. This behavior is in disagreement with

linear theory that predicts a decrease of the wavelength with

an increasing relative velocity, namely, an increasing gas

velocity or/and a decreasing liquid velocity (Chigier and

Dumouchel 1996). However, the linear theory applied by
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Chigier and Dumouchel (1996) calculated the characteristics

of the sinuous optimum perturbation. For high air velocities,

when this mode of perturbation is dominant, the predictions

agreed with the measurements. As mentioned earlier, the

sinuous mode of perturbation is not always dominant and

especially when the liquid velocity increases. Eroglu and

Chigier (1991c) suggested that when the liquid velocity

increased, the dilational wave development was accompa-

nied by turbulent fluctuations in the sheet. At high liquid

mass flow, they suspected the small-scale turbulent struc-

tures inside the liquid sheet to control the initial phase of the

wave development and cause short wavelength surface dis-

turbances to develop. Finally, by testing several liquids,

Eroglu and Chigier (1991c) showed that the frequency

decreased when the liquid viscosity increased but was

globally insensitive to surface tension variations.

Lozano et al. (1996) investigated the behavior of flat

water-sheet sandwiched by two co-flowing identical air-

flows. The liquid sheet thickness was equal to 0.95 mm and

its aspect ratio was 84. The internal geometry of the atomizer

was designed in order to damp turbulence in the liquid flow.

The thickness of the gas flows was equal to 10 mm. The

liquid and gas velocities varied from 0.2 to 2.45 m/s and

from 8 to 65 m/s, respectively. The airflows were charac-

terized by a two-component LDV system. For that purpose,

the air was seeded with water–glycerol droplets. The airflows

were found parallel, non-turbulent and with thin boundary

layer at the nozzle exit. Shadowgraph images were taken

with a 1 ls flash lamp. Spray angle and streamwise ligament

spacing were measured on these images. Furthermore, a laser

attenuation technique similar to the one used by Mansour and

Chigier (1991) was used to measure the sheet undulation

frequency. Lozano et al. (1996) observed the three disinte-

gration regimes. The evolutions of the frequency and of the

spray angle as a function of the liquid and gas velocities

confirmed the results reported by Mansour and Chigier

(1991). Although the technique of streamwise ligament

spacing was not accurate, they noticed that the ligament

spacing decreased as the gas velocity increased and was far

less influenced by the liquid velocity. Furthermore, they

found that a decrease of the filament spacing was accom-

panied by a production of thinner streamwise ligaments.

They subsequently developed a 3D vortex dynamics model

(Lozano et al. 1996, 1998) in order to predict the onset of

streamwise ligaments. The model was based on the

assumption that the liquid–gas surface behaves as inviscid

vortex sheet. The results suggested that streamwise liga-

ments are due to 2D Kelvin–Helmholtz instability

mechanism. However, this model has not received a quan-

titative experimental validation so far.

Lozano et al. (2001) investigated the behavior of a water

sheet surrounded by two co-flowing air streams. The

internal liquid and gas channels were contoured in order to

ensure laminar flows. At the nozzle outlet, the flows were

perfectly parallel. The thickness of the water slit was

0.35 mm and the aspect ratio was equal to 230. The gas

flow thickness was equal to 3.45 mm. The liquid and gas

velocities were varied from 0.6 to 6 m/s and from 15 to

75 m/s, respectively. Besides frequency measurements

performed with a laser light attenuation technique, Lozano

et al. (2001) measured wavelengths and amplitude oscil-

lation growth rate on planar LIF images. The water sheet

was seeded and visualized by a 500 lm laser sheet posi-

tioned in the middle of the liquid sheet and perpendicular

to it. Wavelengths were measured on instantaneous images

and the oscillation amplitude growth rates were determined

on average images.

Frequencies, measured as a function of the liquid and

gas velocities, showed similar behavior as those found by

previous investigations: they increase linearly with UG and

were weakly dependent on UL. Furthermore, whatever the

air velocity, the local maximum frequency identified by

Mansour and Chigier (1991) was reached at a constant

momentum flux ratio M equal to 0.5. Lozano et al. (2001)

found that the sheet frequency could be associated to a

constant Strouhal number (ftL/(UG - Umin) where Umin is

the minimum gas velocity to initiate a detectable sinusoidal

oscillation in the liquid sheet) equal to 0.01 whatever the

momentum flux ratio (see Table 4). For Mansour and

Chigier (1991) and Lozano et al. (1996) experiments, this

Strouhal number is equal to 0.0067 and 0.007, respectively.

Lozano et al. (2001) attributed the small discrepancy

among the Strouhal numbers (0.01, 0.007, 0.0067) to the

fact that their experiments were the only ones where air and

water flows were perfectly parallel whereas in Mansour and

Chigier (1991) and Lozano et al. (1996) air was impinging

onto the liquid at a small angle. The existence of these

constant Strouhal numbers led Lozano et al. (2001) to

suggest that, similarly to Karman vortex street (Strou-

hal = 0.21), the mechanism that triggers the initial

longitudinal perturbation is believed to be due to vortex

shedding. The low Strouhal numbers found for flat liquid

sheet could be due to the fact that the vortex shedding is

influenced by the inertia of the liquid sheet whose dis-

placement might modify pressure and velocity in the air.

This would explain the strong influence of the liquid sheet

thickness on the frequency (see Table 4).

Lozano et al. (2001) also presented a linear theory

analysis of a viscous liquid sheet sandwiched between two

identical semi-infinite viscous air streams taking into

account the air boundary-layer thickness. This numerical

work showed that the air boundary-layer thickness had an

influence on the optimum wave: when this thickness is

increased, the growth rate, wave number and frequency of

the optimum wave decrease. Comparison between mea-

sured and calculated frequencies reported good qualitative
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agreements. Above all, Lozano et al. (2001) noted that

viscous linear theory reported closer results than the

inviscid theory and concluded to the importance of both

fluid viscosities on the characteristics of the dominant

undulation.

The analysis of instantaneous LIF images reported that

the wavelength decreased with an increase of the relative

velocity. This evolution agrees with the trend predicted by

the linear theory. However, it was found that the sinuous

wave wavelength at the nozzle exit did not vary if the

momentum flux ratio M was constant. At higher velocities,

transverse structures appeared on the liquid sheet. These

structures were believed to be the most probable cause of

longitudinal filament formation. Lozano et al. (2001)

measured the longitudinal filament spacing and found it to

decrease when the gas velocity increased and rather

insensitive to liquid velocity variation. These results agreed

with Lozano et al.’s (1996) observations.

The oscillation amplitude growth rate measured on

average LIF images confirmed that the initial instability

development followed an exponential growth as suggested

by the linear theory. However, the region of exponential

growth is limited and the growth rate decreases at some

distance from the nozzle.

Lozano and Barreras (2001) investigated the influence

of the liquid flow inertia on the surrounding gas flows.

They performed visualizations of both the liquid and the

gas flows when the liquid sheet is disintegrating in the

stretched streamwise ligament breakup regime. (The

atomizer was the same as Lozano et al. (2001).) The liquid

sheet was visualized by Mie scattering and planar LIF was

performed in the gas phase using the same laser sheet as

Lozano et al. (2001). Air was seeded by acetone vapor. At

moderate liquid velocity (high spray angle, high frequency)

the visualizations reported that the sheet oscillation caused

air boundary-layer separation with detachment of small

vortical structures. The air boundary-layer separation cre-

ated a low-pressure region in the wave trough with higher

relative pressures in the opposite side of the sheet. This

unbalance pushed the sheet to oscillate back contributing to

the enhancement of the flapping motion. Therefore, when

the pressure field induced by the air vortices can effectively

displace the water sheet, flapping is initiated and amplifi-

cation of the sinusoidal wave is very efficient. For higher

liquid velocity, it was noticed that the air stream convected

the air vortices down without interacting with the liquid

sheet. In agreement with Lozano et al. (2001) experimental

results, this study confirmed that the presence of the mas-

sive liquid sheet substantially reduces the vortex shedding

frequency at the nozzle exit. Furthermore, it emphasized

the complex interaction between the liquid and the gas

flows in the primary disintegration mechanism dominated

by the air vorticity layer and the liquid total momentum.

Carvalho et al. (2002) investigated the behavior of a

0.7 mm thick water sheet bordered by two 7 mm thick gas

flows. The aspect ratio of the liquid section was equal to

114. Liquid and air velocities were varied from 0.6 to

6.4 m/s and from 0 to 40 m/s, respectively. The liquid

sheet was illuminated by a laser light sheet or by a strobe

light. The laser sheet was perpendicular to the liquid sheet

and was used to take Mie scattering images. Shadowgraph

images with the strobe light were performed in both front

and side directions. The images were used to measure

breakup lengths and spray angles. Furthermore, the sheet

breakup frequency was determined by matching the strobe

light frequency with that of the flow. The sheet undulation

frequency was also determined from a laser beam attenu-

ation technique. These measurements were performed in

the breakup region identified on the strobe light images.

Carvalho et al. (2002) first measured the contraction

length of the converging liquid sheet when it is not assisted

by airflows (UG = 0). They reported observations in

agreement with Mansour and Chigier (1990) and demon-

strated that the convergence length to sheet thickness ratio

scales with the liquid Reynolds number ReL.

When gas flows were added, Carvalho et al. (2002)

defined the breakup length as the distance at which the

liquid sheet starts to break up. The measurements were

performed on strobe light images. The general evolutions

of the breakup length with the liquid and gas velocities

agreed well with those reported by Mansour and Chigier

(1991). From these measurements, Carvalho et al. (2002)

derived the correlation shown in Table 3.

As reported by Arai and Hashimoto (1985), Carvalho

et al. (2002) found that the breakup frequency was equal to

the wave undulation frequency. As observed by Mansour

and Chigier (1991) they found that the determination of a

dominant frequency in the cellular breakup regime was

difficult because of the widening of frequency power

spectra. The analysis of the wave undulation frequency was

therefore limited to the dripping and stretched streamwise

ligament breakup regimes. They found that this frequency

increased with the liquid velocity as well as with the gas

velocity. However, contrary to Lozano et al. (1996, 2001),

the evolution of the frequency with the gas velocity was not

linear but depended on the liquid velocity as shown by the

correlation given in Table 4.

Carvalho et al. (2002) emphasized the importance of the

technique used to measure spray angle. They found that the

laser sheet images reported higher spray angles than those

measured on the shadowgraph images. This difference is

due to the fact that laser sheet images visualize the droplet

mist that surrounds the liquid sheet because of the high

intensity of the light it scattered. This mist is not visible on

shadowgraph images and the angle measured on these

images is more a quantification of the sheet amplitude and
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should be called a sheet angle. The spray angle measured

from laser light sheet visualizations reported a similar

behavior as those found by Mansour and Chigier (1991)

and Lozano et al. (1996). For a given gas velocity, this

angle increased with the liquid velocity reached a maxi-

mum and then decreased. When the gas velocity increased,

the maximum spray angle decreased and was reached for a

greater liquid velocity. Carvalho et al. (2002) found that the

maximum spray angle was reached when the momentum

flux ratio M was equal to 0.5. This value coincides with

Mansour and Chigier (1991) and Lozano et al. (2001).

Lozano et al. (2001) found that this value of the momentum

flux ratio corresponded to the local maximum wave

undulation frequency and Mansour and Chigier (1991)

reported that the local maximum of frequency corre-

sponded to the maximum spray angle.

Park et al. (2004) investigated the cellular breakup

regime of a water sheet sandwiched between two airflows.

The operating conditions were: tL = 0.354 mm, tG =

1.397 mm, UL [ [2; 9.8 m/s] and UG [ [13.3; 93.1 m/s].

Shadowgraph images were performed with a high-speed

CCD imaging system. These images were used to measure

average cell sizes, breakup length and spatial growth rates.

Park et al. (2004) observed that the lateral motion of the

liquid sheet in the cellular breakup regime is caused by the

superposition and the combination of several sinuous and

dilational waves. Therefore, they concluded that the laser

beam attenuation technique used by previous workers was

not adapted to investigate this regime for which the mea-

surement of a unique frequency of the lateral sheet motion

might not be physically representative. Park et al. (2004)

reported that the average cell size scaled as the inverse of

the square of the relative velocity and that was not

dependent on the liquid turbulence. Furthermore, by per-

forming simulations of the gas flow at the nozzle exit, they

pointed out that the gas flow reattached on the liquid sur-

face at a distance that was of the same order of magnitude

as the distance at which the liquid sheet started to be

disturbed. From these results, they concluded that the tur-

bulent air stream seemed the most influential source of

initial perturbations for cellular breakup. Park et al. (2004)

defined the breakup length as the distance from the nozzle

to the first rupturing point of a liquid sheet. Their mea-

surements led to the correlation shown in Table 3. This

correlation is different from those reported by Arai and

Hashimoto (1985) and by Carvalho et al. (2002) but one

has to keep in mind that Park et al. (2004) mainly inves-

tigated the cellular break regime. In this regime we can

note that the influence of the liquid velocity is more

important. Finally, Park et al. (2004) reported wave

amplitude spatial growth rates from their visualizations. As

observed by Lozano et al. (2001), they found that the initial

wave growth was exponential as suggested by linear

theories. They also noticed that the distance along which

the wave amplitude growth was exponentially decreased as

the velocity ratio UG/UL increased.

Lozano et al. (2005) investigated the influence of both

liquid and gas stream thicknesses on the stretched

streamwise ligament breakup regime. The liquid channel

thickness varied from 0.5 to 1.9 mm corresponding to a

maximum liquid velocity equal to 4.44–1.17 m/s, respec-

tively. The gas stream channel thickness ranged from 3.43

to 35 mm and the maximum gas velocity was 75 m/s. In

this study, they improved the laser attenuation technique by

using two laser beams to simultaneously measure the fre-

quency and the wavelength of the sinuous oscillation of the

sheet. Their analysis reported that the most convenient

parameter to categorize the sheet behavior was not the

momentum flux ratio M but the total momentum ratio

defined by
qGU2

G
tG

qLU2
L

tL

� �

: They obtained correlations for the

wave frequency and for the wavelength k based on this

number (see Table 4). As far as the frequency is concerned,

they pointed out, however, that the Strouhal numbers
f
ffiffiffiffiffiffi

tGtL
p

UG�Uminð Þ were dependent on the gas stream thickness and

concluded that this characteristic scale was not appropriate

to account for the air dependence unless it was weighed by

some additional factor. The wavelength was found to

increase linearly with the liquid velocity and the inverse of

the gas velocity. As pointed out by Lozano et al. (2005) this

result is in discrepancy with the inviscid linear theory that

predicts a dependence on velocity squared. Lozano et al.

(2001) demonstrated that this erroneous prediction is due to

neglecting the gas viscosity.

All the experimental investigations reported in this sec-

tion agree with the fact that a liquid stream issuing from a

rectangular slit with a rather high aspect ratio requires the

assistance of co-flowing gas stream to disintegrate. In the

presence of air streams, three breakup mechanisms can be

seen, namely, the dripping regime (high UG/UL), the liga-

ment breakup regime (intermediate UG/UL) and the cellular

breakup regime (low UG/UL). It must be noted that no

attempt of categorizing these regimes has been found in the

literature. However, one should mention that if the transition

from the stretched streamwise ligament breakup regime to

the cellular breakup regime is defined at the sharp spray angle

decrease, this transition occurs for a momentum flux ratio M

equal to 0.5 (Lozano et al. 2001; Carvalho et al. 2002).

The stretched streamwise ligament breakup regime has

the best atomization performances (Lozano et al. 2001).

Many studies reported that the spray angle reaches a

maximum in this regime (Mansour and Chigier 1991;

Lozano et al. 1996, 2001; Carvalho et al. 2002) due to a

sharp growth of a longitudinal sinusoidal undulation. This

sinusoidal perturbation wave is also observed in the drip-

ping regime but its growth is far less. In the cellular
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breakup regime, this perturbation wave does not exist (Park

et al. 2004). Thus, the laser attenuation technique used to

measure the sinusoidal wave frequency is appropriate in

the dripping and ligament stretched breakup regimes only

because single, dominant and reproducible frequency

exists. Lozano et al. (2001) associated this frequency to a

constant Strouhal number (Table 4) and argued that, such

as in a von Karman-vortex street, this was the mark of the

dominance of vortex shedding to initiate longitudinal per-

turbation. Carvalho et al. (2002) found that this frequency

correlated to the momentum flux ratio M (Table 4). Note

that this correlation expresses an almost constant Strouhal

number based on the gas velocity and agrees quite well

with Lozano et al. (2001) correlation. Considering Lash-

eras et al.’s model (1998) for coaxial jets, the influence of

M could illustrate the importance of the vorticity layer on

the onset of the shear instability in the near-field region. By

visualizing the air stream next to the liquid flow, Lozano

and Barreras (2001) reported experimental evidences of the

importance of the gaseous vorticity layer on the instability

onset. They also pointed out that the massive liquid sheet

substantially influenced the vortex shedding frequency at

the nozzle exit. The correlations due to Lozano et al.

(2005) (Table 4) are expected to be more reliable since

more parameters were varied in their experiments. They

show that the important parameter to be considered is not

the momentum flux ratio but the total momentum ratio.

Lozano et al. (2005), however, mentioned that the corre-

lation for the frequency did not correctly account for the

gas stream thickness. All these results illustrate that the air

vorticity layer and the total liquid momentum are of first

order of importance in the sinusoidal wave onset. Thus, the

appropriate gas characteristic length-scale could be the

vorticity layer thickness. This point would require further

investigation.

When the liquid velocity is increased, the liquid sheet

eventually disintegrates under the cellular breakup regime.

A strongly growing sinusoidal perturbation is not visible

anymore and the spray angle reduces strongly. Park et al.

(2004) noted that the sheet is perturbed by a superposition

of several undulation waves and that frequency and

wavelength measurements from the side of the sheet are

physically irrelevant. Frequency measurements performed

in this regime must be considered as indicative. Mansour

and Chigier (1991) attributed the small wavelengths mea-

sured in this regime to the fact that the onset of initial

perturbation is due to liquid turbulence. Lozano and

Barreras (2001) observed that when the liquid velocity is

high, the air vortices appear to be convected down by the

airflow without interacting with the liquid sheet. Lozano

et al. (2001) reported that the streamwise ligament spacing

depended on the gas velocity but not on the liquid velocity.

Park et al. (2004) noted that the liquid sheet started to be

disturbed at a distance where the gas stream reattached the

liquid flow. Furthermore, they found that the size of the

cells was independent of the liquid turbulence and sug-

gested that the onset of the liquid sheet perturbation was

mainly controlled by the turbulent airflow. Contrary to

what happens in the other regimes, in the cellular breakup

regime the total gas momentum is too small compare to the

total liquid momentum to initiate a lateral sinusoidal wave

that promotes atomization. It appears from these results

that the onset of the cellular breakup regime is dominated

by the gas flow but the exact role of vorticity layer and gas

turbulence has not been quantified so far. Furthermore,

liquid velocity and turbulence in the liquid flow seem to be

less important parameters. Further experimental investi-

gations, accounting for instance for the fluid physical

properties, should be conducted to confirm these results.

Indeed, almost all experimental investigations conducted

on the behavior of air-assisted liquid sheets have dealt with

air and water.

We should note that the exact mechanism that conducts

to the development of streamwise ligaments in the three

breakup regimes has not been fully established so far. It is

clear that the onset of these ligaments results from air

interaction since they never appear when UG = 0. Lozano

et al. (1996, 1998) emitted the idea that 2D Kelvin–

Helmholtz instability mechanism was at the origin of

streamwise ligaments but this has not been qualitatively

validated so far. When the liquid velocity decreases, the

recession of these ligaments towards the nozzle tip, leading

to the dripping regime, has not been explained either. This

behavior must result from a strong interaction between the

liquid and the gas very near the nozzle exit. As shown by

Park et al. (2004) simulations, the gas and the liquid flows

do not interact with each other as soon as they leave the

nozzle. A distance of reattachment is identified. In the

cellular breakup regime this distance is of the order of the

minimum distance required to see perturbations on the

liquid sheet. Park et al. (2004) also reported a gaseous

recirculation zone above the point of reattachment. One

should wonder whether this recirculation zone, which

depends on the atomizer design and gas velocity, is not

dominant in the onset of the dripping mode. The influence

of this specific zone located right at the nozzle exit has not

been explored so far and should be investigated.

6 Summary and concluding remarks

Visualizations of liquid streams evolving in a gaseous

atmosphere have been extensively published over the years

and used to identify and categorize liquid stream primary

atomization regimes. Shadowgraph arrangement, where the

light source, the liquid stream and the camera are aligned,
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is the most commonly encountered configuration for this

purpose. Despite this, no universal categorization of liquid

stream atomization regimes is available so far and this

remark stands for any type of liquid flow. Liquid stream

atomization regimes are categorized by attributing each

regime a domain of non-dimensional numbers. One of the

reasons that explain the absence of a universal atomization

regime categorization is that some parameters, which have

an important contribution on the stream behavior, are not

taken into account in non-dimensional groups.

For cylindrical liquid jets evolving in a gas at rest,

atomization regimes were identified from the evolution of

the liquid jet breakup length with the jet velocity and

regime delineations have been based on typical values of

liquid or gaseous Weber numbers, Ohnesorge number,

density ratio or Taylor number (see Table 1). As shown in

this table, the passage from the Rayleigh regime to the first

wind-induced regime, which corresponds to a maximum in

the stability curve, has been commonly associated to a

typical gaseous Weber number thanks to Weber’s linear

theory (1931). Such a criterion suggests that the reduction

of the jet breakup length in the first wind-induced regime is

the effect of aerodynamic forces. However, many experi-

mental investigations reported jets for which the maximum

in the stability curve was independent of the surrounding

gas density (Grant and Middleman 1966; Fenn and Mid-

dleman 1969; Leroux et al. 1996, 1997). For such jets, the

passage from the Rayleigh to the first wind-induced

regimes cannot be associated to a specific gaseous Weber

number. The onset of the first wind-induced regime for

these jets (denominated regime 1 jets by Leroux et al.

(1996)) is not fully understood. Several explanations have

been proposed. Fenn and Middleman (1969) suggested that

the reduction of breakup length for regime 1 jets in the first

wind-induced regime is due to shear stress effects, Phinney

(1972) and Mansour and Chigier (1994) evoked a sharp

increase of the initial disturbance amplitude and Sterling

and Sleicher (1975) suspected the effect of jet velocity-

profile relaxation. A low-Ohnesorge number is a charac-

teristic feature of regime 1 jets. High-Ohnesorge jets show

a Rayleigh to the first wind-induced regimes transition that

is controlled by aerodynamic forces and is therefore asso-

ciated to the critical gaseous Weber reported by Sterling

and Sleicher (1975) (Table 1). (Leroux et al. (1996) dom-

inated these jets as regime 3 jets.) A criterion to determine

a jet regime has not been established so far. Leroux et al.

(1996) introduced a jet parameter qG* for this purpose. The

value of this parameter can be approximated from the jet

Ohnesorge number (Fig. 3) and the ratio qG*/qG indicates

whether the jet is likely to behave as a regime 1 (qG*/

qG [ 1) or a regime 3 jet (qG*/qG � 1) but the physical

significance of qG* has not been established. One point can

be ascertained from the different experimental results,

behavior of regime 1 jets in the Rayleigh to the first wind-

induced regime transition is controlled by the liquid flow

showing the importance of the internal flow details of low-

Ohnesorge jets. These details as well as their impact on the

jet behavior are still to be identified in order to propose

more complete atomization regime criteria.

The investigations evoked in the previous paragraph

were based on breakup length measurements only per-

formed on liquid jet visualizations. Other experimental

investigations were dedicated to the measurement of the

spatial or temporal evolutions of the jet diameter by using

either a high-speed camera coupled with an asymmetric

magnification imaging technique (Blaisot and Adeline

2000a, b, 2003) or a laser extinction technique (Amagai

and Arai 1997; Arai and Amagai 1999; Godelle et al.

2000a, b; Ruiz 2002). These equipments allowed fre-

quency, wavelength amplitude and propagation speed to be

measured. The main conclusions reported by these inves-

tigations are the following. In the Rayleigh regime,

experimental evidences show that several waves perturb

the cylindrical jets (Amagai and Arai, Godelle et al.). The

frequencies of these waves are in harmonic or not

according to the jet diameter. Furthermore, in the breakup

region the waves have similar amplitudes showing that the

drop production is highly non-linear. Temporal and spatial

jet diameter evolutions revealed also the existence of a

neutral region along the jet in the Rayleigh regime where

no disturbance growth can be detected. These findings

show to which extent the description provided by the

classical linear theory is limited. Furthermore, Godelle

et al. and Blaisot and Adeline reported the disappearance of

the neutral region for regime 1 jet in the first wind-induced

regime explaining the sharp reduction of the breakup

length. Indeed, as soon as the jet issued from the nozzle,

growing perturbations are detectable. This confirms the

importance of the internal flow details on the behavior of

regime 1 jet in the first wind-induced regime and gives less

credit to the action of the jet velocity-profile relaxation that

would require a minimum distance to be perceptible and to

influence the jet behavior.

The second wind-induced and atomization regimes of a

cylindrical jet have been also related to specific values of a

gaseous Weber number (see Table 1). These two breakup

regimes show the production of small drops with interface

peeling off as soon as the liquid issues from the nozzle. The

experimental investigation due to Faeth and co-workers

demonstrated that a high-Weber number is not a sufficient

condition to reach these regimes. Indeed, they reported that

high gaseous Weber number cylindrical laminar jets free of

any boundary layer do not show interfacial drop peeling

off. On the other hand, this primary breakup process is

triggered in the presence of boundary layer or for turbulent

jets. Thus, a criterion solely based on a gaseous Weber
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number to delimitate the second wind-induced regime

appears insufficient and that, once again, details of the

internal liquid flow should be accounted.

This conclusion also stands for jets in the atomization

regime as those commonly encountered in diesel applica-

tion. These jets have a very high average velocity and a

small diameter. The experimental investigation of the

liquid jet atomization regime is difficult because of the

very high jet velocity, the sudden atomization at the nozzle

exit and the presence of a very high-density spray around

the liquid jets. Thus, shadowgraph images, which have

been widely performed to measure spray angle, are not

appropriate anymore to catch details of the jet structure in

the primary atomization zone and new diagnostics have

been developed. Among them one should mention the

electrical resistance method to measure the breakup length

(Hiroyasu and co-workers), three-laser infrared extinction

system to measure the drop-size distribution in the near-

field region (Parker et al. 1998), absorption of monochro-

matic X-ray beam to measure the liquid volumetric fraction

(Yue et al. 2001), coupling of tomography and shadow-

graph images (Yon et al. 2003) and ballistic imaging

technique (Paciaroni et al. 2004, 2006). Early investiga-

tions due to Reitz and Bracco (1982) and to Hiroyasu and

co-workers emphasized the influence of the nozzle internal

design on the jet primary atomization. This motivated the

visualization of transparent nozzle internal liquid flow

using either shadowgraph or tomographic techniques.

Although all the experimental investigations confirm the

dominant role of the nozzle design on the presence of

cavitation in the liquid flow, the exact role of liquid cavi-

tation is still not fully identified and several interpretations

can be found in the literature, such as, to increase the

effective jet velocity (Karasawa et al. 1992; Payri et al.

2004), to induce the development of disturbance in the

liquid flow (Tamaki et al. 1998), to increase the turbulence

in the liquid flow (Hiroyasu 2000; Smallwood and Gülder

2000), to produce small drops at the nozzle exit by bursting

and collapsing of vapor cavity (Smallwood and Gülder

2000). Other authors (Kim et al. 1997; Badock et al. 1999a,

b; Arcoumanis et al. 2001; Yon et al. 2003) reported that

liquid cavitation structures have different origins (geo-

metrically or dynamically induced) and therefore different

shapes and influence at the nozzle exit. The cavitation

structure characteristics are functions of the nozzle diam-

eter, length, inlet condition, orientation and position with

respect to the sac volume, the needle lift, etc. For instance,

Kim et al. (1997) pointed out that the structure on the jet at

the nozzle exit changed from spray plume to hollow cone

due to column type of cavitation that appeared in the sac

volume. The differences in nozzle geometry from one

investigation to another are believed to be the main factor

that explains some of the discrepancies reported such as for

instance the presence of a continuous liquid flow at the

nozzle exit: Hiroyasu and co-workers concluded to the

presence of continuous liquid column at the nozzle exit

whereas Parker et al. (1998) and Yue et al. (2001) reported

fully atomized liquid at this location. Note that contrary to

Hiroyasu and co-workers, Parker et al. (1998) and Yue

et al. (2001) worked with real diesel injectors. Therefore,

categorization of cylindrical jet primary breakup in the

atomization regime must account for nozzle internal design

and flow details. This is the purpose of the spray angle

parameter A introduced by Reitz and Bracco (1982)

(Table 1). This parameter that must be determined from

experiments integrates the influence of the internal nozzle

and flow details.

The experimental investigations dedicated to liquid

sheet primary breakup show that the atomization regimes

depend on the sheet production. Fan nozzles and

impacting jets produce smooth liquid sheet continuously

thinning and with constant velocity along the streamlines

(Dombrowski et al. 1960; Clanet and Villermaux 2002).

Using light interference technique, Dombrowski et al.

(1960) and Clanet and Villermaux (2002) demonstrated

that the local sheet thickness is always inversely propor-

tional to the distance from the nozzle or from the

impaction point. For sheet produced by impaction, the

proportionality coefficient scales with the impacting jet

section area. For fan nozzles, the proportionality coeffi-

cient scales with a parameter (K) that is a function of the

injector design and of the liquid viscosity (Dombrowski

et al. 1960). However, the relationship between the nozzle

design, the liquid properties and the liquid sheet thickness

parameter has not been established. As noticed earlier, the

similarities between the sheets produced by fan nozzles or

by impaction are likely due to the fact they result from a

similar way of production, sheet emanating from fan

nozzles resulting from the impaction of streamlines at the

nozzle exit.

Smooth liquid sheets produced by fan nozzles or by jet

impaction disintegrate by the growth of a Kelvin–Helmholtz

provided that the liquid Weber number is high enough. If not,

the liquid sheet produced by fan-nozzles contracts under the

action of surface tension forces (Fraser et al. 1962). Note that

the minimum liquid Weber number to avoid this contraction

has not been quantified. These two primary breakup regimes

are not assisted by liquid turbulence (Fraser et al. 1962).

Under atmospheric conditions, the minimum liquid Weber

number to initiate the Kelvin–Helmholtz instability on a

liquid sheet produced by impacting jets has been evaluated to

1,000 by Huang (1970) and Villermaux and Clanet (2002).

(This liquid Weber number is based on the diameter of the

impacting jet.) Below this limit, the liquid sheet is kept

smooth and liquid beads form along the circular periphery

and detach from the sheet.
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The Kelvin–Helmholtz instability onset is a function of

the gaseous environment. Under subatmospheric condition,

Fraser et al. (1962) reported that the sinuous mode of

disintegration was no longer observed and the liquid sheet

disintegrated under perforation. No criterion segregating

the perforating from the sinuous mode of disintegration has

been established. The perforating disintegration mode has

not been reported for liquid sheets produced by impaction

since no experiments were performed under subatmo-

spheric pressure. However, Villermaux and Clanet (2002)

found that the minimum liquid Weber number for the

Kelvin–Helmholtz instability onset was function of the gas

density. (An estimation of this dependence is given by

Eq. (15).) Thus, the categorization of smooth liquid sheet

primary breakup mechanisms requires additional experi-

mental work to be completed.

As far as the growth of the Kelvin–Helmholtz instability

is concerned, different observations were made. By ana-

lyzing high-speed visualizations, Huang (1970) reported an

exponential growth of the instability when the liquid

Weber number is \4,450. By analyzing 2D laser-induced

high-speed visualizations, Villermaux and Clanet (2002)

noticed that the growth was greater than exponential. They

attributed this behavior to the fact the liquid sheet is con-

tinuously thinning. Crapper et al. (1973) observed on

shadowgraph images that after a sharp increase, the

amplitude of the sinuous wave that evolves on a fan-nozzle

sheet may actually decrease. This behavior was reported

when the liquid velocity was low. The limit in liquid

velocity to see this behavior has not been established. By

visualizing the surrounding gas medium, Crapper et al.

(1973) attributed this phenomenon to the development and

growth of vortex in the gas next to the sheet. However, this

behavior has not been observed on circular sheets produced

by impaction. One may wonder whether the behavior

reported by Crapper et al. (1973) is not related to liquid

sheet contraction that never happens on circular liquid

sheet and that could be effective on fan-nozzle sheets when

the velocity is low.

Finally, Fraser et al. (1962) and Villermaux and Clanet

(2002) suggested a different description of the final stage of

the primary breakup of liquid sheet. According to Fraser

et al. (1962) the sheets breaks at each half wavelength to

produce ligaments that disintegrate under a Rayleigh

instability whereas Villermaux and Clanet (2002) observed

that drops are produced from the disintegration of

streamwise ligaments resulting from Rayleigh–Taylor

instability. We should note that the description reported by

Villermaux and Clanet (2002) has been clearly observed on

visualizations which are not the case for the suggestion

made by Fraser et al. (1962).

Liquid sheets emanating from compound nozzles show a

totally different primary breakup mechanism. The

production of these sheets results from the presence of a

double swirl in the nozzle, the radial aperture of the sheet

being related to the double swirl intensity. The disinte-

gration of these sheets does not require aerodynamic force

assistance to be effective. The onset of atomization is

dominated by the intensity of the non-axial flow as well as

by the liquid turbulence intensity and liquid surface tension

forces control the liquid flow evolution and breakup. The

interesting aspect of this atomization mechanism is that

good atomization efficiency can be reached even at low

injection pressure. Details of the internal flow here are of

paramount importance. This complicates the investigation

of this atomization mechanism since it is almost impossible

to perform quantitative measurements of the flow charac-

teristics at the nozzle exit. Furthermore, as the liquid

turbulence is a key factor, the atomization mechanism is

not as organized as for smooth liquid sheet and a single

characteristic length-scale cannot describe the sheet evo-

lution. The studies reported by Dumouchel and co-workers

suggest the application of fractal analysis to describe the

atomization process. Although the first results are very

encouraging, further investigations are required to find how

such approach could provide a better comprehension of the

mechanisms as well as primary atomization models.

A universal classification of air-assisted cylindrical jet

atomization mechanisms is not available so far. The first

morphological classification due to Farago and Chigier

(1992) suggested an organization of the three main breakup

regimes (Rayleigh-type, membrane-type and fiber-type) in

the WeR–ReL plane. However, Lasheras et al. (1998) found

that this classification did not suit their experimental

observations. They attributed this difference to the fact that

their liquid orifice diameter was almost four times greater

than the one of Farago and Chigier (1992). Furthermore,

the gas to liquid diameter ratio of these injectors was very

different. This suggests that coaxial jet atomization regime

classification should include more nozzle geometrical

details than the sole liquid diameter included in the relative

gaseous Weber number and in the liquid Reynolds number.

In a subsequent investigation, Lasheras and Hopfinger

(2000) pointed out that the classification of coaxial jet

regimes should be based on three numbers at least, namely,

the relative Weber number WeR, the liquid Reynolds

number ReL and the momentum flux ratio M. However,

they deplored a lack of experimental data to give precise

location of the regime boundaries.

The importance of the parameter M in coaxial jet

behavior is evidenced by numerous measurements of jet

liquid core or potential core length, LC and LPC, respec-

tively. This characteristic is difficult to measure, especially

in the fiber-type regime. Several diagnostics have been

used for this purpose, namely, shadowgraph images (Ero-

glu and Chigier 1991a, b; Hardalupas et al. 1998; Leroux
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et al. 2007), X-ray transmitted intensity technique

(Woodward et al. 1994), optical fiber probe technique

(Porcheron et al. 2002), planar LIF images (Stepowski and

Werquin 2004). Most of the experiments reported that the

liquid core length depends on the momentum flux ratio M

as illustrated by the correlations presented in Table 2.

Furthermore, Farago and Chigier (1992) and Lasheras et al.

(1998) found that the superpulsating mode could be related

to a critical momentum flux ratio equal to 7 and 35,

respectively.

Although they present some similarities, the correla-

tions for the liquid core length (Table 2) show non-

negligible differences. Three main reasons are believed

to be responsible for these differences. First, as noticed

above, measurements were performed with different

diagnostics. Second, the experimental investigations

explored different domain of operating conditions. For

instance, Eroglu et al. (1991) varied the water and air

velocities only; Woodward et al. (1994) added the

influence of the ambient pressure and of the gas;

Porcheron et al. (2004) used liquid oxygen and varied

the gas and liquid flow diameters; and Leroux et al.

(2007) varied the injector diameters and the liquid

physical properties. Third, the characteristics of coaxial

jet breakup mechanisms depend on internal injector

design. Woodward et al. (1994) found that at low

ambient pressure the jet breakup mechanism was con-

trolled by cavitation-induced turbulence rather than by

aerodynamic shear. As evidenced by high-Weber number

cylindrical jet behavior, the nozzle internal design

influences liquid cavitation. Other coaxial jet breakup

mechanism characteristics also report dependence with

details of the internal flows. Eroglu and Chigier (1991a,

b) and Mayer and Branam (2004) pointed out the

importance of the liquid turbulence on the initial jet

perturbation. Dahm et al. (1992), Rehab et al. (1997),

Lasheras et al. (1998), Lasheras and Hopfinger (2000)

and Marmottant and Villermaux (2004) showed that the

initial interfacial instability is dominated by the gas

vorticity layer characteristics. Measurements of instabil-

ity frequencies performed with a laser attenuation

technique (Eroglu and Chigier 1991a, b; Lasheras et al.

1998; Marmottant and Villermaux 2004) reported dif-

ferent behavior according to the degree of turbulence in

both liquid and air flows. These examples illustrate the

importance in accounting for liquid and gas flow details

to categorize coaxial jet primary atomization mecha-

nisms. For this purpose it should be recommended to

couple experimental approaches with injector internal

flow simulations to reach a more complete description

and analysis of the mechanisms.

As far as air-assisted liquid sheets are concerned, no

attempt of categorizing the three breakup regimes (dripping

regime, stretched streamwise ligament breakup regime and

cellular breakup regime) has been found in the literature.

The characteristics of the liquid sheet behavior such as the

liquid sheet breakup length measured on shadowgraph

images (Arai and Hashimoto 1985; Mansour and Chigier

1990, 1991; Park et al. 2004) or on 2D laser sheet visual-

izations (Carvalho et al. 2002), the sheet undulation

wavelength measured on shadowgraph images (Eroglu and

Chigier 1991c; Park et al. 2004), on LIF images (Lozano

et al. 2001) or with a double laser beam attenuation tech-

nique (Lozano et al. 2005), and the liquid sheet undulation

frequency measured with a laser beam attenuation tech-

nique (Arai and Hashimoto 1985; Mansour and Chigier

1991; Lozano et al. 1996, 2001, 2005; Carvalho et al. 2002)

are mainly dependent on the relative gaseous Weber

number WeR, the liquid Reynolds number ReL and the

momentum flux ratio M. This is illustrated by the corre-

lations presented in Tables 3 and 4. Except Park et al.’s

result (2004) that was obtained for the cellular breakup

regime, the correlations shown in these tables were derived

for air-assisted liquid sheet in the dripping and ligament

stretched breakup regimes. Considering Lasheras et al.’s

model (1998) for coaxial jets, the influence of the number

M illustrates the importance of the vorticity layer on the

onset of the initial shear instability. Table 4 shows that the

longitudinal wave oscillation frequency is always associ-

ated to a specific Strouhal number. According to Lozano

et al. (2001) this is the mark of the dominance of vortex

shedding to initiate longitudinal perturbation and Lozano

and Barreras (2001) reported experimental evidences of the

importance of the gaseous vorticity layer on the instability

onset.

As far as the influence of the liquid flow is concerned,

many experiments conducted in the stretched streamwise

ligament breakup regime reported that the sinusoidal

wave frequency moderately depended on the liquid

velocity (Mansour and Chigier 1991; Lozano et al. 1996,

2001; Carvalho et al. 2002). No influence of the liquid

turbulence has been reported on the sinusoidal wave

frequency undulation. Furthermore, liquid velocity and

turbulence have been found to have a negligible influ-

ence of the streamwise ligament spacing both in the

stretched streamwise ligament breakup regime and cel-

lular breakup regime (Lozano et al. 1996, 2001; Park

et al. 2004). However, it has been demonstrated that the

liquid sheet inertia reduces the vortex shedding fre-

quency (Lozano et al. 2001; Lozano and Barreras 2001).

In a subsequent investigation, Lozano et al. (2005) found

that the best parameter to be considered to categorize

air-assisted liquid sheet behavior is the total momentum

ratio rather than the flux momentum ratio. It appears

from these results that details of the liquid flow are less

important than those of the gas flow.
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It has been noticed from the experimental investigations

performed on air-assisted liquid sheet that the exact origin

of the streamwise ligaments that are present in each

breakup regime has not received a clear explanation. Fur-

thermore, the recession of these ligaments towards the

nozzle tip when the liquid velocity is small (dripping

regime) has not been neither explained nor characterized so

far. As suggested above, one may wonder whether the re-

circulating zone in the gas, located between the nozzle exit

and the point of flow reattachment and identified by Park

et al. (2004), is not an important element to be considered

to better describe and understand the near-field air-assisted

liquid sheet behavior in the dripping regime.

These results suggest that, besides the parameters inclu-

ded in the correlations found in the literature (Tables 3, 4),

the categorization of air-assisted liquid sheet primary

atomization breakup should account for the total liquid

momentum, the gas vortex layer characteristics, the turbu-

lence in the gas flow, the flow reattachment distance from the

nozzle and the gas recirculation zone at the nozzle exit.

The numerous experimental investigations reviewed in

this paper show the wide variety of powerful diagnostics

available now to investigate liquid stream primary breakup

mechanisms. Among the recent developed techniques one

should mention the ballistic imaging technique to perform

accurate visualizations of high-velocity liquid jets, the X-

ray extinction technique to quantify local liquid volumetric

fraction in dense regions, the optical probe technique to

determine local LPP in dense regions, the infrared laser

extinction technique to measure drop-size distribution in

dense sprays. Furthermore, one should emphasize attempts

of using analyzing methods rarely applied in liquid atom-

ization investigations such as the non-linear dynamic

theory, the morphological and fractal analyses, and the

statistical physics. Such developments must be encouraged

as they provide new possibilities to investigate and char-

acterize liquid stream atomization mechanisms.
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