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Abstract An accurate temperature calibration of fluid-
dispersed thermochromic liquid crystal (TLC) particles is
an important prerequisite for quantitative liquid crystal
thermometry (LCT) measurements in flows. Encapsulated
TLCs are subjected to uniform and linear temperature
fields and are illuminated with a sheet of white light. A
digital camera records the color distribution reflected by
the particles. For the first time, a telecentric objective is
used to eliminate the angular dependence of the color
within the image plane.

The paper systematically assesses how the temperature
calibration is affected by the angle between the camera axis
and the light-sheet plane, and by the properties of the
working fluid. The obtained results provide design criteria
for quantitative LCT measurements in situations where
small spatial variations of the fluid temperature need to be
resolved, namely for turbulent heat transfer problems in
wall-bounded flows.

Symbols
AOV area of view (m2)
C coefficient of polynomial (–)
dp, de particle diameter and particle image diameter (m)
dr length of a square pixel (m)
f focal length (m)
f# f-number of the camera objective (–)
h distance between two walls (m)
H hue, H:[0, 2p] (rad)
i, j pixel counters; i: [1, 768] (x-direction); j: [1, 572]

(y-direction)
I intensity, I: [0, 255]
k, l counters for calculating local averages; k: [1, Nk]

(x-direction); j: [1, Nk] (y-direction)

m number of (locally averaged) temperature loca-
tions in the horizontal direction of a rectangular
2-D domain (–)

M magnification factor (–)
n number of (locally averaged) temperature loca-

tions in the vertical direction of a rectangular 2-D
domain (–), refractive index (–)

R, G, B red, green, blue intensities, R, G, B: [0, 255]
S saturation, S: [0, 255]
t time (s)
tresp response time (s)
T Celsius temperature (�C); thermodynamic tem-

perature (K)
TS,nom nominal start of temperature sensitivity range (�C)
T linear transformation
us settling velocity
v1, v2 functions of R, G, B
x, y, z Eulerian Cartesian coordinates (m)
b volumetric thermal expansion coefficient (1/K)
d uncertainty calculated for ±2r (95.4% confidence)
dLS light sheet thickness (m)
dtel telecentric range (m)
dz depth of field (m)
g exponent of polynomial
/ angle between light-sheet plane and

camera axis (�)
F post-processing path
j thermal diffusivity (m2/s)
k wavelength (m), thermal conductivity (W/mK)
q density (kg/m3)
m kinematic viscosity (m2/s)
r standard deviation
n index running over time (–)

Abbreviations
CCD charge-coupled device
CT color temperature
LCT liquid crystal thermometry
PAL phase-alternating line, video standard
PIV particle image velocimetry
PIV/T particle image velocimetry/thermometry
PMMA polymethyl methacrylate
RAM random access memory
WB white light balance
2-D two-dimensional

Subscripts and superscripts
G glycerol
L lower wall
mean mean value
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min minimum value
U upper wall
poly polynomial
p particle
set settling
W water

1
Introduction
Unlike the case for measuring two-dimensional (2-D)
velocity fields, few techniques are available that provide
information for the whole field for fluid temperatures.
Commonly used techniques are liquid crystal thermome-
try/thermography (LCT) and laser-induced fluorescence
(LIF). A two-color LIF technique, which relates the tem-
perature to an intensity ratio of wavelengths reflected by
two dyes, was recently reported by Sakakibara and Adrian
(1999). The main advantage of LCT is that the temperature
sensitivity range as well as its starting temperature can be
adjusted in a wide range through modifying the LC for-
mulation. Furthermore, for postprocessing of LCT mea-
surements, it is common practice that the local fluid
temperature is related to a ratio of the (multiple) intensity
signals collected at different frequency bands. This is ad-
vantageous, since the effect of local intensity variations of
the illuminating light does not necessarily result in poorly
predicted local fluid temperatures.

When suspended in a transparent fluid, encapsulated
thermochromic liquid crystals1 change their color as a
function of the local fluid temperature. We consider an
experimental configuration for the LCT technique that
allows combination with particle image velocimetry
(PIV) in order to provide simultaneous temperature and
velocity measurements in transient flow situations. Fig-
ure 1 illustrates the two paths for reconstructing the
velocity F1 and the temperature field F2. Applications of
the LCT technique based on fluid-dispersed TLCs are
reported by Dabiri and Gharib (1996, 1991), Kasagi et al.
(1989), Park et al. (2001), and Smith et al. (2001), and
focus on natural convection problems, flows around bluff
bodies, and free shear flows. In this paper we will see
that the small effective temperature sensitivity range of
the LCT technique is particularly advantageous for tur-
bulent heat transfer studies in wall-bounded flows
(Günther 2001).

In most previous studies the particle image diameters
were smaller than the size of one CCD pixel, which is not
disadvantageous for measuring fluid temperatures, but
restricts the accuracy of simultaneously obtaining the
velocity prediction through local cross-correlation of
subsequent digital images (Adrian 1995). For the
measurements presented in this paper, the digital particle
images are represented by more than one pixel and there-
fore provide the spatial resolution required to prevent peak
locking. This paper exclusively focuses on the temperature
calibration in a thermally stratified fluid layer, a prere-
quisite for path F2. In Sect. 2, we present an optical setup
in which the angle between light sheet and camera axis, the

working fluid, and the influence of the white light balance
(WB) of the light source and the camera can be varied.
Image-processing and calibration procedures are described
in Sects. 3 and 4. The influence of the optical configuration
on the temperature calibration is discussed in Sect. 5.

2
Experimental
Figure 2 shows a schematic of the experimental setup.
Measurements are conducted in a cylindrical fluid-filled
cavity. The rectangular bottom and top walls have the
dimensions 300 mm · 150 mm. The horizontal walls are
separated by 24 mm in the vertical direction and consist of
two parallel black-anodized aluminum bodies. The wall
temperatures – TL at the bottom and TU at the top wall – are
adjusted by two independent constant-temperature water
baths. The transparent cylinder is located between the walls,
has an inner diameter of 100 mm and a wall thickness of
5 mm, and is made of PMMA (polymethyl methacrylate,
k ¼ 0.21 W/mK) material. A rectangular section of the
cylinder, located adjacent to the camera, is replaced by a flat
window of the same material, see Fig. 3. The entire box is
insulated by a 50-mm thermal shield. The insulation is only
partially removed during image acquisition in order to
provide optical access. Approximately 0.03 vol.% of the
TLC slurry (Hallcrest, BM/R35C20 W) is added to the
transparent working fluid in the cylindrical cavity, either
de-ionized water or glycerol. In order to make the technique
applicable to measurements in turbulent flow situations,
encapsulated TLCs with a relatively small particle diameter
of 19.75 lm and a standard deviation of 7.18 lm were used.
The particle size was measured in aqueous suspension
using laser light diffraction (Sympatec). The thermal
diffusivity ap of encapsulated TLCs is 5.8 Æ 10)8 m2/s
(Dabiri and Gharib 1991). According to Hallcrest (1999), a
typical value of the overall particle density qp is 1020 kg/m3,
where the density of the TLC core varies between 970 kg/m3

and 1010 kg/m3 depending on the composition. The wall
material, which consists of gelatin, gum arabic, and water,
has a density of approximately 1100 kg/m3. From these
quantities a thermal response time of 1 ms can be esti-
mated. In Table 1, the experimental configuration is sum-
marized and compared with previous heat transfer studies

Fig. 1. Postprocessing of the stored image files for obtaining 2-D
velocity (F1) and temperature fields (F2)

1We use the term ‘‘TLC particles’’ in the following.
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in an impinging jet (Dabiri and Gharib 1991), around a
heated cylinder (Park et al. 2001), and in a cubic cavity that
is heated from below (Lutjen et al. 1999).

A magnetic stirrer is located inside the cavity and is
used to mix the fluid during constant temperature mea-
surements as well as to prevent the particles from settling.
Inside the cavity, the temperature is measured with a
reference resistance thermometer (Pt, 100 W), which was
calibrated according to ITS-90 and has a measurement
uncertainty of 0.03 �C for the considered temperature
range. In addition, a thermocouple allows the local tem-
perature to be measured at variable distances y from the
bottom wall. A 90-W metal halide light source (Volpi,
model Intralux IWL500e) with the color temperature of
5500 K ± 900 K is used. The light is guided through a fi-
ber-optic line converter (Volpi, model VVLC), where a
continuous sheet of white light is produced. A cylindrical
lens and an aperture adjust the light-sheet thickness to
approximately dLS ¼ 1 mm. The light sheet illuminates the
TLC particles in a vertical plane between the two walls. A
progressive-scan 3-chip video camera (Sony, model DXC-
9100P) is positioned with its optical axis perpendicular (/
¼ 90�) to the light sheet plane. The WB of the camera can
be manually altered. To exclude the dependence of the
recorded color information on the viewing angle within
the area of view, the camera is equipped with a telecentric
objective (Sill Imaging, Germany), which is focused on the
light sheet, see Fig. 3. The objective has a magnification

Fig. 3. Optical configuration with the insulated cylindrical cavity.
The angle / between the light-sheet plane and the axis of the
telecentric objective is variable (distances in mm)

Table 1. Comparison of experimental parameters

Parameter LCT PIV/T LCT PIV/T

Dabiri and Gharib (1991) Park et al. (2001) Lutjen et al. (1999) Present study
Area of view (AOV) 163 · 120 mm2 60 · 50 mm2 » 76 · 57 mm2 35 · 35 mm2

Mean diameter dp 150 lm 40 lm 40 lm 19.75 lm
Response time tresp 60 ms 4 ms 4 ms 1 ms
Magn. factor M »0.04 0.11 » 0.084 0.19
Fluid Water Water Glycerol Water/glycerol

Fig. 2. Experimental configuration with the
fluid-filled cavity between an isothermal bot-
tom (TL) and top surface (TU), the light-sheet
plane, and the CCD camera with telecentric
lens. The temperature profile is shown for a
thermally stratified layer
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factor M of 0.19, an area of view (AOV) of
33 mm · 25 mm, and a working distance of 300 mm.

Spherical TLC particles, located in the light-sheet plane,
are illuminated with white light. A fraction of the light is
scattered at the particle surfaces. In contrast to a standard
PIV configuration, the influence of scattered light, which
for given particle properties depends on the fluid’s re-
fractive index n, is unwanted. The desired information is a
band of dominant wavelengths that is reflected from the
TLC particles as a function of the local fluid temperature.
The three CCD chips of the camera (768 · 572 pixels)
transiently record separate color bands of the reflected light
as analog RGB information. The size of one square pixel is
8.3 · 8.3 lm2. With a 4-MB dual-ported memory frame-
grabber board (ITI model IC4-RGB), the images are digi-
tized and downloaded to the RAM (128 MB) of a personal
computer, where the commercial software package Opti-
mas 6.5 (Media Cybernetics) is used for image acquisition.

3
Image processing and optical resolution
Camera images are downloaded into the computer RAM
and subsequently stored as RGB files (3 · 8 bit) in the
.TIFF format at a local hard disk. Even though postpro-
cessing starts with the digitized images, it is important to
note that the recorded RGB information not only depends
on the angle of illumination but also on the WB between
the three chips. Only a fixed WB enables us to obtain
quantitative results from the recorded RGB intensities. For
a known temperature calibration, such information can
then be used for simultaneously obtaining temperature
and velocity in transient flows. Temperature and velocity
are obtained by two postprocessing steps F1 and F2 from
the transiently recorded RGB images, see Fig. 1.

Even though this paper does not focus on the recon-
struction of the velocity fields, path F1 in Fig. 1, we first
want to demonstrate that the particle image diameter for
the considered configuration is sufficient for performing
combined LCT and PIV measurements in transient flow
situations. The intensities Iij of two subsequent images,
which are recorded at the times tf and tf+1, are locally
cross-correlated. Standard PIV algorithms use three-point
estimators to fit the discrete correlation data and to predict
the displacement at a sub-pixel level. The uncertainty of
the velocity prediction depends on the particle image di-
ameter de (Raffel et al. 1998) and can be reduced if a
particle image is represented by more than one pixel on
the camera chip. In the following, we estimate the average
number of pixels by which a TLC particle is represented on
the chip. For diffraction-limited imaging, the particle im-
age diameter can be obtained (Adrian 1995) from:

de ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mdp

� �2þ 2:44f#ðM þ 1Þk
� �2

q
; ð1Þ

with the magnification factor M and the mean particle
diameter dp where f# characterizes the aperture of the
camera objective. In Table 2, the calculated particle image
diameters as well as the depth of field (Adrian 1995),

dz ¼ 4:88k f# 1 þ 1

M

� �� �2

; ð2Þ

are listed for wavelengths between k1 ¼ 470 nm (blue)
and k2 ¼ 630 nm (red) as a function of f#. Satisfying
de/dr > 1 and using the full telecentric range dtel of the
objective, 15 mm, therefore implies a minimum f# of 11.
This is not a restriction since we consider uniform or
linear temperature fields in this paper. For transient flows,
however, higher-energy (pulsed) light sources might be
required, depending on the characteristic velocity of the
flow.

We now discuss how temperature fields are related to
the RGB images, path F2 in Fig. 1. As commonly done in
the literature, we perform a linear transformation with the
red Rij, the green Gij, and the blue intensities Bij in the
image plane i : 1; . . . ; 768 and j : 1; . . . ; 572 (Dabiri and
Gharib 1991; Farina et al. 1994):

t1;ij

t2;ij

Iij

2
4

3
5 ¼

2=
ffiffiffi
6

p
�1=

ffiffiffi
6

p
�1=

ffiffiffi
6

p

0 1=
ffiffiffi
6

p
�1=

ffiffiffi
6

p

1=3 1=3 1=3

2
4

3
5 �

Rij

Gij

Bij

2
4

3
5 ; ð3Þ

where the third component of the vector on the left rep-
resents the local intensity Iij . The local hue Hij and the
saturation Sij are obtained as follows:

Hi;j ¼
p=2 � tan�1 t1;ij=t2;ij

� �
: Bij < Gij;

p=2 þ tan�1 t1;ij=t2;ij

� �
: Bij � Gij ;



ð4Þ

Sij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2

1;ij þ t2
2;ij

q
: ð5Þ

In the considered color system, Hij defines an angle in the
interval [0, 2p] . Three criteria are defined

– Iij > ÆIæij, ÆIæij denotes an average over all pixels
– Rij or Gij or Bij < 255
– Sij > Smin

The first criterion excludes low-intensity background light
(underflow) and ensures that the color information is
obtained from TLC particles only. The second criterion
disregards saturated pixels (overflow). The purpose of the
third criterion is to further minimize the contribution of
white light. Only pixels that fulfill all criteria are
considered. From the validated hues Hij local averages Hkl

are calculated. In this paper, we consider k : 1; . . . ;m and
l : 1; . . . ; n with m ¼ n ¼ 40, and a spot size of 32 · 32
pixels. It is assumed a relation Tkl ¼ f(Hkl) can be
obtained in known temperature fields. The calibration
curve, the measurement accuracy, and the influence of the
experimental configuration on the calibration are dis-
cussed in the following sections.

Table 2. Particle image diameter and depth of field for diffrac-
tion-limited imaging

f# de/dr (470–630 nm) dz (470–630 nm)

1.6 0.52–0.57 0.23–0.31 mm
2.8 0.64–0.77 0.72–0.96 mm
4.0 0.80–0.99 1.5–2.0 mm
5.6 1.0–1.3 2.9–3.9 mm
8.0 1.4–1.8 5.9–7.9 mm

11 1.9–2.5 11–15 mm
16 2.7–3.6 23–31 mm
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4
Calibration
A number of papers describe the temperature calibration
for encapsulated TLCs (e.g. Hay and Hollingsworth 1998).
However, mostly encapsulated TLCs are appliqued on a
constant temperature surface, where the location of the
camera axis is close to the direction of illumination (small
/). Behle et al. (1996) studied the dependence of the cal-
ibration of liquid crystal sheets on the angle between the
direction of illumination and observation. For the cali-
bration of TLCs in a fluid with / ¼ 90�, a thermally
stratified fluid layer can be used (e.g. Günther and Rudolf
von Rohr 2000) where the bottom wall of the cavity is
cooled, the top wall is heated, and the side walls are
thermally insulated.

The TLC slurry is dispersed in the working fluid. To
ensure that particles are homogeneously distributed and
to avoid particle agglomeration and the formation of air
bubbles at wall surfaces, the suspension of TLC particles
in the working fluid is heated to 70 �C and then
subjected to an ultrasound bath prior to filling it into the
cavity.

At the low end of the temperature sensitivity range,
TLC particles reflect a red color. With increasing
temperatures, green and subsequently blue become the
dominant colors. Since the color response depends on
the illumination angle (Kasagi et al. 1989), and the
directions of illumination and observation do not coincide
for light sheet applications, the ‘‘effective’’ temperature
sensitivity range is significantly reduced compared to its
nominal value (/ ¼ 0�) of approximately 20 �C. In this
section we use the angle / ¼ 90� for the calibration, a
configuration that is most relevant to light sheet
measurements. The angular dependence of the results is
discussed in Sect. 5.2. The calibration is carried out in a
uniform and a linear (thermally stratified layer)
temperature field.

4.1
Thermally stratified layer
A thermally stratified layer is desired because the cali-
bration can be reduced to one single measurement.
However, it is only feasible if (a) the vertical temperature
in the fluid is linear, i.e. the side walls are well insulated,
and (b) the TLC particles are not settled before the linear
profile is developed.
Linearity. After the horizontal aluminum walls reach the
constant temperatures TL and TU, the suspension of TLC
particles and deionized water is mixed with a magnetic
stirrer. After stirring, the linear temperature profile de-
velops through thermal conduction. Thermocouple mea-
surements of the vertical temperature profile of the
thermally stratified layer confirmed its linearity. The
measurement uncertainty was minimized by using a
relatively large temperature difference of 10 �C. Assuming
constant fluid properties, the necessary time t to develop
the linear profile can be estimated by solving the
conduction equation,

dT

dt
¼ j

d2T

dy2
; ð6Þ

for the initial condition T(t ¼ 0, y/h) ¼ 0.5(TL + TU) and
the boundary conditions T(t, y/h ¼ 0) ¼ TL and T(t, y/
h ¼ 1) ¼ TU. For different instants in time, the numeri-
cally obtained temperature profiles are plotted in Fig. 4 for
a 25-mm layer of water. Only the lower half is shown, since
deviation of the obtained profiles from the linear profile is
a point-symmetric function with respect to the center of
the layer. Figure 5 shows the relative deviation between the
instantaneous fluid temperature T(t, y/h ¼ 0.25) and the
developed linear profile Tht ! 1; y=h ¼ 0:25i versus
time. The thermal diffusivities j are 0.150 · 10)6 m2/s for
water and 0.914 · 10)7 m2/s for glycerol.
Particle settling. The influence of particle sedimentation
is shown in the same diagram. Assuming Stokes flow, the
effect of settling can be obtained from the linear relation

Fig. 4. Transient development of the temperature profile in the
lower half of the water layer

Fig. 5. Left axis: relative difference between the developing
temperature profile and the linear limit versus time at y/h ¼ 0.25
for water (solid line) and glycerol (dashed line). Right axis: in-
fluence of sedimentation of particles with the overall density of
1020 kg/m3 in the two fluids
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DyðtÞ
h

¼
d2

pgt

18vh
�

.p

.
� 1

� �
; ð7Þ

where qp is the overall particle density, 1020 kg/m3

(Hallcrest 1999), dp is the mean particle diameter, and g
denotes the gravitational acceleration. The density q and
the kinematic viscosity m of the fluids are summarized in
Table 3. Positive values of Dy/h indicate a downward
motion of the particles, while negative values indicate an
upward motion. For the water layer (solid lines), it takes
about 6 min until the deviation from the linear profile is
smaller than 1% of the temperature drop across the
layer, resulting in a distance Dy/h equal to 11% of the
layer depth. The corresponding time for glycerol (dashed
lines) is 10 min, during which the TLC particles only
pass 0.2% of the layer depth for the considered particle
density.

In Fig. 6 the line averages of the hue ÆHklæk the satura-
tion ÆSklæk and the intensity ÆIklæk are plotted versus the
linear temperature profile. The temperatures at the bottom
wall, 33.61 �C, and at the top wall, 35.37 �C, are obtained
from resistance thermometer readings. The uncertainties
for ÆHklæk are plotted for a confidence interval of 95.4%
(twice the standard deviation). Small hues correspond to
low fluid temperatures. The nonlinear character of the
calibration should be noted. Calibration in a linear

temperature field allows us to accurately resolve the steep
gradient at the beginning of the temperature sensitive
range. The saturation is large at low fluid temperatures
and decreases for increasing hues. One important result is
that for hue values within the temperature sensitivity
range, the relation T ! H is unequivocal. Hue values
outside the effective temperature sensitivity range are al-
most constant and do not impose poorly predicted tem-
peratures. Temperature regions outside the sensitivity
range can be reliably detected because of the significantly
reduced intensities. The data points in Fig. 6 can be rep-
resented by the polynomial:

Tpoly


C
¼
X8

g¼0

Cg � Hklh igk ; ð8Þ

with the coefficients summarized in Table 4. Using this
explicit expression, the fluid temperature can be calculated
from locally obtained hues. Conditions of applicability are:

– The TLC formulation BM/R35C20 W is considered.
– A digital camera with NTSC color filters and a WB of

5600 K is used.
– The color temperature of the light source matches that

of the WB of the camera.
– The angle / ¼ 90 �.
– The temperature interval T:[T1,W ¼ 33.77 �C,

T2,W ¼ 35.09 �C].

For a confidence interval of 95.4%, the uncertainty of
the hue angle dHl can be calculated from the data plotted
in Fig. 6 (Moffat 1988):

dHl ¼ 2
1

m � 1

Xm

k¼1

Hkl � Hklh ik

� �" #0:5

; ð9Þ

where ÆHklæk denotes a line-average (x-direction). If the
polynomial in (8) is used, the uncertainty of the temper-
ature prediction follows to:

dT ¼ dTpoly

dH
dHl : ð10Þ

The result is shown in Fig. 7, a reversed plot of Fig. 6.
Between the temperature levels T1,W and T2,W, (8) is

Table 3. Fluid properties of
water and glycerol at
Tb = 35 �C (Wagner and
Kruse 1998; D’Ans et al. 1977)

Fluid property Water Glycerol

Kinematic viscosity v (m2/s) 0.724 · 10)6 0.371 · 10)3

Density q (kg/m3) 994 1250
Thermal conductivity k (W/K m) 0.623 0.281
Thermal diffusivity j (m2/s) 0.150 · 10)6 0.914 · 10)7

Prandtl number Pr 4.82 4060
Vol. thermal expansion coefficient b (1/K) 3.46 · 10)4 6.10 · 10)4

Heat capacity cp (kJ/kg K) 4.18 2.45
Refractive index n ()) 1.33 1.47

Table 4. Coefficients Cg of the eighth-order polynomial

C0 31.9194 C3 33.6841 C6 )2.6206
C1 11.1639 C4 )24.4564 C7 0.350746
C2 )26.6679 C5 10.4994 C8 )0.0194357

Fig. 6. Hue, saturation, and intensity versus the fluid tempera-
ture from a measurement in a thermally stratified layer in
deionized water for / ¼ 90� (confidence interval: 95.4%).
Measurements from constant temperature fields are included
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included in the plot, together with the residuals for the
polynomial regression.

We now use the measurements in a thermally stratified
layer of deionized water to estimate the particle density qp

from transient images of the settling particles:

.p ¼ . � 1 þ 18usm
d2

pg

 !
: ð11Þ

Images with a temporal separation of 4 s are locally cross-
correlated (spot size 32 · 32, m ¼ n ¼ 40). The obtained
spatial average of the settling velocity us in the image plane
is 2.13 · 10)5 m/s with a standard deviation of
1.54 · 10)6 m/s. For the mean temperature in the image
plane, 34.46 �C, the kinematic viscosity of water is
0.7473 · 10)6 ± 0.23 · 10)8 m2/s. With Eq. (11) and the
gravitational acceleration g, the particle density can be
estimated as 1072 kg/m3. The different influences are:

– the standard deviation of the measured settling velocity
D.p.pju ¼ 0:02%;

– the viscosity variation in the fluid layer
D.p.pjv ¼ 0:50%;

– the nonuniform particle size distribution
D.p.pjdp

¼ 5:51%.

For the considered sample it can be concluded that the
measured average particle density was found to be larger
than commonly referred to value of 1020 kg/m3. The rel-
atively broad diameter distribution was found to be the
most significant influence for estimating the particle
density from sedimentation measurements.

4.2
Uniform temperature fields
For the measurements in uniform temperature fields, only
one constant-temperature water bath is used. This bath is
connected to both heat exchangers at the bottom and the
top wall. The magnetic stirrer inside the cavity is now

continuously operated to ensure homogeneous tempera-
ture fields within the image plane. Images are taken after
steady-state conditions are reached, for water typically
after 20 min. Following the procedures explained in
Sect. 3, Hkl can be locally calculated from the RGB
intensities. In Fig. 6 the measured hues obtained in uni-
form temperature fields are compared with the results
from the linear profile. The measurements are consistent
with the results obtained in a thermally stratified layer and
confirm the validity of Eq. (8). Note that accurately re-
solving the steep gradient of the calibration curve in Fig. 6
from measurements in uniform temperature fields is much
more challenging. A very well mixed fluid is required in
the AOV, since minor temperature differences result in
significant variations of the locally evaluated hues.

5
Role of experimental parameters
To obtain quantitative temperature information from flu-
id-dispersed encapsulated TLC particles, not only must a
sufficient optical resolution as described in the previous
section be used, but the effective temperature sensitivity
range must also be considered. The effective temperature
sensitivity range of the liquid crystal formulation is an
important experimental parameter. First, we discuss the
influence of the working fluid in Sect 5.1 and compare the
results obtained for glycerol to those obtained for deion-
ized water. Whereas in the previous section a fixed angle /
of 90� was considered, here we examine the influence of
the angle / on the temperature calibration, see Sect. 5.2.

5.1
Fluid properties
To study how the calibration is affected by different re-
fractive indices of the fluid, see Fig. 8, measurements with
water and glycerol are compared at a fixed angular posi-
tion / of 90�. Figure 8 suggests that the start of the tem-
perature sensitivity is significantly different for the two
fluids. The low end of the temperature sensitivity range

Fig. 7. Measured temperature (thermally stratified layer) and
prediction of the temperature fit versus H. Residuals for the
polynomial regression are shown (top)

Fig. 8. Influence of the working fluid on the calibration for
isothermal measurements in deionized water and glycerol for
/ ¼ 90� (confidence interval: 95.4%). Visible start TVS and red
start TRS temperatures reported by Hallcrest (1999) are included
for comparison
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is T1,W ¼ 33.77 �C for water, and T1,G ¼ 34.70 �C for
glycerol. In addition, the shapes of the two calibration
curves are different. For glycerol, a more linear behavior is
obtained than for deionized water. Calibration is therefore
strongly dependent on the optical properties of the
working fluid.

A variation of the fluid properties is of potential interest
for measurements in turbulent flows with large temporal
scales, namely for natural convection problems. Since the
particle density is slightly larger than the density of water,
settling can be prevented at the considered mean tem-
perature of 35 �C in an aqueous solution with approxi-
mately 11 wt% glycerol. Figure 9 shows the fluid density q
the kinematic viscosity m, and refractive index n of aque-
ous glycerol solutions with different mass fractions of
glycerol (D’Ans et al. 1977). However, for homogeneous
mixtures of fluids with different optical properties, it is
important that density stratifications can be neglected for
the considered flow fields, since they would result in local
color changes and make an accurate reconstruction of the
temperature impossible. A calibration for homogeneous
mixtures of working fluids with different refractive indices
and densities can therefore not be done in a stratified
layer. Furthermore, quantitative LCT measurements are
not applicable to double-diffusive convection.

5.2
Angle of observation
The experimental set-up shown in Fig. 3 allows the angle
between the light-sheet plane and the camera axis / to be
varied. The light sheet crosses the volume spanned by the
cameras AOV and the telecentric range of the objective
dtel. Since a telecentric objective is used, the obtained
images are not only sharp but also distortion free. Glycerol
is considered as the working fluid. For the considered

liquid crystal formulation (Hallcrest BM/R35C20), Hall-
crest specifies the following characteristic temperatures:
visible start, TVS ¼ 34.1 �C; the red start, TRS ¼ 34.9 �C;
the green start, TGS ¼ 37.8 �C; the bright green,
TBG ¼ 42.8 �C; the blue start, TBS ¼ 55.8 �C; and the upper
colorless limit, TCL ¼ 68.0 �C. Three angular positions /
equal to 50�, 70�, and 90� are considered. The obtained
results are shown in Fig. 10 and indicate a strong depen-
dence of the color angle H on /. For decreasing /, a slight
increase in the start and a significant increase in the width
of the larger temperature range are observed. Most im-
portant, the obtained results connect the calibration
conducted in a 90� configuration with the nominal
temperature sensitivity range / ! 0 provided by Hallcrest
(1999). The angular dependence of the calibration is rel-
evant to applications where a Scheimpflug configuration is
used, e.g. for combining the liquid crystal thermometry
technique with stereoscopic PIV.

6
Summary
The accurate relation of the color response from TLC
particles, which are suspended in a working fluid, has been
systematically studied for glycerol and deionized water. A
3-chip progressive scan RGB camera equipped with a
telecentric measuring objective is used for image forma-
tion.

Calibration is conducted for both a uniform tempera-
ture field and a linear temperature profile. Care has been
taken that particle images are represented by more than
one pixel and that saturated pixels (pixel overflow) are
avoided. Consistent with literature findings, the calibration
curve obtained for / ¼ 90� in deionized water shows an
effective temperature sensitivity range that is significantly
smaller (approximately 7%) than its nominal value. Since
the temperature sensitivity range of commercially avail-
able TLC formulations is usually specified for / fi 0, such
knowledge is necessary to properly select a TLC formula-
tion for the considered measurement application, i.e.

Fig. 9. Fluid density q, kinematic viscosity m, and refractive index
n of aqueous glycerol solutions as a function of the glycerol mass
fraction

Fig. 10. Influence of the angle / between the camera axis and the
light-sheet plane on the color response obtained from isothermal
measurements in glycerol (confidence interval: 95.4%). Visible
start TVS, red start TRS, green start TGS, and bright green TBG

temperatures reported by Hallcrest (1999) are included for
comparison
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temperature field. The results obtained for constant tem-
perature fields and thermally stratified layers show very
good agreement. From measurements in a thermally
stratified layer of water, the average particle density was
estimated to be 1072 kg/m3, a value larger than the one
used in most references. When comparing the results that
are obtained for glycerol and de-ionized water, a similar
width of the effective temperature sensitivity range is
found. However, the start temperature for glycerol is ap-
proximately 0.9 �C higher than for water. The dependence
of the calibration on the fluids refractive index suggests
that LCT is not applicable to double-diffusive convection
for homogeneous mixtures of fluids with different optical
properties. The width of the effective temperature sensi-
tivity range is found to increase significantly with a
decreasing angle / between the light-sheet plane and the
optical axis of the camera.

The obtained information allows for the design and
performance of reliable simultaneous temperature and
velocity measurements for a wider range of transient flow
applications and experimental configurations than con-
sidered in most present works.

Because of the large effective temperature sensitivity
range, combined LIF/PIV techniques are mainly applied to
free flows, i.e. natural convection problems, free jets, and
free shear layers. Note that even for the considered TLC
formulation with the largest commercially available nom-
inal temperature sensitivity range of 20 �C, the effective
temperature sensitivity is only 1.32 �C. A combined LCT/
PIV technique is therefore particularly advantageous for
applications with small spatial variations of the fluid
temperature, e.g. for turbulent heat transfer in wall-
bounded flows of transparent liquids.
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