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  Abstract        Sensitive areas for prediction of the Kuroshio large meander using a 1.5-layer, shallow-
water ocean model were investigated using the conditional nonlinear optimal perturbation (CNOP) and 
fi rst singular vector (FSV) methods. A series of sensitivity experiments were designed to test the sensitivity 
of sensitive areas within the numerical model. The following results were obtained: (1) the eff ect of initial 
CNOP and FSV patterns in their sensitive areas is greater than that of the same patterns in randomly selected 
areas, with the eff ect of the initial CNOP patterns in CNOP sensitive areas being the greatest; (2) both 
CNOP- and FSV-type initial errors grow more quickly than random errors; (3) the eff ect of random errors 
superimposed on the sensitive areas is greater than that of random errors introduced into randomly selected 
areas, and initial errors in the CNOP sensitive areas have greater eff ects on fi nal forecasts. These results 
reveal that the sensitive areas determined using the CNOP are more sensitive than those of FSV and other 
randomly selected areas. In addition, ideal hindcasting experiments were conducted to examine the validity 
of the sensitive areas. The results indicate that reduction (or elimination) of CNOP-type errors in CNOP 
sensitive areas at the initial time has a greater forecast benefi t than the reduction (or elimination) of FSV-
type errors in FSV sensitive areas. These results suggest that the CNOP method is suitable for determining 
sensitive areas in the prediction of the Kuroshio large-meander path. 

  Keyword : Kuroshio large meander; conditional nonlinear optimal perturbation (CNOP); fi rst singular 
vector (FSV); sensitive areas 

 1 INTRODUCTION 

 The Kuroshio is the western boundary current of 
the wind-driven subtropical gyre in the North Pacifi c 
Ocean. The Kuroshio path south of Japan has 
remarkable bimodal features comprising large 
meander (LM) and non-large meander (NLM) paths 
(Taft, 1972; Kawabe, 1995). Changes between these 
two kinds of paths have profound eff ects on the 
climate and marine environment of the western North 
Pacifi c region. It is thus important to study the 
prediction of Kuroshio path variations. 

 In recent years, researchers have focused on the 
eff ects of initial errors on prediction results, fi nding 
that the initial states aff ect the predictability of 

Kuroshio meander (Ishikawa et al., 2004; Miyazawa 
et al., 2005; Fujii et al., 2008; Wang et al., 2012). 
Therefore, the forecasting of a Kuroshio LM event 
may be improved by reducing initial uncertainties in 
ocean forecasts. The accuracy of the initial condition 
can be enhanced through ocean observations. 
However, it is too expensive and diffi  cult to make 
observations over the entire ocean, and targeted 
observation techniques (i.e., adaptive observations) 
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have thus been attempted. 
 The aim of adaptive observations is to improve 

forecast results by implementing an observation 
network in specifi c regions, where additional 
observations are expected to reduce the forecast 
errors. These regions may be considered “sensitive 
areas” where improvements to the initial conditions 
are anticipated to have a greater forecast benefi ts than 
improvements in other areas (Langland, 2005; Mu et 
al., 2009). 

 Adaptive observations have been used to improve 
forecasts in various research fi elds, such as weather 
forecasting (Berliner et al., 1999; Morss et al., 2001) 
and the prediction of tropical cyclones (Bishop et al., 
2001; Hamill and Snyder, 2002; Majumdar et al., 
2006; Mu et al., 2009; Qin and Mu, 2011) and the El 
Niño Southern Oscillation (Yu et al., 2012). 

 An important aspect of adaptive observations is 
determination of the sensitive areas. Strategies and 
approaches have been proposed to identify those 
areas for the adaptive observations. These approaches 
include the singular vector (Palmer et al., 1998; 
Bergot et al., 1999; Buizza and Montani, 1999), quasi-
inverse (Pu et al., 1997; Pu and Kalnay, 1999), 
sensitivity vector (Langland and Rohaly, 1996), 
adjoint sensitivity (Baker and Daley, 2000), ensemble 
transform (Bishop and Toth, 1999), ensemble Kalman 
fi lter (Hamill and Snyder, 2002), and ensemble 
transform Kalman fi lter (Bishop et al., 2001). Mu et 
al. (2007) applied the conditional nonlinear optimal 
perturbation (CNOP) approach to study adaptive 
observations. The CNOP is a natural extension of the 
linear singular vector method into the nonlinear 
regime, and can represent initial errors that have the 
greatest nonlinear evolution (Mu et al., 2003; Mu, 
2013). Furthermore, Mu et al. (2009) used CNOP to 
determine the sensitive areas for tropical cyclone 
predictions and compared the results with those from 
the fi rst singular vector (FSV) method. The authors 
showed that CNOP-type errors have a greater eff ect 
than FSV-type errors on the forecast of a tropical 
cyclone. 

 The CNOP method was also used by Wang et al. 
(2013a) to investigate targeted observations for the 
prediction of Kuroshio path variations. However, 
further investigation is needed. For instance, Wang et 
al. used the “truth” fi eld as the basic state with which 
to calculate the CNOP. However, we cannot know the 
true state of the ocean in a realistic prediction. In 
addition, the authors did not compare with any other 
approaches (such as the FSV) for the determination of 

sensitive areas in adaptive observations. In this paper, 
the CNOP and FSV are used to study targeted 
observations for prediction of the Kuroshio LM, 
based on an analysis fi eld obtained from control 
experiments. The sensitivity and validity of sensitive 
areas identifi ed by these two methods are compared. 

 The remainder of the paper is as follows. Section 2 
briefl y describes the shallow-water ocean model and 
CNOP and FSV methods. Section 3 describes the two 
methods to identify sensitive areas for targeted 
observations, and examines the sensitivity and 
effi  ciencies of those areas. Section 4 presents a 
discussion and conclusions. 

 2 MODEL AND METHOD 

 2.1 Shallow-water ocean model 

 A 1.5-layer shallow-water ocean model was used 
to simulate Kuroshio path variations south of Japan. 
This model is similar to those used by Wang et al. 
(2012, 2013b). Here, we only give the essential 
description of the model. In spherical coordinates, the 
governing equations are  
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 where ( θ ,  φ ) denotes the longitudinal and latitudinal 
coordinates,  u  and  v  are zonal and meridional 
velocities, respectively, and  h  is the upper-layer 
thickness with undisturbed value  H =500 m.  f =2Ω 
sin θ  is the Coriolis parameter, Ω=7.292×10 -5 /s is 
angular speed of the earth rotation of the earth, 
r 0 =6.37×10 6    m is the earth radius, g'=gΔ ρ / ρ  0 =0.044 m/
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s 2  is reduced gravity, and  τ  φ  and  τ  θ  are zonal and 
meridional components of wind stress, respectively. 
The lateral friction coeffi  cient is  A  h =480 m 2 /s, and the 
interfacial friction coeffi  cient is  R  I =4.5×10 -8 /s. 

 The fully implicit Crank-Nicolson scheme is used 
to discretize the governing Eqs.1–3. The specifi c 
domain of the model covers the western North Pacifi c 
basin V: (15°–55°N, 122°E–158°W). The horizontal 
resolution is 0.2°  ×0.2°  . A time step of 10 days was 
used. The fl ow was driven by the monthly 
climatological wind stress of Hellerman and 
Rosenstein (1983). The 200-m isobath was taken as 
the continental boundary to prevent the modeled 
Kuroshio from entering the East China Sea. No-slip 
boundary conditions were used in the model. 

 The model was integrated over 70 years. The 
results of the last 40 years were analyzed. The 520-m 
contour of the  h  in the model was taken as the 
Kuroshio axis. The Kuroshio path index was used to 
measure the state of the path, and was defi ned as the 
mean value of the latitude diff erence between the 
Kuroshio axis and south coast of Japan, within the 
longitude band 136°E to 140°E. According to this 
defi nition, the Kuroshio takes an LM path when the 
index is large; otherwise, it takes an NLM path. Figure 
1 shows time series of the Kuroshio path indices. It is 
seen that the Kuroshio path has typical interannual 
variability and that the LM path occurred seven times 
in the 40 model years. The transition processes of 
Kuroshio paths in the seven cases appear similar. 
Snapshots of the upper-layer thickness fi eld for three 
cases—A, B and C—are presented in this paper. 

Taking Case B for example, the typical Kuroshio 
NLM path is shown in Fig.2a. A small meander in the 
Kuroshio path is evident in Fig.2b. The amplitude of 
this meander grows steadily (Fig.2c and d). In Fig.2e, 
the Kuroshio path develops into a signifi cant LM 
state. That state is maintained for a period, but a cold-
core eddy in the Kuroshio path is then shed (Fig.2f). 
Figure 2g shows that this isolated cold-core eddy 
detaches from the LM path and propagates westward. 
The Kuroshio path returns to an NLM state in Fig.2h. 
The simulation results of this model are similar to 
those in Fig.9 of Qiu and Miao (2000). The shallow-
water model captures the essential features of the 
Kuroshio LM formation. Therefore, our model was 
used to study prediction of the Kuroshio LM path. 

 2.2 CNOP and FSV methods 

 In this subsection, we describe the CNOP and FSV 
methods for adaptive observations. 

 Let  X =( u ,  v ,  h ) T  denote the state vector of the 
shallow-water model. The model can then be written 
as 

  X ( t )= M  t ( X  0 ),                                   (4) 
 where  X =( u  0 ,  v  0 ,  h  0 ) is the initial condition,  M  t  is the 
nonlinear propagator, and  X  t =( u  t ,  v  t ,  h  t ) is the state 
vector at time  t . 

 In this study, we explore the initial error that brings 
about the maximum prediction error. To fi nd this 
error, we defi ne a nonlinear constraint optimization 
problem: 
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 where  J ( x  0 )=|| M  t ( X  0 + x  0 )– M  t ( X  0 )|| b  2  is the objective 
function and  x  0 =( u  0  ′ ,  v  0  ′ ,  h  0  ′ ) denotes the initial error. 
|| x  0 || a ≤δ is the initial constraint condition, with positive 
constraint radius δ. 

 To consider all possible factors aff ecting the 
prediction of the Kuroshio LM path, the constraint 
norm ||∙|| a  2  is defi ned as the total energy of the initial 
error in the entire model domain  V ; therefore, 
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 The norm ||∙|| b  2  for the objective function is defi ned 
as the kinetic energy of the initial error evolution at 
time  t  in the Kuroshio region south of Japan R (25°–
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 Fig.1 Time series of Kuroshio path index from 30 to 70 
years of model time, where that index is defi ned as 
the mean value of the latitude diff erence between the 
Kuroshio axis (represented by the 520-m contour of 
the upper-layer thickness) and south coast of Japan 
between 136°E and 140°E 
 Three cases (A, B and C) were considered. 
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 Fig.2 Snapshots of upper-layer thickness fi eld, including LM events for (1) Case A (top, model years 36–38 approximately), 
(2) Case B (middle, model years 44–46 approximately), and (3) Case C (bottom, model years 52–54 approximately) 
 The numeral 3606 denotes model time of June in the 36th year. Unit is meters. 
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35°N, 132°–140°E), where the LM occurs. This norm 
can be written as 
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 where  x ( t )= M  t ( X  0 + x  0 )– M  t ( X  0 )=( u  t  ′ ,  v  t  ′ ,  h  t  ′ ) represents 
the nonlinear evolution of initial error  x  0 . This norm is 
chosen because the gradient of the objective function 
(Eq.7) is easy to obtain and the maximum can be 
effi  ciently obtained using the optimization algorithm. 
Additionally, this norm can clearly distinguish the 
diff erent Kuroshio path states. 

 The solution  x  0  δ  to problem (5) is called the CNOP. 
The CNOP is the initial error that leads to the 
maximum prediction error at prediction time  t  with 
the specifi c δ. 

 Suppose the initial error is suffi  ciently small and 
the time interval suffi  ciently short. Evolution of the 
initial error can then be approximately written as 

  M  t ( X  0 + x  0 )– M  t ( X  0 )≈ L  t | X  0 ( x  0 ),     (8) 
 where we call 

0 0| /t X tL M X    the tangent linear 
version of the original nonlinear model, based on the 
initial reference state  X  0 . The FSV can be solved by 
considering the optimization problem 
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 where norms ||∙|| a  2  and ||∙|| b  2  are defi ned the same as in 
the CNOP calculation. 

 The solution  x  0L  to problem (9) is called the FSV. 
The FSV represents fast-growing initial error in the 
tangent linear version of the originally nonlinear 
shallow-water model. Both the CNOP and FSV can 
be obtained using the spectral projected gradient 2 
(SPG2) algorithm (Birgin et al., 2000). 

 3 RESULT 

 3.1 Sensitive areas 

 We investigated targeted observations for 
prediction of the Kuroshio LM path. Our aim was to 
determine the eff ects of the initial error on forecast 
results and forecasting improvements achieved by 
reducing that error, through making ocean 
observations. Therefore, transition processes from the 
NLM to LM path are taken as reference states, all of 
which start from the Kuroshio NLM state and end at 
the LM state at the fi nal prediction time. We considered 

the diff erences between sensitive areas for diff erent 
types of Kuroshio LM events, such as events in which 
the strength of the Kuroshio LM and initial prediction 
time were diff erent. Three cases (A, B and C) were 
chosen. Their path indices are shown in Fig.1 (where, 
for Case A, the numeral 3701 denotes a model target 
time of January in the 37th year, and 3709 designates 
a verifi cation time of September in the same year). 
The LM path index in Case B is relatively large, 
whereas that in Case C is the smallest. Months of the 
initial prediction time in Cases A and C were the 
same, but diff ered from that of Case B. The transition 
process for Case B was similar to processes illustrated 
by Wang et al. (2012). Model outputs of the path from 
the NLM to LM were treated as the “truth”. 
Optimization time intervals were 240 days in all three 
cases. The constraint radius was set as δ=6.0  10 5    m 5 /s, 
so that the amplitude of the upper-layer thickness 
component of the obtained initial perturbation was 
within 20 m. 

 We do not know the true ocean state at the future 
target time. We therefore superimposed the analysis 
errors onto the model two months before the target 
time and then integrated the model for 10 months. 
The outputs were treated as the analysis fi eld. The 
analysis errors were obtained from the diff erence 
between two NLM path states at the target time in 
reference states before two LM events. This made the 
initial conditions as erroneous as possible for the 
control experiment, while keeping the dynamic 
balance between diff erent model variables. Taking 
Case A as an example, we superimposed analysis 
errors at model time 3611 (November in the 36th 
year) and ran the model for 10 months, and we 
referred to the control run starting at the target time 
3701 with analysis errors as a control experiment. 
This analysis fi eld was used as the basic state in 
calculating the CNOP and FSV. 

 Figure 2 shows upper-layer thickness components 
of the CNOP and FSV (shaded) for each case. It is 
seen that large amplitudes of both the CNOP and FSV 
are mainly in the region of the Shikoku recirculation 
gyre (SRG) and south of the Kuroshio extension. In 
fact, upon calculating the CNOP and FSV in the 
seven LM cases, such large amplitudes were mainly 
in these two regions. As a matter of convenience, we 
only give results for three typical events (Cases A, B, 
and C). To compare the two types of perturbations, 
we superimposed the CNOP and FSV on the basic 
state and integrated the model to observe their eff ects 
on the forecast Kuroshio paths. Total energies of the 
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 Fig.3 Upper-layer thickness components (shaded) of CNOP (left) and FSV (right) for (a) Case A, (b) Case B, and (c) Case C 
 Unit for the thickness is meters.  
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CNOP and FSV were identical throughout the 
simulation domain because δ was set to be the same 
in the CNOP and FSV calculations, and the CNOP 
and FSV solutions are always located at the boundary 
of the constraint condition. Figure 3 shows the 
Kuroshio axis generated on day 240 using the CNOP 
and FSV in the three cases. We see that both the 
CNOP and FSV strengthened the forecast Kuroshio 
LM paths, whereas the LM path generated with the 
FSV is weaker than that generated with the CNOP. 
Wang et al. (2012) demonstrated that the forecast 
Kuroshio LM is strengthened in a westward direction 
by the advection of momentum perturbations 
associated with nonlinear development of barotropic 
instabilities. 

 We now identify sensitive areas from the total 
energy distributions of the CNOP and FSV. Total 
energy (TE) at each grid point is calculated as 

 2 2 2
0 0 0TE

1 (H H g )
2

u v h       ,    (10) 

 where  u 0  ′ ,  v  0  ′ ,  h  0  ′  denotes the initial error . 
 Figures 4–6 show total energy distributions of the 

CNOP and FSV for each case. Areas with large 
amplitudes of total energies are in both the SRG 
region and south of the Kuroshio extension. Studies 
have shown that these two regions play an active role 
in the transition from a straight to meandering path 
(Ebuchi and Hanawa, 2000; Mitsudera et al., 2001; 
Ebuchi and Hanawa, 2003; Waseda et al., 2003; 
Tsujino et al., 2006; Wang et al., 2013a). Compared 
with the FSV results, the large CNOP amplitudes are 
toward the northwest. Here, grid points with large 
values of total energy distributions of the two initial 
perturbation types are defi ned as the sensitive areas, 
which are sorted by total energy in descending order. 
To compare the CNOP and FSV results, the same grid 
points (indicated by solid black dots (•) in Figs.5–7) 
were used; these areas are referred to as CNOP-SA 
and FSV-SA, respectively. The number of grid points 
in sensitive areas was chosen to be 154 in all three 
cases. Four randomly selected areas (R1, R2, R3, and 
R4) are shown in Fig.8. The numbers of grid points in 
these four areas are the same as those in the sensitive 
areas, and the center locations and zonal-meridional 
ratio of the grid points of randomly selected areas are 
the same in all three cases. In fact, regions R1 and R2 
are not completely random selections. Previous 
studies have suggested that these are regions of major 
mesoscale fl uctuation that are strongly related to the 
Kuroshio LM in the ocean general circulation model 
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(Usui et al., 2004; Miyazawa et al., 2004, 2008). We 
therefore investigated whether the two regions are 
sensitive in the present simple, shallow-water model. 
However, R1 and R2 were not identifi ed using the 
method of adaptive observations; for convenience, 
we regard them as randomly selected. 

 3.2 Sensitivity experiments 

 To examine whether the forecast is more sensitive 
to initial errors in the sensitive areas identifi ed using 
the CNOP and FSV than to those errors in other areas, 
we studied the evolution of the errors in diff erent 
areas. In the fi rst numerical experiment, we 
superimposed the CNOP- and FSV-type initial errors 
within the sensitive areas on CNOP-SA, FSV-SA, and 
four randomly selected areas (R1, R2, R3, and R4) at 
the target time. We then integrated the model for 240 
days. In the second experiment, two types of fi elds 
with 40 random initial errors of size  N   3 ( N  is grid 
points in sensitive areas and three variables) were 
generated. Each fi eld of random initial error was 
produced as follows. Suppose the random sequence 
of the real number satisfi es the normal distribution 
 N (0,  σ  i  ,      j ),  i =1, 2, 3;  j =1, 2,… N . A random number is 
chosen from  N (0,  σ  i  ,      j ) as the random error for variable 
 i  at grid point  j . We can then obtain a random error 
fi eld  x  r  for a region. To compare evolution of the 
random errors with those of CNOP- and FSV-type 
errors, the two types of random-error fi elds  x  r  are 
scaled to ensure that their total energy equals that of 
the CNOP- and FSV-type initial errors within the 
sensitive areas. The types are respectively designated 
Ran-type1 and Ran-type2. We chose fi elds with 40 
random initial errors because they not only refl ect 

random eff ects but also ensure that the calculations 
are not too substantial. These random initial error 
fi elds were superimposed on the basic state over each 
corresponding area, and the model was then integrated 
for 240 days. 

 The kinetic energy norm in Eq.7 was used to 
measure evolution of the initial errors. For the three 
cases, the kinetic energy of forecast errors induced by 
the CNOP and FSV and average kinetic energy caused 
by the two types of 40 random initial errors were 
calculated for each region (Tables 1–3). These tables 

 Table 1 Kinetic energies of forecast errors caused by 
CNOP-type, FSV-type, and random-type initial 
errors for Case A (units:   10 11    m 5 /s 2 ) 

 Areas 
 Errors 

 CNOP-type  Ran-type1  FSV-type  Ran-type2 

 CNOP-SA  49.05  2.56  39.88  1.95 

 FSV-SA  32.33  1.64  30.82  1.51 

 R1  6.56  0.55  3.76  0.32 

 R2  4.73  0.47  2.23  0.20 

 R3  1.79  0.08  1.01  0.06 

 R4  2.68  0.14  1.38  0.11 

 Table 2 Kinetic energies of forecast errors caused by 
CNOP-type, FSV-type, and random-type initial 
errors for Case B (units:   10 11    m 5 /s 2 ) 

 Areas 
 Errors 

 CNOP-type  Ran-type1  FSV-type  Ran-type2 

 CNOP-SA  55.65  3.01  33.17  2.04 

 FSV-SA  32.45  2.06  27.88  1.52 

 R1  6.67  0.61  4.09  0.36 

 R2  4.82  0.45  2.74  0.23 

 R3  1.83  0.12  1.05  0.07 

 R4  2.51  0.22  1.53  0.14 

 Table 3 Kinetic energies of forecast errors caused by 
CNOP-type, FSV-type, and random-type initial 
errors for Case C (units:   10 11    m 5 /s 2 ) 

   Areas 
 Errors 

 CNOP-type  Ran-type1  FSV-type  Ran-type2 

 CNOP-SA  58.45  3.34  47.49  2.33 

 FSV-SA  43.66  2.31  38.83  1.87 

 R1  6.58  0.60  4.20  0.40 

 R2  4.91  0.48  3.06  0.26 

 R3  1.85  0.13  1.20  0.09 

 R4  2.65  0.16  1.87  0.18 
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 Fig.8 Four randomly selected areas 
 The numbers of grid points were chosen to be the same as those in sensitive 
areas in the three cases. 
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illustrate that: (1) the forecast error generated by the 
CNOP and FSV is larger than that induced by random 
errors; (2) the average kinetic energy value of forecast 
errors produced by random errors in sensitive areas is 
larger than that in randomly selected areas, and the 
eff ect of random errors superimposed on the CNOP 
sensitive areas is greatest; (3) both the CNOP- and 
FSV-type initial errors in the CNOP sensitive areas 
strongly impact the fi nal forecasts, with the eff ect of 
CNOP-type errors the greatest. In addition, kinetic 
energies of forecast errors generated by the initial 
errors superimposed on region R1 are stronger than 
those for the other randomly selected areas (R2, R3 
and R4), indicating that the area of mesoscale 
fl uctuation is also relatively sensitive. These results 
suggest that the spatial patterns of initial errors and 
their locations have major eff ects on the growth of 
forecast errors. The most likely reason is that the fl ow 
is susceptible to barotropic instability (Wang et al., 
2013a). Furthermore, sensitive areas determined by 
the   spatial structure of the CNOP are more sensitive 
than the FSV sensitive regions. 

 3.3 Idealized hindcasting experiments 

 In the previous sections, inclusion of the CNOP 
and FSV resulted in a poorer fi nal prediction. 
Therefore, eliminating the CNOP-type and FSV-type 
errors in the initial fi eld appears important. As 
described in this section, idealized hindcasting 
experiments were designed to estimate whether the 
forecast would be improved by reducing the CNOP-
type and FSV-type initial errors in the identifi ed 
sensitive areas. 

 The forecast error generated by the initial error is 
defi ned as 

 2
1 0 0 0 0 b
( ) ( ) ( )t tJ X M X X M X     ,    (11) 

 where δ X  0  represents the CNOP or FSV, and  M  t ,  X  0  
and ||∙|| b  2  are as described for Eq.7. 

 By reducing initial errors in the sensitive areas, the 
new forecast error is calculated as 

 2
2 0 0 0 0 b
( ) ( C ) ( )t tJ X M X X M X     ,  (12) 

 where C is a weighting coeffi  cient, taking a value C=1 
outside sensitive areas and C=0.75, 0.5, 0.25, 0 inside 
those areas. 

 The benefi t achieved by reducing the CNOP and 
FSV is given by the ratio 

 1 0 2 0

1 0

( ) ( )
=

( )
J X J Xk

J X
  


.     (13) 

 Tables 4–6 give results of the ideal hindcasting 
experiment for the three cases. We found that the 
predictions were improved by the reductions (or 
eliminations) of the CNOP- and FSV-type initial 
errors in their corresponding sensitive areas, and the 
benefi ts of reducing the former errors are larger than 
those of reducing the latter errors in their sensitive 
areas. These results suggest that forecasts can be 
improved by identifying sensitive areas using the 
CNOP method and targeting observations in those 
areas. Furthermore, adaptive observational networks 
deployed across the CNOP sensitive areas may have 
much greater forecast benefi ts than those across the 
FSV sensitive areas. 

 4 DISCUSSION AND CONCLUSION 

 We used a 1.5-layer shallow-water model to 
simulate variations in the Kuroshio path. The CNOP 
and FSV approaches were adopted to identify 
sensitive areas for adaptive observation in prediction 
of the Kuroshio LM. For three LM cases, we found 

 Table 6 Benefi ts (%) achieved by reducing CNOP- and 
FSV-type initial errors in their corresponding 
sensitive areas for Case C 

 C  CNOP  FSV 

 0.75  34.78%  24.95% 

 0.50  45.56%  33.18% 

 0.25  58.74%  47.23% 

 0.00  74.88%  63.57% 

 Table 4 Benefi ts (%) achieved by reducing CNOP- and 
FSV-type initial errors in their corresponding 
sensitive areas for Case A 

 C  CNOP  FSV 

 0.75  38.06%  29.24% 

 0.50  47.63%  40.31% 

 0.25  64.77%  55.73% 

 0.00  78.96%  69.05% 

 Table 5 Benefi ts (%) achieved by reducing CNOP- and 
FSV-type initial errors in their corresponding 
sensitive areas for Case B 

 C  CNOP  FSV 

 0.75  37.90%  32.12% 

 0.50  48.31%  43.67% 

 0.25  65.48%  61.65% 

 0.00  80.36%  78.99% 
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that large amplitudes of both the CNOP and FSV were 
in the SRG region and south of the Kuroshio extension. 
When we superimposed the CNOP and FSV on the 
basic state and integrated the model for 240 days, we 
found that these two types of initial perturbations 
strengthened the forecast Kuroshio LM paths. Further, 
the LM paths induced by the CNOP-type errors were 
stronger than those induced by FSV-type errors. 

 The results of sensitivity experiments indicated 
that the spatial patterns and locations of initial errors 
greatly aff ected the growth of forecast errors. Forecast 
errors generated by the initial errors with CNOP and 
FSV patterns were larger than those induced by 
random errors. The eff ects of random errors introduced 
into sensitive areas are stronger than those of random 
errors in the randomly selected areas. Overall, initial 
errors in the CNOP sensitive areas had greater eff ects 
than initial errors in other areas, including the FSV 
sensitive areas, on the fi nal forecasts. That is, the 
sensitive areas determined by spatial structures of the 
CNOP and FSV are indeed sensitive, and the sensitive 
regions identifi ed by the CNOP method are more 
sensitive than those identifi ed by the FSV method. 
Results of an idealized forecast experiment showed 
the eff ectiveness of identifying sensitive areas using 
the two methods, in that predictions were improved 
by reducing initial errors in those areas. The CNOP-
SA was more eff ective than the FSV-SA. These results 
suggest that implementing targeted observations in 
the CNOP-SA would have much greater forecast 
benefi ts for prediction of the Kuroshio LM. 

 The task of identifying sensitive areas in this study 
was based on the shallow-water model. A high-
resolution ocean general circulation model will be 
considered in future work to examine the usefulness 
of sensitive areas for adaptive observations obtained 
using the relatively simple model. When implementing 
adaptive observation in a real ocean situation for 
prediction of the Kuroshio LM, the circumstances are 
more complicated and factors such as observation 
platforms, the numerical forecast model, and the data 
assimilation system should be considered. However, 
we believe that the adaptive observation based on the 
CNOP method is a useful approach for identifying 
sensitive areas in the prediction of variations in the 
Kuroshio path south of Japan. 
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