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Abstract. The measurement of fluorescence lifetimes igeaction which may be difficult to resolve from time-averaged
important for determining minor-species concentrations irdata. A detailed understanding of these effects is important to
flames when using linear laser-induced fluorescence (LIFproviding better models and, hence, better combustor designs.
Applications of LIF to turbulent flames require that the  The study of radical concentration spectra could provide
quenching rate coefficientbe determined in lessthaf0us.  a means for direct investigation of turbulence-chemistry inter-
Moreover, the measurement technique must be insensitive sictions and would supplement existing time-resolved meas-
the existence of relatively large backgrounds, such as occurements for velocity [1—3] and for other scalars [4—8]. How-
from flame emission. To meet these goals, we have recentBver, quantitative time-series measurements of minor-species
developed a rapid, gated photon-counting technique, termeasbncentrations are not trivial and have not yet been pre-
LIFTIME. However, for ultimate application to turbulent sented in the literature. RecenBH- and OH-fluorescence
time-series measurements, LIFTIME must be extended ttime series were obtained for the first time [9, 10], but these
photon count rates which unfortunately result in nonlineameasurements were not corrected for electronic-quenching
discriminator operation. In this paper, a correction techniquéependencies.

is derived to permit quantitative measurements of fluores- Our present research focuses on new measurements
cence lifetimes and concentrations at sampling rates up @ OH concentration by using picosecond time-resolved
4 kHz The technique was tested against liquid samples havaser-induced fluorescence (PITLIF) combined with on-the-
ing a known lifetime and is further shown to reproducefly quenching corrections. These on-the-fly lifetime meas-
previous hydroxyl concentration measurements in a series ofements are made using a gated, photon-counting sys-
laminar flames with total photon count rates of up~4®5  tem, termed the laser-induced fluorescence triple-integration
million detected photoelectrons per second. The fluoresceneeethod (LIFTIME), which was recently developed by Pack
lifetimes and hydroxyl concentrations are shown to be meast al. [11]. This system was tested against liquid samples of
ured with ~ 10% accuracy §8% confidence interval) for known lifetime and was later applied successfully to hydroxyl

sampling times as low &50us. measurements in laminar flames [12]. The measurements
were limited to sampling rates 600 Hz and thus to laminar
PACS: 82.40; 34.50; 02.50 flames, owing to the need to attenuate the fluorescence signal

below that level for which pulse pileup becomes important.

_ ) . For these low signals, the response of the photon-counting
The study of turbulent reacting flows requires quantitativesystem was linear; however, shot noise limited the maximum
determination of both scalar and velocity fields. For manyrequency resolution.

applications, it is only the mean fields which are of immedi-  Several researchers have examined the efficacy of numer-
ate importance for determining global quantities such as totata|ly correcting data which violates the upper limit for un-
pollutant emissions or the total heat transfer rate. Howevegatyrated photon counting. Coates [13] derived a formula
in an attempt to provide more accurate predictions, the tenfor correcting each successive bin of time-correlated, single-
poral behavior of the scalar and vector fields provides yephoton counting (SPC) data based on the laser repetition rate
another constraint for turbulent combustion modeling. Morezng previous bin counts. However, this formula only explic-
over, time-resolved scalar measurements can provide infofy applies to SPC data, i.e., data taken with a time-amplitude
mation on the interactions between turbulence and chemicghnverter (TAC), and does not work if the source irradiance is
. . . i - fluctuating [14]. Donohue and Stern [15] also derived a cor-
eé:lf rresponding author. Fax: +1-7684-0539, E-mall: renfro@ecn.purdue. rection technique for saturated data and demonstrated the
* Present addressRolls Royce-Allison Engine Company, Plant 8 Mail- improved efficiency of SPC measurements at higher photon
room, 2001 South Tibbs Avenue T14, Indianapolis, IN 46241-4812, USA count rates. In their numerical simulations, the authors found
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that the optimum photon detection rate for their correctiorthe burner assembly. The laser beam was then dumped into
scheme corresponded to an average of one photon per lasgeradiometer which recorded the average laser power. This
pulse. power measurement was used to scale much of the reported

Gated photon-counting techniques share many similarimean data to correct for long-term laser power fluctuations;
ties to time-correlated SPC in that the sparse photon count®wever, since measurements from the radiometer cannot be
are distributed into bins which build up the fluorescence deeasily correlated to measurements via the photon-counting
cay. The primary difference is the lack of a TAC, which is boards, the high repetition rate measurements were not cor-
the main count-rate limitation in traditional SPC measuretected for fluctuations in laser power. Fortunately, no substan-
ments [16]. Unlike SPC, gated photon-counting is not limitedtial short-term fluctuations in laser power were observed with
to only one collected photon per laser pulse and is not affectadtie Tsunami system. For the tripled beam, the beam diameter
by the same pulse pileup statistics. Since the saturation bé~?) was measured at the probe volume to-bgl um in two
havior for gated photon-counting differs from that for SPC,perpendicular directions. The laser power was approximately
the total data rate can be increased significantly [17]. As witl18-24 mW which resulted in an average probe volume irra-
SPC methods, the data must generally be deconvolved frotiance of~ 3.5 x 10° mW/cn?. The Q1(8) transition of the
the instrument response function [18]; however, it is not feasf0,0) vibronic band 30933 nn) was chosen for excitation.
ible to make deconvolution computations for the large amounthis line displays an approximately5% Boltzmann fraction
of data that is inherent to time-series measurements. variation over the temperature rantf@00-2250 K

In this paper, a saturation correction procedure is de- The hydroxyl fluorescence was collected 8@ angle
rived which is applicable to the gated photon-counting measfrom the incident laser beam by twigl. 1-cm-focal-length,
urements characteristic of LIFTIME [11]. This routine is 10.2-cm-diameter UV lenses with a magnification of 4.1.
shown to provide fluorescence decay amplitudes, lifetimesThis allowed collection of approximately 15 of all fluores-
and backgrounds at data collection rates up to 35 million phocence photons emitted from the probe volume. For many of
toelectrons per second. For olirsapphire laser system, this the premixed flame measurements, a mask on the primary de-
represents an average of almost one detected photon per téaztion lens was used to avoid fluorescence vignetting from
laser pulses and approaches the optimal data rate of Dontire burner surface which decreased the solid collection angle.
hue and Stern [15]. The correction was calibrated and testethis masking was not necessary for the methane jet flame.
against liquid solutions with known fluorescence lifetimes.The wavelength of the measured fluorescence was selected
Using the correction algorithm at high signal levels, the measby use of @.25m monochromator. An adjustable slit at the
urements of Pack et al. [12] were then repeated in a serientrance to the monochromator allowed the probe volume
of laminar premixed and counterflow diffusion flames. Thein the flame to be limited along the beam path. The beam
measurements are shown to agree with the previous lowdiameter itself defines the other two probe-volume dimen-
signal results in each case. Measurements were also masiens, although black tape on the monochromator was used to
in a laminar, methan@ir nonpremixed jet flame at sampling limit some flame emission in the axial direction. These probe-
rates of up tal kHz This data rate is fast enough for eventualvolume settings were varied throughout the measurements to
application to turbulent flames. The results of these measontrol the total signal level and are reported with the data.
urements are used to discuss the implications for turbulerifor most measurements the spectral window was set at a total
time-series measurements.

1 Experimental apparatus

Impulse Response
A dlagram of the laser system including the burner station i, A+B 1 ”/ Fluorescence Decay
shown in Fig. 1. The Spectra Physics Tsunami, regenerative § [
mode-locked,Ti:sapphire laser was pumped by28-W, 5
Spectra Physics argon-ion, multi-mode laser. After leavin® I
the Tsunami, the IR beam was frequency triplee-t809 nm S 4
in a CSK SuperTripler. The resulting beam was recollimate® i

by two UV lenses and focused by22.9-cmfocal-length, 3 ]
5.1-cm-diameter UV lens through the probe volume above_;
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Computer (&1 Fig. 2. PMT impulse response function as compared to a typical fluores-

cence decay. The ared3;, D3, and D4 represent the integrated meas-
Fig. 1. Experimental setup for the laser system: P, polarization rotator; Murements of the gated photon counting systdm. represents the total
0.25m monochromator; P, radiometer; PD, photodiode trigger from theintegrated fluorescence signal (ungated). The backgroBnds typical of
laser to the discriminators flame emission, and the amplituda, is proportional to concentration
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bandwidth of 10 nm centered at309nm A Hamamatsu 8000 ————— 2259.2
HS5321 PMT detected the fluorescence at the exit plane ¢ Jj o o ; p L] 1976.8
the monochromator. The PMT was biased-&500 Vto in- | : o / o '
crease the single-photon pulse height for subsequent leadin  gggo - A D 7 g 1694.4 o
edge discrimination. This PMT has a risetime7®0 psand o / 5 =
a transit time spread df60 ps The PMT impulse response 2 5000 - 2 14120 %
function (~ 1 nsSFWHM) is shown in Fig. 2 and is compared & . ° ! s
to a typical fluorescence decay. The three a@asDs, and & 409 O ‘* 11296 X
D, represent the three measurements of the gated, photc= 3000 1 | g472 o
counting system. The other measuremént, represents the ‘ g,
total integrated fluorescence signal. The method for compu 2000 . b 5648 0O
ing the decay lifetime from these bins will be discussed in the !
next section. 1000 2824
The wire schematic for the gated, photon-counting syster 0 . ‘ ; | o0
is provided by Pack et al. [11]. Briefly, the system consist: 0 20 40 60 80 100 120
of two LeCroy model 4608C, eight-channel discriminators Signal (a1

connected to four EG&G Ortec logic-pulse counting boards.

The four photon-counting boards each have an 8192 chanrfgg- 3. Measured photon count rates for the ungated bdagdand for each

memory and can be Sampled simultaneously. Each Cha”’ﬁig%:]e gated board€),-D4. The secondary y axis is scaled by the gate duty
k

. le (353/125 in this case) such that the gated counts can be visually
acquires counts over many thousands of laser pulses as setlhpared toD;. The photon source was a flashlight at the probe vol-
software. The maximum sampling rate (channel advance rat@ée. Thestraight lineis a linear extrapolation of low signal (non-saturated)
for the boards i$00 kHz well above that needed for turbu- measurements
lence studies. Further details of the PITLIFFTIME gated,
photon-counting system are available from Pack et al. [11].

At = 3.53 nsis the gate width) such that they should meas-
ure the same number of counts as the ungated chdpnel
2 Correction for photon saturation A discrepancy is apparent as the scaled count rates for the
gated channels seem to be systematically higher than that for
In this section, we characterize the nonlinear behavior of ththe ungated channel. This discrepancy arises from secondary
photon-counting system. As an extension of the linear worlpulse pileup at the EG&G enumerators which are character-
of Pack et al. [12], a pulse-pileup correction procedure igzed by their own DPR% 5 ng. Since the width of each gated
detailed leading to the presentation of a complete PITLIF inbin is less than that of a typical NIM pulse, the gated chan-
strument capable of quantitative time-series measurementsfgls are not susceptible to this secondary saturation. This was
signal levels up to the point of PMT saturation and at samverified by inserting a prescaler between g discrimina-
pling rates up tat kHz tor output and the pulse counting board. The prescaler was set
to provide one pulse for every 2048 input pulses. In this way,
all potential saturation at the photon counting board was re-
2.1 Equipment characterization moved. This measurement is shown in Fig. 4. Both the gated

Upon receiving an analog pulse which meets the threshold
criterion, the discriminator begins to output a NIM logic pulse

(0 to —0.8V, typically less tharb nsduration, with~ 1 ns 7000

rise and fall times). However, if a second acceptable anc o D,

log pulse arrives during the time required to complete thegy 6000 7 n D, x 1254t
NIM pulse output, the discriminator is unable to respond (012 Prescaler count

is dead) and the measured count rate will be lower than th§ 5000

actual incoming pulse rate. For the LeCroy discriminatorsyg

the minimum dual-pulse resolution (DPR)4s% nsbased on = 4000

the manufacturer’s specifications. However, since the outpl §

pulse rate is directly related to (although not linear with) thezs 3000 -

input pulse rate, a one-to-one relationship can be derived su(g

that the measured output rate can be used to infer the actt 3 599

input rate. s
Figure 3 shows a measurement of the discriminator sa=

uration or pulse pileup for our photon-counting system. Fo

this measurement, a flashlight was placed at the probe vc

ume and a neutral-density filter wheel was placed before th ' ' ' ' ' ’

monochromator to change the absolute signal level. As ot 0 1000 2000 3000 4000 5000 6000 7000

served, the measured counts are not linear with signal, ar Prescaler Count (e/250 ps)

the percentage undercount increases with signal level. ThﬁgA. Comparison of gated and ungated board counts to the counts from

counts for the three gated channel3;( D3, and Ds) in 5 prescaler. The prescaler is placed betweenDthaliscriminator and the
Fig. 3 are scaled by the gate duty cyclet(12.5ns where pulse counting board

1000
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count for channeD3 (scaled by the gate duty cycle) and thesystem, (iv) compute the simulated bin courids-D4, and
ungated count (prior to the prescaler) are plotted versus th®) compare the simulated and measured counts to improve
prescaler count (multiplied by 2048). The gated count is obthe decay parameters, eventually converging to the correct
served to be almost exactly linear with the prescaled countalues. The mechanics of this calculation and the accompa-
while the ungated count is partially saturated. nying saturation model are briefly presented in Appendix A.
Another discrepancy which is apparent in Fig. 3 is theThe saturate-and-compare model depends on the system DPR
small count differences from one gated channel to the nexaind the temporal delay,j between the laser pulse and the
This was noted by Pack et al. [11] and was attributed tdirst gated binD,. The calibration of the model to determine
small inherent differences in each discriminator channel. Ithese parameters is addressed in Appendix B. A FORTRAN
particular, these differences could be caused by small variasersion of the resulting saturate-and-compare code, which is
tions in the NIM-pulse height from one channel to the nextused for all the measurements of this investigation, is avail-
or by the effectiveness or timing of the gate pulse. Pack etble via the Internet [21].
al. [11] account for these differences by daily calibrations
using a flashlight at the probe volume. The bins are corrected
such that each provides the same count for the flashligl® Results
measurement. Typically, the corrections 2%—3% for bins
D3 and D4 (scaled to matcid,). The correction factors are 3.1 Liquid solutions
weak functions of ambient temperature and appear to be very
stable & 0.5% variation) over the course of many days. ThisAs verification of the capabilities of saturate-and-compare,
channel-to-channel correction was made to all of the datmeasurements were taken of diphenyloxazole (PPO) and each
considered here. of six quinine sulfate monohydrate (QSM) solutions [11].
The PPO solution has a known lifetime d£28 ns[22] and
the QSM solutions have lifetimes that can be controlled by
2.2 Saturate-and-compare procedure changing the salt concentration in the solvent [23]. The life-
) o ) .. time of each of these solutions has been measured using an
The next step in the data analysis is to determine the “fet'm%xisting convolute-and-compare technique which has been
background, and peak decay amplitude from the measureghown to yield accurate results [19]. A calibration plot of
counts, D>—-Dy. For the unsaturated case, this is a simplene saturate-and-compare results as compared to the known
algebraic calculation as derived in detail by Pack [19]. Sumyayes is shown in Fig. 5. The experimental lifetimes are al-
marizing the results: most identical to the low-signal LIFTIME results of Pack
et al. [11]. Thus, the saturate-and-compare routine is pro-

T= At , (1) viding the correct average lifetime from 1.3 80ns The
In [ 82:33] error bars in Fig. 5 show the standard deviation measured over
s a full range of signal levels and signal-to-background ratios
C=exp —At) _Ds—Ds4 @) (SBR= D,/D4 —1). The relatively small size of the error
- D,— D3’
B C?Dy; — Dy 3)
(C2Z-DAt’ ~ 3.0 i
D, — BAt @) N o sC
=— Q LIFTIME
1-0Or g 2.7+ -
wherer is the fluorescence lifetime is the constant back-
ground, A is the initial decay amplitude at the start bf, *'f) 2.4 -
and C is defined for convenience. This calculation is eas- g
ily accomplished “on-the-fly” for time-series measurements g*

N
—_
]

However, the algebraic solution was derived assuming a purt.<
exponential, single-lifetime decay with constant backgrountg a8
(uncorrelated with the laser pulse) and negligible instrumen g
tation effects. These assumptions do not hold once the mez &
urements are affected by nonlinear pulse pileup. Fortunatel &
the saturation process is fairly well understood given thatth g 5 | 0
DPR is known, and pulse-pileup corrections have been show#?

—
=<}
|

to be effective [15, 16, 20]. : : . T : :
An iterative routine, termed “saturate-and-compare”, wa 1.5 18 21 24 27 30

derived to account for pulse pileup. This approach is simila .

to convolute-and-compare routines which are commonly use .. Known Lifetime (ns)

to account for instrumentation response functions in accurig. 5. Calibration plot of saturate-and-compare (S-C) lifetimes as com-

rate determinations of fluorescence lifetimes. The proceduRéed to the known convolute-and-compare measurements of Pack et
l. [11]. Error bars represent the standard deviatiod8% confidence in-

here is as follows: (l) assume values for the decay pal’améerval) for measurements at many different signal levels and SBRs. The

ters €, B, and A), (ii) simulate a perfect exponential qecay, LIFTIME measurements from Pack et al. [11] represent the exact solution
(iii) saturate the decay based on the observed behavior of our(1) at low signal levels
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bars indicates that the system can converge to the corrects 100
lution over all of the expected input conditions.

As discussed in Appendix A, the measured i, was é

not used in the saturate-and-compare algorithm. How®er,  », -

can be computed from the saturate-and-compare routine aig ¢ 7 v

thus compared to its measured value as a check for the rot - R e =

tine. In making this comparison, careful consideration mus 2 v i;/zr

be given to the effect of secondary saturation at the counter= | | | e S —o— 3.3x10" e/s

The resulting comparison of the measured and the predicteg = ) ' —m- 2.4x10" efs

D is shown in Fig. 6 for all of the PPO and QSM data used ir'g p IR Sl A 1-2xl02 efs

Fig. 5. The comparison is remarkably good considering the= If: _B*" f‘z’ﬁgﬁ st
L= S €/s

D; was not used for the optimization of DPR andn the 0.1
saturation model (Appendix B). In particular, this agreemen 8
confirms that the choice df is reasonable as the predicted
D, is very sensitive to this temporal delay parameter. Sinci
the initial delay is accurately determined, the peak decay an  0.01 . 1 .
plitude predicted by saturate-and-compakerepresents the 1 10 100 1000 10000
_flqc_)res_cencg :s_ignal just after impulsg laser excitation. Thi Sampling Rate (Hz)

initial signal is independent of quenching and can be taken tu

be proportional to concentration, as observed from the goJ='9: 7- Lifetime uncertainty 8% confidence interval, 100 samples) as
! a function of sampling rate. Each curve represents a different signal level

e”“”_g ra_t? eqqat'ons [24]. This fe_ature has been ex_pe”r_neQ§ determined from the total photon coubt §. The lifetimes for the four
tally justified via measurements in a counterflow diffusionhighest signals are affected by saturation and are computed from saturate-

flame (discussed subsequently). Except where noted, all ehd-compare. The lifetimes for the four smallest signals are from Pack et
the hydroxyl concentrations in this investigation were taker!- [11] and are computed from (1)
as directly proportional to the modeled value/of
The performance of the saturate-and-compare algorithm
is most important at high signal levels, since time-seriesompare calculations. Furthermore, the lifetime uncertainty
measurements would then be permitted at higher samplindecreases with increasing signal, consistent with the previous
rates. Pack et al. [11] showed that the photon counting sysneasurements. At the highest signal level considere83
tem was capable of resolving fluorescence lifetimes to withimmillion photoelectrongsecond, close to the PMT saturation
+10% up to a sampling rate &00 Hzwithout saturation ef-  point) the lifetime error is belovt0% up to7.8 kHz This is
fects. This limit was determined by measuring PPO lifetimespproximately double the sampling rate that was used in our
at various signal levels up to the saturation pomtl(mil-  previous PITLIF measurements [9, 10] and is a considerable
lion photoelectronssecond). The four signal levels of Pack etimprovement over the previo&)0-Hz limit for unsaturated
al. [11] are reproduced in Fig. 7 along with our results at fouphoton counting [11].
higher signal levels. These new data were taken in the satura-
tion regime and utilized the saturate-and-compare correction.
As observed, the power-law trend in error versus sampling.2 Hydroxyl measurements in laminar premixed flames
rate is maintained for both the LIFTIME and saturate-and-
Since the ultimate goal of the PITLIF technique is to pro-
vide concentration time series, the effects of experimental

nt L

- @~ 56x10° e/s
O 1.9x10° efs
—v— 3.8x10" ¢/s

Per

12000 and numerical uncertainty on measured concentrations is of
more direct importance than the effects on lifetimes. More-
10000 - over, the absgnce ofa backgrour_u_d in liquid solutions does not
= adequately simulate actual conditions that are encountered in
3 hydroxyl measurements. Hence, to further verify our pulse-
§ 8000 pileup correction procedure, measurement®Hkfconcentra-
N tion were taken in a 0.8-equivalence ratio, 3.1-dilution ratio
= 6000 4 (IN2]/[02]), CH4/N2/O; laminar premixed flame. For these
% measurements, the spatial resolution along the laser beam was
g chosen to b@50um.
g 4000 - Sampling rate measurements similar to those shown in
S Fig. 7 were made with a SBR of 2.6&mmabove the burner.
2000 The uncertainty in lifetime was very similar to that of PPO.
However, the sampling rate at which the peak amplitude (or
0 | | I concentration) reached an error-610% was only3.4 kHz,

which is still a significant improvement over previous un-
0 2000 4000 6000 2000 10000 12000 saturated work but unfortunately much less than that for the
Predicted D, (¢7250 ps) fluorescence lifetime. This is not unexpected, however, as the
Fig. 6. MeasuredD1 corrected for secondary saturation as per the observec?oncemrat'on re.quwes mdlreCt.CorreCtlons for both the back-
relationship of Fig. 4. This corrected value is plotted versus the predicte@round and lifetime and thus involves more usage of shot-
D; from the saturate-and-compare algorithm noise-limited bin counts.
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Although the uncertainty in both fluorescence lifetime  The low-signal measurements of Pack et al. [12] in a se-
and peak amplitude rises at higher sampling rates owing tdes of laminar, premixed ethane flames were shown to yield
reduced photon counts in each bin, the average values ekcellent agreement with modeling and with laser-saturated
the three decay parameters do not change significantly witfuorescence results from previous studies [25]. As further
changes in sampling rate. A small amplitude bias error exverification of the saturate-and-compare algorithm’s accu-
ists at the highest sampling rat#0(kH2 owing to points racy, many of these previous measurements were repeated at
in the time series which do not converge (for whig¢h high signal levels. Figure 9 shows axial profiles@ifl con-
is set to zero). To avoid these bias errors, the maximuroentration in these laminar, premixe€zHg/N2/O> flames.
sampling rate for a particular measurement location should@he dilution ratio for each flame was 3.1 and the equiva-
not exceed that for which the saturate-and-compare algdence ratio was varied from 0.6 to 1.6. All measurements
rithm always converges; here, this cutoff sampling rate isvere taken with a spatial resolution 6f250um along the
arounds kHz laser beam. The peak signal corresponded-t®4 million

Figure 8 shows the average lifetime and concentratiophotoelectrongsecond. At the lowest heights in the flames
computed at a sampling rate 5kHz for various signal lev-  of higher concentrations, there was substantial fluorescence
els at a height o3 mm in the methane premixed flame. trapping. The concentration at these heights was taken from
The measured concentration is scaled by the total signéhe peak concentration displayed by radial profiles at each
level at each point such that it should be constant in théeight. Forthed¢ = 0.6, 0.8, and 1.0 flames, these low-height
absence of saturation. Using the saturate-and-compare algoneasurements were made at radial locations within ariew
rithm, the same lifetime (withint0.5%) and concentration of the edge of the burner. However, for each flame, the con-
(within £2.6%) is recovered regardless of the degree of sateentrations abové mmwere measured as close to the center
uration. For comparison, these same parameters were coii-the burner as possible with the present detection optics.
puted using the method described by Pack et al. [12] which Each flame in Fig. 9 was calibrated against thenm
does not consider saturation. The need for the saturation cameasurement in the 0.8-equivalence ratio flame. The concen-
rection is very apparent as the resulting error in lifetime extration at this point was set equal to that predicted by the
ceeds30% at the highest signal level resulting ir28% bias  Sandia PREMIX flame code [26] using GRIMech version
error in the computed concentration. The slight curvature th&2.11 [27]. Such modeling results were found previously to be
exists in the corrected lifetimes and concentrations as a funa very good agreement with the LSF measurements of Reisel
tion of fluorescence signal most likely arises from the changet al. [25] for lean to slightly rich conditions @< @ < 1.2).
in SBR as the monochromator slit is opened and closed fdin addition to the present measurements, the previous LSF
this measurement. This curvature would be amplified if thereneasurements are shown for comparison. The agreement is
were any errors in the constants which are used to correct faxcellent for nearly all cases. In particular, the PITLIF meas-
counting variations in the discriminators. However, for eachurements resolve each of the peak locations and concentra-
of the measurements reported here, the variation in averagiens with high accuracy. The exception is t#te= 0.8 flame
lifetime is always less thaB% for any one point in a flame for which the peak measured concentration i50% high. To
over the full range of signal levels.

17 3.0
o ®=06
6 - 3 - - m g = ®=08
161 o w——=— — 2.5 4 0=10
O  Egq. (1) lifetime -
L5 - m  SC lifetime / vooenn2
& Concentration [14] 2.0 ¢
1.4 ®  S-C concentration ' °

Lifetime (ns), Concentration (a.u.)
OH Concentration (10® moles/cm’)

1.3 1.5 A
1.2
1 - 1.0 5
1.0 ° 0.5
\._.%_0\_.\._
0.9
0.0
08 T T T T T T
0 2 4 6 8 10
0 5 10 15 20 25 30 35 Axial height ( )
1al height (mm

D, (10° photoelectron ) L .
1 ( P s/second) Fig. 9. Measurements o®DH concentration in six premixed ethane flames.

Fig. 8. Lifetime and concentration versus signéli) for measurements in  The curvesare the LSF data of Reisel et al. [25]. All measurements are
a laminar premixed methane flame £ 0.8, ¥ =3.1,z=3mm). The sam-  calibrated to that at an axial height 6fmm in the ® = 0.8 flame. Each
pling rate is5kHz. The signal is varied by adjusting the monochromator point is the average of 10 measurements taken at a sampling raéeHf
entrance slit. The solution obtained via the saturate-and-compare (S-C algdhe error bars represent the total accurac95o confidence interval) and
rithm is compared with that obtained by neglecting saturation, using (1) anéhclude shot-noise, flow-rate error8.8%—7.8%, depending on the stoi-
the technique of Pack et al. [12]. For both methods, the measured concenhiometry), calibration errors3(8%), and errors arising from fluctuations in
tration is scaled by the total signal such that the results should be constatite laboratory temperatur@.2%, as they affect the discriminators and thus
in the absence of saturation the lifetime measurements, Pack et al. [12])
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avoid fluorescence trapping, the two highest concentrationgred background and lifetime, 4®H] o« (D1 — B)/7 [12].
measured for thé = 0.8 flame had to be made at a radial lo- The other two curves are simply the amplitude,as deter-
cation0.5—-1 mmcloser to the edge of the burner than for anymined from the saturation-and-compare routine. As observed,
other measurement. The discrepancy between these measutieelre is no discernable difference among the three evaluations
points and the previous LSF results is likely a result of en-of the hydroxyl concentration. This is expected from the rate
trainment at the flame edge. Another difference in the PITLIFequations governing the linear fluorescence technique [24].
and LSF results is apparent for the stoichiometric flame foHence, for all of the measurements in the present work, the
which the present concentrations are lower than previouslgoncentration was determined directly from the amplitude to
measured by Reisel et al. [25]. These differences might be exavoid the necessity of secondary-saturation correctioils to
plained by slight errors in the gas flow rates, although similaand thus further post-processing. Although the agreement in
differences were observed by Pack et al. [12]. Fig. 10 is excellent with respect to the low-signal concen-
The richest flame studied®(= 1.6) shows very good tration measurements of Pack et al. [12], there is~aBo
agreement between the two measured concentration prdifference in the measured lifetimes. This could arise from
files; however, concentrations could not be determined beloWowrate errors or could be the result of partial saturation in
~3mm This flame was very unsteady, and the SBR forthe previous LIFTIME measurements.
the lower heights was often below 0.1. This SBR is appar- The final measurements of this study were obtained in
ently not accessible with the PITLJBaturate-and-compare a buoyant, laminar methane jet diffusion flame ER&0,
method, although this is a minor limitation for most flameburner diameter=5.5mm). This flame was previously
studies. studied using PITLIF by Renfro et al. [9, 10]; however, the
effects of quenching fluctuations were not considered. Fig-
3.3 Hydroxyl measurements in laminar diffusion flames ~ ure 11 shows a radial profile of both ti& concentration
and lifetime in this flame at an axial height 6imm Since
Measurements of hydroxyl concentration in a counterflovthis flame had a stron@5-Hz frequency corresponding to
methangair diffusion flame 25% fuel-side nitrogen dilution, buoyancy-induced pulsations, the sampling rate for this meas-
overall flame stretch rate- 19.1s7%) are shown in Fig. 10. urementwas extended 100 Hzto avoid errors in the average
The burner was identical to that used by Ravikrishna andifetime measurements. As a test of the system’s capability
Laurendeau [28] foNO measurements and the flow condi- at even higher sampling rates, these measurements were also
tions are identical to those used by Pack et al. [12]06f repeated a# kHz, a sampling rate that has been used in our
measurements. As observed in Fig. 10, the present measugevious turbulent time-series measurements [9, 10]. At the
ments, at a peak signal of 26 million photoelectitsezond location of peak concentration, the concentration accuracy
and a sampling rate df Hz, agree very well with the low- is £10.4% including the uncertainties arising from calibra-
signal measurements from the previous work. tion, which was performed with respect to a 0.8-equivalence
Three data sets are shown for the saturation-corrected data
in Fig. 10. One data set is computed fr@ plus the meas-
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0.0 1.0 Fig. 11. Measurements dDH concentration in a buoyant, laminar methane
0.0 0.5 1.0 1.5 2.0 2.5 jet diffusion flame. The burner centerline is at zenon. The spatial reso-

Relative Axial Location (mm) Iut_ic_m is < 100um along the laser beam and the _peal_< sign_al represeBs
million photoelectrongsecond. Each concentration is calibrated td e-

Fig. 10. Comparison of hydroxyl measurements in a counterflow diffusion0.8, methane premixed flame £ 8 mm [OH] = 5.7 x 10-° molegcm?®) as

flame at high signal to those of Pack et al. [12] at low signal (LIFTIME detailed by Pack et al. [12]. The concentration error bars include repeatabil-

measurements). The sampling rate for these measurements M&asTwo ity, plus temperature and calibration errors as in Fig. 9, whereas the lifetime

signal levels are shown for the saturate-and-compare measurements. For greor bars consider only repeatability. For thB00 Hz measurements and

higher signal case, the concentration is computed both from the amplitud@ne second of averaging time, the error bars represer@3¥teconfidence

A, and fromD; (plus B and t) for comparison. The spatial resolution for interval of the mean. For thékHz measurements, therror bars represent

this measurement is 1 mmalong the laser beam the 68% confidence interval for single-point measurements
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ratio, CHs/N2/O,, premixed flame, as presented by Pack etaser pulse). The numerical time stép=ti.1 —t;, was cho-
al. [12]. This calibration was performed with a mask on thesen to bel 00 ps thus providing 125 points in a decay array of
primary detection lens to avoid biasing from fluorescenceé 2.5 nstotal duration (the period of th@0 MHz laser).
vignetting, although the SBR in the jet flame is about 2.0 The decay array was saturated by assuming Poisson dis-
without any mask. This procedure is apparently sufficient fotributed photon counts and a fixed value of the system DPR.
determination of the concentration within10% at the sam- Thus, the probability of receiving no counts from the PMT in
pling rates required for turbulent flames, although even bettea specified period of time is ekpun), wherepu is the aver-
measurements could be obtained if the flame emission backge number of counts. The probability of the discriminator
ground were reduced further. not being dead for thi” time bin,ND;, is related to the prob-
ability of measuring no photons in the previous DPR, and is
computed as
4 Conclusions
i—1
A saturation-correction scheme was derived for applicatioNDi = [ exp—Mp~exp| - > M;| . M?«1,
to gated photon counting measurements. This routine was j=i—dpr j=i—dpr
shown to yield the same fluorescence lifetimes for liquid (A.2)
samples of diphenyloxazole and quinine sulfate monohydrate
as those from previous unsaturated measurements by Pagkeredpr is the number of array points associated with the
et al. [11]. The technique was then extended to hydroxyDPR andM; is the average number of measured photons at
measurements at a sampling ratd.e100 Hzin laminar pre-  timet;. Since the decay parameters do not change on the time
mixed, laminar counterflow diffusion, and laminar jet diffu- scale of the laser repetition rateEX5 n9, the present and pre-
sion flames. In each case, the results match either previowus laser pulses are statistically identical so that negative
LSF measurements or LIFTIME measurements taken at lowrray points can be computed by useM]f_ M1os, ;. Com-
photon count rates. Thus, we have shown that the saturatbining (A 2) with the probability of receiving at least one
and-compare algorithm is sufficiently robust for applicationsphoton in thei™ bin, the probability of measuring a photon
to a wide range of practical flames at a wide range of signaluring the time periodi_1» <t < ti+1/> for a single laser
levels and SBRs. pulse is
Measurements in the laminar jet diffusion flame were fur-
ther extended to a sampling rate 4kHz and were found
to agree with measurements at a lower sampling rate whil#l; = { exp| — Z M; {1—exp(—Fdt)} . (A.3)
displaying an uncertainty of 10%. For application to turbu- j=i—dpr
lent flames, this sampling rate is sufficient for detailed study
of the power spectral density [10]. Moreover, the uncertaintyThe dual interpretation d¥l; as both a probability and a pho-
in concentration is even less than that for instrumentatiofoelectron count is permitted sing4 is a very small number
noise from our previous fluorescence time-series measurgo that the probability of measuring at least one photoelec-
ments. Hence, the gated, photon-counting system is sufficieon is 1— exp(—M;) ~ M;. Since the degree of saturation
for detailed time-series measurements. Future measuremeui$pends on the previously measured couisis recursive.
in turbulent flames should provide for the first time quan-Once the firstl pr points of theM; array have been computed,
titative, quenching-independent minor-species concentratioihe remaining points can be found explicitly.
time series. Such measurements can be compared to our pre- An approximate method for computing the fidgir points
vious fluorescence measurements [9, 10] so as to examine tb M; was required to avoid a time-consuming iterative so-
importance of quenching corrections for accurate time-seridgtion to (A.3). For typicalOH measurements, the lagpr
measurements. points of the array are mostly background and nearly con-
stant. Thus, the saturation behavior of the fihpt points of
the array was estimated from the average count in these chan-

: @
Appendix A. Saturate-and-compare: derivation and im- nels. These point3y};™, were computed as

plementation
125

MY =lexp| - > Fst|t(1—exp(—Fist) .

j=126-dpr
A.1 Saturate-and-compare derivation i >125—dpr. (A.4)
An array representing a perfect fluorescence decay was comhis array, representing the laspr points, was then used to
structed from the assumed decay parameters as compute the entire decay arrM(z) explicitly by
—t 1 2
F = Aexp( )+B (A1) iexp[ Z, > dpr+125M() ZI 1M<>]}
@ x {1—exp(—Fdt)} ,i <dpr
where F; is the average value of the exponential decay ' - M@l 1 (=5 (A-5)
(photoelectrongsecond) at timg for a single laser pulse and iexp[ ZJ =i—dpr ] ]} (1 —exp(=Fidt)

A is the peak decay amplitude = 0 (just following the i >dpr.
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This approximation scheme was found to be sufficient for thé\ppendix B. Saturate-and-compare: calibration

full range of operating conditions of the photon-counting sys-

tem. Selected measurements were analyzed by iterative solMeasurements of diphenyloxazole (PPO) fluorescence were
tion of (A.3) without the above approximations and yieldedanalyzed while varying the values of DPR atdin the
nearly identical results as for (A.4) and (A.5). model. The PPO was excited 809 nmand fluorescence
was detected in 40-nm window centered a#t40 nm For
approximately half of the measurements a flashlight was
placed behind the PPO cuvette to simulate flame emis-
sion background. By adjusting the angle of the flashlight
and the monochromator entrance slit, we were able to vary

A.2 Saturate-and-compare implementation

@

After computing the saturated decalyl;”, the estimated

photoelectron counts for the four bin®{-D4) were cal-

the range of signal levels and signal-to-background ratios
(SBRs). Thirty-three measurements were considered with ab-

culated by summation over the number of laser pulses fogolute signal levels ranging from 6 million to ~ 34 million
the appropriate portions of the decay (while accountingphotoelectrongsecond and with SBRs ranging from 0.19 to

for any temporal delayt,, between binD, and the laser
pulse). The numerically updated guesses AorB, and

4.56. The 33 PPO measurements were analyzed for many
numerical combinations of DPR arg and a range of life-

were computed from simple ratios of measured to comtimes was computedax— Tmin) for each combination. The

puted bin counts. A damping coefficiertt,= 0.8, was in-
cluded for numerical stability. The initial guesses), B,

smallest lifetime error was found for a DPR 65 nsand
an initial delay of0.9 ns At this point the range of lifetimes

and z° were determined from the unsaturated expressionsyas0.037 ns The average value of the lifetime found using
(1)—(4) used previously by Pack et al. [11]. This schemehese valuesl(27 ng was consistent with that determined by
decreased the number of iterations required and also efack et al. [11] when employing a low photon count and an
sured that the correct values were recovered in the unsatgstablished convolute-and-compare algorithm. Furthermore,
rated limit. As photon saturation becomes more significanthese parameters were found to be consistent with other direct
these simple expressions can be undefined or provide inmeasurements of DPR atgfor our photon-counting system.
tial guesses that are too far removed from the correct arFurther details of the saturation correction are available with

swer. In these cases, the initial lifetime was assumed to bithe FORTRAN code [21].

1.0ns
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Djm— D}

D,

E (A.6)

=2

j=2.34

Note that this fractional error does not include biby
since secondary saturation at the pulse counting boards
is not included in the model. New values & B, and 1.
T were computed untilE; was less than0.1% or un-

til 100 iterations had been performed. TIe1% error 2.
is smaller than the uncertaintp¥% confidence interval)
in the measured bins from shot-noise alone for most of -
our measurements, and was typically achievable within 5.
5-20 iterations of the saturation routine. Lack of con- 6.
vergence occurred only in regions where there was little
or no OH concentration (such as in the air or the pure-
fuel streams when performing radial profiles in a diffusion
flame). For the present data, this timeout was only sig- 8.
nificant when theOH concentration was less than about
5% of its peak value. Above this concentration every data %
point of the hydroxyl time-series converged for the signal-
to-background ratios and signal levels reported in this
investigation. 11.

In general, the saturate-and-compare algorithm required

about2—5 minfor analysis of each 4096-point time series (on
a200-MHz PC with 32-MB of RAM). To facilitate faster data 13
collection, the time series were stored and a batch file waga.
constructed as the data were collected. The raw time-series.
files expressed as bin counts were then converted to time sé$-
ries of fluorescence lifetime and concentration overnight. Th
saturate-and-compare code is available via the Internet fofg
both FORTRAN and LabVIEW [21].

19.
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