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Abstract. Vibrational energy transfer (VET) and electronic ~ Quenching and energy transfer processes can be viewed
quenching ofOH (A2x+) was measured in a low-pressure as collisional effects which compete with the radiative decay
H»/O; flame for three rotational levels @H (v = 1). Rate  of the excited state. Their respective efficiencies are strongly
coefficients for collisions witliH 2,0 andN; were determined. dependent on the collision partners (i.e. chemical composi-
At 1600K, kvet (N2) is (in 10-11cm3s™1) 10.1+2, 61+  tion of the bath gas), collision frequency (i.e. pressure) and
1.8, and 38+ 1.3 for N’ =0, 5, and 13, respectively. The the velocity of collision partners (i.e. temperature). Quench-
kvet (H20) is < 1.1+ 1.8. Thekg (N2) is < 2.4+ 8 for both  ing reduces the number of molecules in the excited state
vibrational levels. Thekg (H20) in v =1 is 591+6.5, after electronic excitation, whereas RET and VET result in
54.7+6.4, and 549+ 6.6 for N' =0, 5, and 13, respective- a redistribution over the rotational and vibrational ensemble
ly, and, determined indirectly, 7@+ 10.4, 706+ 10.3, and of energy levels, respectively. Under typical flame condi-
63.4+7.3forN' =0,5,and 13in’ = 0. Amulti-level model tions, VET is the slower process. Hence VET is, on average,
of OH population dynamics, which is being developed for theboth preceded and followed by RET. The experimentally de-
quantitative simulation of experimental LIF spectra, was exiectable population in a particular rotation-vibrational level is
tended to include VET. It was attempted to simulate state-tathe net result of many different possible sequences of state-
state-specific VET coefficients fét, collisions. From these changing collisions, with various paths leading from the ini-
simulations it appears that angular momentum conservatidially laser-populated state to th@H energy level whose
does not determine tHé¢ dependence of the vibrational relax- fluorescence is finally observed. This makes it difficult to dis-

ation step. entangle rotational redistribution from vibrational relaxation.
Measurements in a flame pose some additional problems for
PACS: 33.50.j: 34.50.E7; 82.40 data evaluation, because there is always more than one col-

lider species present (up to 7 had to be considered in the
present analysis), and the large number of rotational levels
populated at flame temperatures results in spectral overlap
The hydroxyl radicalQH) plays an importantrole in both between the vibrational bands in the emission spectra. There-
combustion and atmospheric chemistry. Laser-induced fludere, experimental measurements need to be supplemented by
rescence (LIF) is a widely used method for the detection ohumerical modelling studies, where the state-to-state dynam-
OH in flames and other highly reactive media (see e.g. [1] foics of the OH radical can be simulated. The ultimate goal
a recent review). If a quantitative relation between measurefbr this model development is the capability to predict, as
LIF signal andOH number density is to be established, a fair-quantitatively as possible, the experimental LIF spectra which
ly detailed knowledge of molecular energy transfer processesre obtainable with the various excitatj@ietection schemes.
is required. The three most important ones are electronithis will be very helpful for the selection of an optimized
quenching, rotational energy transfer (RET) and vibrationameasurement strategy for a given set of boundary conditions.
energy transfer (VET). In this paper, emphasis will be put orin such a model, the effects of different assumptions regard-
VET and quenching 0©OH under flame conditions. Several ing selection rules antl dependence of rate coefficients etc.
authors [2—7] investigated the VET processaifl (A) near can be studied. Usually, a rate equations approach for the
room temperature and derived rate coefficients for a numbeime dependence of the various populations is used. Several
of collider species. For elevated temperatures, the only quamodels with varying degrees of sophistication are described
titative measurements that we are aware of are shock tulye the literature [9—14].
data from Paul [8] all = 1900 Kand2300 K. He employed In this work, we present measurement€difl vibrational
N2, O2, CO, CO2, NO, Ar, Kr, andXe for collider species energy transfer as well as quenching at elevated temperatures
and always excited th’ = 5 level of OH (A). in low-pressurdi,/05 flames. Three different rotational lev-
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els in theA?X+ (v = 1) state were initially populated. Rate and H,O; and finally, the possibility of modeling state-to-
coefficients for VET and quenching >0 andN2 were de-  state-specific rate coefficients for the flames under investiga-
rived, and trends regarding th¢ dependence of VET were tion is discussed. The discussion will show that with every
observed. The LASKIN simulation code [13,14] was ex-new step, additional assumptions and approximations need to
tended to include VET betwean= 1 andv’ =0, and some be invoked.
attempts were made to find adequate models for rotational-
state-to-state-specific VET coefficients.

2.1 Measurements

1 Experimental The primary data obtained from the measurements are spec-
trally resolved, time-integrated LIF spectra of the 0—0 and
The experimental setup employed in this study was very simi1—1 band region, covering the range from 3082% nm(cf.
lar to the one fully described in a previous study [15]; onlyFig. 1a and 1b); and time-resolved “transient” fluorescence
the most important features will be discussed here. The lasantensities (cf. Fig. 2), where the signal from one vibrational
source consisted of a tunable Nd: YA@ye-laser system with  state was spectrally integrated over a wavelength range cor-
~ 5 nseulse duration which produced light arou®81 nm  responding to the non-overlapped part of the 0—0 band (for
for excitation in theOH A-X 1-0 band. A sintered porous measuring the’ = 0 population) and the 1-1 or 1-0 band,
plug burner (McKenna Instrument60 mm diameter) was respectively. Both LIF spectra and time-resolved signals were
operated ab0 mbar with a stoichiometric mixture oH» measured in each flame for three differéi excitation lines
andOa. In comparison with the operating conditions report-of the 1-0 A-X band, namely thE1(1), Q1(5) and R1(12)
ed in [15], the pressure was doubled. This reduces the cotines [16]. This corresponds to populating the levels with
centration of educts and intermediate species fkand O N’ =0,5and 13imOH (A, v' =1).
atoms at the measurement locatidB,mmabove the porous Figures 1a and 1b show the LIF spectra with excitation
plug, and thus facilitates data interpretation. Three differenof the Q1(5) line from theH,/O2 andNz-doped flames. As
flames were investigated: (a) A “purél,/O, flame with  a qualitative picture, it can be seen that the relative signal
gas flows of4.67 and 2.35sIm (b) one diluted withHe  strength in the 0—0 band region is stronger for khedoped
(H2/02/He:2.37/1.40/2.93slm); and (c) one with added flame. TheP, Q andR branch lines originating from the di-
N2 (H2/02/N2:2.37/1.39/3.31 sIm). Hereafter, they willbe  rectly pumped level in’ = 1 are marked-{). It can be seen
referred to as thel2/O2, the helium-doped, and the nitrogen- that there is no obvious preference in populating the same N
doped flame, respectively. levelinv’ = 0 (marked &)), in full agreement with the room-
Both broadband and narrowband detection channels wetemperature findings of e.g. Lengel et al. [2]. Also, there is no
employed. Broadband, i.e. spectrally integrated, LIF was deevidence for selectivity oF; versusF, doublet components
tected both for temperature measurementddy excitation in the VET step. Figure 2 shows the time-resolved signals
spectra and for measuring the time-resolved fluorescence sigreasured in th&l>-doped flame, again for th€®1(5) exci-
nals for the determination of VET and quenching coefficientstation line. It is clearly visible that the signal of =0 has
For the excitation spectra, a suitable combination of cola larger rise time and delayed onset, because this level first
ored glass and interference filters was used to seledthhe has to be populated by collisions. In measuring the time-
0-0 and 1-0 bands. For measuring the time-resolved fluoreszsolved signal from the 0—0 band, particular care must be
cence signal, a small monochromator (Acton Research AR@ken to make sure that the small monochromator’s bandpass
275, equipped witl600 groovegmm and1800 groovesmm  does not transmit a portion of the 1-1 band, and vice versa (cf.
gratings) was used to isolate a rectangular spectral ban&ect. 2.3 below). Selection of the monochromator position is
pass 0f18.05 nm FWHM (for measuring the 1-0 and 1-1 less critical for the 1-0 band, but here the signal intensities
bands) andb.7 nm FWHM (for the 0—0 band), respective- are smaller.
ly. Narrowband, i.e. spectrally resolved fluorescence signals The general procedure for extracting rate coefficients
were measured with & = 640 mm monochromator (Jobin from that kind of raw data comprises several steps. From
Yvon HR640) equipped with 2400 groovegmm grating.  the LIF spectra, a quantitative measure must be derived for
For the time-resolved signals, a fast photomultiplier tubehe amount of population transferred from the initially laser-
(Hamamatsu H3378-01) was employed in conjunction witppumped leveb’ = 1 into v = 0. To do so, the problem of
atransient digitizer (Tektronix R7912). The excitation spectrapectral overlap between the bands must be addressed. The
and the narrowband signals were detected using a high-gdime-resolved signals can then be evaluated, first in terms of
photomultiplier tube (Valvo XP2020Q) and processed withtotal removal rates. For this, the corresponding expressions
a gated integratgboxcar averager (Stanford Research Sysare derived from the differential equations which describe the
tems SR250). Usually a gate width ®80 nswas employed system, and eventually fitted to the experimental curves. To
and the signal average of 30 pulses was taken. convert these total removal rates to collider-specific rate coef-
ficients, additional information about the gas composition of
the flame is required. The discussion will show that the VET
2 Results and data analysis and quenching contributions of several minor constituents in
the flame gases have to be accounted for in this analysis,
This section is organized as follows. After a brief presentahence their concentrations must be determined. The different
tion of the raw data, the analysis proceeds in three steps: firsteps will now be discussed in some detail.
a determination of total removal rates for the two vibrational The observable fluorescence signal is the net result of
levels; next, species-specific coefficients are derived\for competition between radiative decay, quenching, rotational
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relevant collision partners must be examined. Flame compo-
sitions were calculated using the CHEMKIN code [17] for
one-dimensional flames. The input parameters required for
this calculation are the gas flow velocities and the axial tem-
perature profile of the flame. The latter was determined from
a series of excitation scans in the 1-0 ban®#éf, using pro-
cedures that were described previously [15]. In Table 1, tem-
peratures and the resulting flame compositions at the meas-
urement location are given. Note that the eduttsand O;

as well as the intermediate radicddlsO, andOH are lumped
together as a “residual” component with.9to 18.1 mole%
concentration.

2.2 Differential equation system

A kinetic rate equation system was used in the data analy-
sis. The time-dependent population in thie= 1 andv’ =0
levels,N1(t) andNp(t), is described by

dNi() _

o T INL(D) 1

dNo(t)
dt

with

71t =T hap N Y Xi(Kgpi +kvET) 3)

= V1oN1 () — 75 *No(1) , )

Fig. 1a,b.Laser-induced fluorescence spectra fromihgO, flame @)and

the No-doped flamelf). The 1-1 band head is 8122 nm. The crosses- _ . )
mark the position of lines originating from the directly pumped rotational Vio=n Z XikvET.i , (4)
level inv' = 1 (Q1(5) excitation); thex mark the corresponding regions in I
the v’ = 0 state. Note the different relative amplitudes for the 0-0 and 1-1
bands in the two flames an
-1 -1 : .
o =Tgrap TN Z Xi KQu,i (5)

and vibrational relaxation. At the measurement location in |

the flame, more than one species will collide with (él

radical, hence the flame composition must be known, an#iere,n is the total number density; is the mole fraction of
the rate coefficients for quenching, RET and VET for allspecies; kq,,i andkg, ; are the rate coefficients of species

i for electronic quenching o®H in thev =0 andv' =1
states, respectivelkyeT,; is the rate coefficient of species

1.0 .
1’ \
1 1
) \
c [ Table 1. Calculated flame composition (mole fractions, in percent) at the
o ! Y measurement location, calculated with the CHEMKIN flame code for
o ! Y 50 mbar. Temperature as determined frd@H LIF excitation scans. In the
S ! \ v'=0 text, the sum of rows (a) to (e) is also referred to as a “residual” component
Q& 054 . :
. o =
8_ :‘ \‘\ Y flame: H2/0o He-doped N»-doped
Q ! ’ collider species:
:.: ]
o} :
° ) (@) Hy 6.84 2.55 3.04
= { (b)H 2.83 2.16 2.90
(c)O 0.89 0.79 1.05
(d) O 4.66 5.28 5.14
(e) OH 2.89 1.11 1.33
time / ns (a+b+c+d+e = “residual”) (18.11) (11.89) (13.46)
. ) . : f) H,O 81.89 36.69 32.78
Fig. 2. Time-resolved, spectrally integrated fluorescence signals from th
, , > A . g) He 0.00 51.43 0.00
v/ =1 andv’ =0 level in theN»-doped flame. Excitation lineQ1(5) in Ny 0.00 0.00 53.76
v' = 1. The area under the curves is normalized and corresponds to the raéé’mperatur;eK 1920 1520 1600

of time-integrated populations if =1 and 0 [cf. (10)]
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; ; H ’_ ’_ -1 100 =

i for V|1brat|onal transfer from’ =1 to v’ =0, andty zap 00. NN =1/3
andr; zap are the radiative transition rates of the two vibra- o] v=0:3000K
tional states. It is clear that the chemical composition must® | v=1:1600 K

be known to determine species-specific rate coefficients. Not& g
that RET is not taken into account at this stage, since it does. ]
not change the overall population of a vibrational level. This"% 40+
means that th¥ rate will be somewhat “contaminated” by ~— 1-1 band
contributions from rotational levels other than the original- 2 201
ly pumped one, even though it was attempted to minimize 2 1
this effect (cf. Sect. 2.4 below). Another source of system-2
atic error is the endoergetic energy back transfée(0 > = 0-0 band
v' = 1), which was ignored to simplify the analysis. This may
affect the results at very high temperatures @dt, one vi-
brational quantum is of the order of kT far=4300K). In wavelength / nm

their SPO_Ck tube StUdY’ P.aUI et ?l_[18] Ob,se_rve.d ar,] EmISSIOHg.& Simulated OH LIF spectra forv’ =1 and v =0 emission, as-
from v =1, after excitation toN"=2 or N'=5inv' =0, suming a population ratio of 3L (' = 1: v’ = 0). Rotational temperature
which at2300 K corresponded to at most£% of the popula-  was1600K in v’ = 1 (flame temperature) ar@D00 K in v/ = 0 (apparent
tion in the A state. At the lower temperatures employed in outemperature after VET). The bandhead of the 1-1 band 322 nm
study, it is safe to assume that this fraction will be lower still

and can thus be ignored. Equations (1) and (2) can be solved ) _ i
for Ny (t) andNo(t): band. In the simulated spectrum [19] of Fig. 3, the contribu-

tions of lines originating from’ =0 andv’ = 1 are shown
t—to separately. Quite clearly, a substantial fraction of the signal
N1(t) = Na(to) eXp(—T—l> (6)  from v = 0 will be masked by the intense emission from the
directly laser-pumped level = 1. This fraction is not known
a priori; to determine it, the population distribution should be

T —TT —r—r—rr—7r T 1
312 314 316 318 320

known.
No(t) = [% [exﬂ—(t—to)(f{l—fgl)]—l] As was first noted in a room temperature study by
o 1 Lengel et al. [2], this rotational distribution withio' =0,
No(t -0 7 after the vibrational relaxation step, is rather similar to a ther-
+ No(to) | exp 70 ™ mal one, but with an apparent “temperature” much higher
than the real gas temperature. For the purpose of estimat-
To determinéVyg, one can also integrate (2), yielding ing the fraction of the 0-0 band signal hidden by the 1-1
band emission, the rotational distribution can be approxi-
No(t) — No(to) + ro’l ftg No(t") dt’ mately described by such an apparent temperature. In a very
Vio= T : (8)  recent discharge flow reactor study at room temperature,

fto N1 (t) dt/

For No(tp) = No(t = co) = 0 (which holds for times before
the start of the laser pulse and after complete decay of t
fluorescence signal), (8) simplifies to

Williams et al. [7] analyzed th®©H rotational distribution
within v' = 0 after VET. They found non-thermal population
distributions which can loosely be thought of as being super-
ositions of two different Boltzmann distributions with very
different temperatures. For the analysis of our flame data, the
©) simpler assumption of a single, higher temperature was found
to be a sufficiently good approximation. In spite of some
irregular peak heights (particularly in the spectra with exci-
tation of theR;(12) line) that could not yet be fully analyzed,
the distribution in the time-integrated LIF spectra resembles
J No(t) dt a thermal distribution with a substantially elevated rotational
Cp= W (10) temperature. (To illustrate this point, the rotational tempera-
ture for the simulated spectra in Fig. 3 was chosen to be much

Hence, the magnitude of, is an indication of the effi- higher inv' =0 than inv' =1.) With the assumption that
ciency of VET at a given combination of flame composi-this distribution persists also for the high rotational levels in
tion and excitation line. This population factos can be v =0, 0one can calculate the fraction of the 0-0 band emission
determined from the relative signal intensities of spectrallywhich is hidden under the 1-1 band lines, and appropriately
resolved measurements. correct the relative signal intensity. The validity of this as-
sumption could be roughly checked for tNe-doped flame
by determining peak intensity ratios for the 0P®(15) and
2.3 Population ratios P1(5) lines; the former one appears néd6.6 nm, without
overlap from 1-1 band transitions. The resulting two-line-
A difficulty in determining this ratio of populations arises temperatures were consistent with the apparent temperature
in a high-temperature environment. Several spectral lines aferived from the non-overlapped part of the 0—0 band. A tem-
the 0-0 band, particularly P and Q branch lines originatingerature fitting routine [20] was used to extract these apparent
from high rotational levels, are overlapped by lines in the 1-temperatures from th&06-312 nmspectral range, where the

-1
V]_O: 'CO 'Cp

where the factocp, is the ratio of time-integrated populations
inv =0andv = 1:
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0-0 band is not overlapped by other lines. The same trend B N,-doped
was observed in all three flames: The apparent temperaturge 041 O He-doped
in v =0 increased with the rotational quantum number of = 1 * * A H,0,
the directly laser-populated level. In the case of the nitrogens=z 0.3
doped flame with a gas temperaturel®00 K, the apparent
temperatures wer150 K (P1(1) excitation),2500 K(Q1(5)
excitation) andt900 K (Ry(12) excitation). g
In Fig. 4, the temperature dependence of the correctio g
factor fhiggen is shown for the1500-5000 K range. Note 0.1 I
that this correctionlfrye = Imeasurel + fhidden) Can be quite ] I I
substantial, amounting to abd@ for the above-mentioned 0.0L——— — .
apparent temperature 4900 Kin the case of th&;(12) ex- 0 2 4 6 8 10 12 14
citation line. To convert from relative signal intensities (both . ,
time-resolved and time-integrated signals) to populations, an rotational quantum number N
effective Einstein A coefficient was calculated for the two Fig- 5. Population ratiocp [cf. (10)] for the three flames and laser-pumped
vibrational levels using the values tabulated in [21] and ro-"'e
tational state populations. In the case of the 0—0 band, the
populations corresponding to the apparent temperature weegreed within less thaB%. For determination oio_l, (7
used. For the 1-1 band, time-integrated populations were calvas fitted to the time-resolved fluorescence signal of the
culated using the LASKIN code [13, 14, 22] to simulate RET0O—-0 band. The previously determined value @‘l was
within o' = 1. Figure 5 shows the resulting population fac-used as an input parameter here. The error bana’&ris
tor ¢p [cf. (10)] for the different flames and excitation lines. larger, mostly because the difference between two large num-
The dependence d, on flame type is quite obvious: The bers enters its determination (cf. (7)). Table 2 summarizes
nitrogen-doped flame shows by far the largest signal fronthese results in terms of total removal rates. Inspection of
v =0, followed by the helium-doped and,/O, flames. the data forv’ =1 andv’' =0 shows that in theH,/O>
This is consistent with the observation of Copeland et al. [6]flame, the effective lifetimes are a factor ablto 2 short-
according to which nitrogen is very efficient at VET, but er than in the other flames, where the fast-quenching water
a poor quencher. In contrast, water is rather inefficient atvas diluted. Alsopy’ = 0 is depopulated faster than the vi-
VET, but a fast quencher. A trend with the quantum numbebrationally excited state. Since inf =1 both quenching
of the laser-excited level is obvious from the nitrogen-dopednd VET contribute to the removal rate, this implies that
flame data: The relative populationih= 0 diminishes with  quenching is slower in’ = 1 than in the vibrational ground
increasing\’, indicating a decrease in VET efficiency for ex- state.
citation of the higher-lyingOH rotational levels. The same Now the rateVip could, in principle, be deduced from
trend is also consistent with the data for tHe/O, and  (9) by inserting the values for, and ‘L’o_l. A different ap-
helium-doped flames, but the associated error bars are t@woach was chosen for two reasons: the relatively large errors
large to claim this with certitude. in 7y 1 affect the result, and because of rotational relaxation
within v/ = 1, the effective VET rate will be slightly time-
dependent. The procedure that was actually used was adapted
2.4 Total removal rates from the RET work of [13,23]. The right-hand side of (8)
was plotted as a function of time; the integrals were evalu-
From the time-resolved signals of thé = 1 state popu- ated numerically. Thenyig was determined by extrapolat-
lation, the value Ofrl_l was determined by fitting a sin- ing back to timet = tjzse; i.€. the start of the laser pulse.
gle exponential decay [cf. (6)] to the experimental curveThis procedure was originally developed to find RET rate
for times later than the end of the laser pulse. Evaluaeoefficients under single-collision conditions. In our work
tion of the 1-1 band and 1-0 band data gave results thdt turned out to be less sensitive to errorsf@l than the
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Table 2. Total removal rates for’ =1 andv' =0 (in 10°sec’?) for the

flames and excitation lines investigated

guantities. Its concentration in a flame can not be varied
beyond certain limits. Its contribution to the removal rates
is therefore assessed first. The purpose of measuring in

excitation  removal rate: ;! o' Vio a helium-doped flame was to change the relative contribu-
line | flame tions of water and “residual” components by dilution with
(inv =1) (temperature) . . . . o
an inert gas, which is known to be extremely inefficient at

PL(1) Hp/Op(1920K) 123449 140414 131410 both quenching [24] and VET [4] Two approaches for data

He-doped(520K) 72+29 75438 111+0.67 evaluation were chosen.

No-dopedl600K) 74+3.7  71+43 243415 In a first attempt, rate coefficients for quenching and
Q1(5 Hy/O2 116+7.0 134+13  140+0.98 VET by the “residual’ componentd,, Oz, OH, H and O

He-doped 66:33  70+£7.0  95+0.57 were calculated based on data from [8]. All coefficients there

N2-doped 6234  66£53 186+13 are given for1900 K and Q1(5) excitation. For the follow-
Ri(12 H2/02 112+7.8 120+84 944066 ing estimates, it was assumed that the cross sections do not

H;ggggg gigé ggi%é 1;?&8;28 depend on temperature for the range considered here (i.e.

1500-1900 K), hence the rate coefficients were scaled with
a/T/To dependence, witfip = 1900 K. The coefficients for
P1(1) and R1(12) excitation were then scaled with a factor
simpler approach of (9), and to some extent the effect 0bf 1.081 and 0865, respectively; these factors were obtained
rotational relaxation withinv' =1 on Vjp should be re- by drawing an analogy between thedependent quenching
duced. The last column of Table 2 displays the resultiig  behaviour of water [25] and that of the “residual” compo-
for the three different flames. Comparison with the popusents. Since a preliminary evaluation of our data showed that
lation factorscy in Fig. 5 is instructive. It shows that the the quenching coefficient fdd,0 was abouR0% smaller in
N2-doped flame exhibits both the fastest total VET rate and’ = 1 than inv’ = 0, the “residual” coefficients for’ = 1
the largestc, factor. TheHe-doped flame, however, which were in a first approximation scaled down2# for the final
shows a largesignal from v = 0 than theH,/0O> flame, analysis. Furthermore, it was assumed that helium does not
has the smallestotal VET rate. This can be understood contribute to quenching or VET. Using the rate coefficients
by considering flame compositions and relative efficienciesbtained with these assumptions, and the mole fractions cal-
of collider species. In théle-doped flame, VET must stem culated with the flame simulation code, quenching and VET
mainly from the “residual” component and, to some extentcoefficients for collisions with water could be deduced from
from water. Because the concentration of the fast quenchhe Hz/O> and helium-doped flames (cf. Table 3). If in-
ing H20 is reduced by more than a factor of 2 (cf. Table 1),stead we use cross sections at the value for@aé) ex-
the relatively smaller amount dDH that relaxes ta’ =0  citation line given by Paul [8]kyer is changed by about
has a much greater chance to fluoresce than irHf, 0.2 x 10~ cm3sec?, which is well within the error bar. Itis
flame. also important to note that the “residual” component contribu-
tions to the combined VET plus quenchingiin= 1 are only
about19% for theH»/0, flame,25% for theHe-doped, and
27% for the No-doped flame. The corresponding “residual”
contributions to quenching iol = 0 are10%, 14%, and16%,
Equations (3) to (5) link the total removal rates with con-respectively (the major uncertainty at this point is the contri-
centrations and species-specific rate coefficients. In order feution of theH atoms). So while the errors in estimating the
infer collider-specific coefficients from these rates, addition+residual” rate coefficients are undoubtedly quite large, they
al information concerning the contribution to quenching andyill not propagate fully into the final results.
VET by the other species in the flame is required. Reac- In the second approach, rate coefficients for the “resid-
tive intermediates and unreacted educts form a “residualjal” and water were evaluated without referring to litera-
component of the low-pressure flame which is unavoidablyure values. It was again assumed that collisions with helium
present in varying concentrations (cf. Table 1). Since exhave no influence on VET and quenching. Thg/O, and
perimental data for these species are not readily availabl@elium-doped flame gases consist essentially of water vapor
it is difficult to determine rate coefficients for the “residu- and the “residual” components, with only their concentra-
al” (see [8] for measure®; data and a literature compila- tion ratio differing (cf. Table 1). Using (4), one can set up
tion). and solve a system of two equations (for the two flames)
with the two VET rate coefficients (water and “residual”)
2.5.1 Quenching and VET coefficients tapO and N2. Be-  as unknowns. Similarly, (5) yields the two coefficients for
ing a combustion product, water is always present in largguenching inv’ = 0. Finally, (3) can be solved for the re-

2.5 Species-specific rate coefficients

Table 3. Rate coefficients for VETy = 1— 0)

and guenching in’ = 1 andv’ =0 (in units of e_xcit/ation line P1(D) Q19 Ri(12

10~ ¢m3/molecule segfor collidersH,0 and (N V" =1):

N at 1600 K
T —1600K H,0 Ny H,0 Ny H,0 Ny
kvET 1.03+1.8 101+20 105+1.6 6.10+1.8 -0.32+14 381+13
le 591+65 —41+53 547+64 —-19+5.4 5494+6.6 —0.71+5.0
kQO 746+104 239+79 706+103 142+82 634+7.3 041+5.7
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maining two quenching coefficients fot = 1. It is assumed In v' =0, the average value for the three excitation lines is

here that the relative composition of “residual” compoundsl.4 x 10t cm3sect, with an error estimate of the order of

is the same in thél,/O, andHe flames. The composition 7 x 10~ cm3sec. Inv' = 1, the average coefficient is even
of the helium-doped flame had been specially taylored tmegative 2.2+ 5.2 x 10~ cm3sec?), but the error esti-
optimize this evaluation step, i.e. the concentration ratio omate reaches far into the physically possible positive range.

water to “residual” was reduced and the mole fraction of the Reference [24] compile®ll> quenching data for’ = 0.

“residual” was minimized. The amount of helium that canAt temperatures betweef40K and 1150K, cross sec-

be added is limited by flame stability. This second procetions were reported that correspond to a rate coefficient

dure could, however, not improve on the error estimates anbletween 85 andl x 10-11cm3sec ™. In [14] the cross sec-

yielded essentially identical results. Therefore only the retion at 1530 K was estimated to b8.6 A2, corresponding
sults of the first procedure are shown in Figs. 6 and 7 antb 1.2 x 10~ 11cm3secl. For 1900K, [8] gives quench-

Table 3. ing coefficients of 101 and 1.13x 10 11cm3sec’! for

Once the values for water are established, the rate coeffi* = 0 and v' = 1, respectively. For our conditions, the
cients forOH quenching and VET by nitrogen can be derivedquenching contribution oN; is essentially zero. Quench-
from the total removal rates in the nitrogen-doped flame. Theng by H2O is fast. Forv’ = 1, quenching coefficients be-

N rate coefficients and their associated error bars are slightlyveen 59 x 10~ cm3sec? (v = 1, Py(1) excitation) and

different, depending on which procedure was used for detef5x 10~ 11cm3sec® (v/ = 1, Ry (12) excitation) were found,

mining these water coefficients but the results are consistentorresponding to cross sections between 302at@A2. The

The “N2” column of Table 3 shows the coefficients that wereN dependence is rather wea% decrease). The error esti-

obtained when thel,O data of the first approach was used. mates arel2% on average. In’ = 0, the coefficients fall in

the range betweeP5 x 10~ cmisec (v = 1, P1(1) exci-

2.5.2 Discussion and comparison with literature deffag-  tation) ands3x 10~ 12 cm3sec? (v = 1, Ry(12) excitation),

ure 6 shows the quenching rate coefficients fo=0 and  corresponding to cross sections betweerd3shd32.2 A2,

v/ =1, for collidersH,O andN2, at T = 1600K (bars are The level dependence showd 36 decrease fronN’ =0 to

1o error estimates). It is obvious thilp is a poor quencher. 13, and the error estimate18% on average.

For OH in v/ = 1, [25] determined thé\ dependence of

H20 quenching cross sections Bt= 1048 K, for N’ =4 to

11. They found d6% decrease over this range, correspond-

80 1 l l ing to (51-43% 10 Hcm3sec . ForOH in v = 0, Paul [24]

calculated the temperature dependence of+h® quench-

i ing cross section with a “harpooning” model. In his Fig. 4, his
calculated curve is compared with experimental results be-
tween300 K and2300 K. In general, the agreement between
the “harpooning” model and experimental data is quite rea-
sonable. More recently, Kienle et al. [14] estimated a cross

201 o N, ve0 section 0f29A2 at 1530K for N’ =5, v' = 0, correspond-

S ing to 56 x 10-11cm3sec L. The rotational level dependence

L J% ----------------------- % of quenching was investigated for several flame tempera-

,L ; —_— tures betweerd200 K and2300 K in [26]. It was found that

0 5 13 the level dependence diminishes with increasing tempera-
rotational quantum number N’ ture and has almost vanished2800 K. In [15] quenching
rates for level-specific excitation wi = O were measured in
a25mbar H/O2/He flame at1330 K, where most of the
guenching can be attributed to water. The total quenching
rates unambiguously showed a decrease of ab8Ut be-
tweenN’ = 0 and 15. Using the LASKIN code, these data
were further analyzed in [14] to assess the influence of RET
on the experimentally accessible quenching rates. Briefly,

RET tends to average out the dependence of the truly

level-specific quenching coefficients, thus producing a re-

duced slope of the experimentally determined dependence
even if state-selective excitation is used. Two effects cooper-
ate to amplify this trend: Higher temperatures will acceler-

{ _______________________ } ______ { ate RET and tend to average out the different level-specific

kg / 107" cm® sec™!
[ ]
R
O
-
_|L

Fig. 6. Quenching rate coefficients (011 cm3sec 1) for H,O and N,
in v =1 andv’ = 0 (excitation was to the’ = 1 level)

® H0

—_
o
1

guenching coefficients. Also, thi¢ dependence of these coef-
ficients becomes weaker at higher temperatures. One can see

. ™ T now how theH20 quenching coefficients far = 1 from this

0 5 13 work fit into the generally observed trends. The only high-
rotational quantum number N’ temperature value to compare with is from [25]. If their cross
Fig. 7. VET rate coefficients (in-11 cnPsec 1) for H,0 andNy in v/ =1 section forN’ = 5 is scaled with temperature according to the
and v’ = 0. The dotted lines indicate thi’ dependence employed in the Narpooning” model curve in [24] (which was calculated for
LASKIN simulations v' = 0), their value agrees with the coefficient found in this

o
}

kyer / 107" cm? sec™!
o
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work within the error limits. The rotational level dependence2.6 Modeling of state-to-state-specific VET coefficients
found in [25] is steeper than what was observed in this work;
this can be expected from the above considerations [14, 26]Our analysis has now proceeded from determination of to-
In the discussion of the coefficients for=0 it should tal removal rates (which can be derived quite unambiguous-
be kept in mind that in this work, quenching faf =0 ly from the decay curves, cf. Sect. 2.2) to the extraction of
is measured after laser excitation o= 1, i.e. in a rather collider-specific rate coefficients (which involves quite a few
indirect fashion. The determination of the total removalassumptions regarding the scaling and extrapolation of exist-
rate rgl was already hampered by a relatively large erroling data on quenching and VET). Since our numerical model
(cf. Sect.2.4 above). And because of the sequence oéquiresan input of state-to-state-specific rate coefficients, we
collision processes consisting of level-specific excitatiomow have to move one step further to discuss this problem.
— RET within v =1 — VET — RET within v =0, Inprinciple, the VET step must take place between two well-
the rotational population distribution in” =0 will be  defined rotational states of tl@H radical. The coefficients
rather different compared to the case of exciting a specifiavailable from our experiments are specific with regard to the
level in v = 0 directly. The apparent, indirectly determined initially laser-populated rotational level, but not with regard
quenching coefficients reported in this work are somewhato the final level. They rather represent a weighted sum of
high, (71+10) x 10 Mem®sec! (v =1, Q1(5) excita- state-to-state coefficients.
tion), compared with a value of 51x 10 11cmdsec? It is important to know state-to-state-specific values both
(=26A2?) for T = 1600 K inferred from the calculated curve for a more thorough understanding of the vibrational relax-
in [24], and 56x 10 1cmisec! (= 29A?%) at 1530K  ation process and for our modeling purposes. Without ad-
in [14]. ditional experimental data, however, an element of specula-
The VET rate coefficients far,0 andN; are displayed tion will necessarily be involved in any attempt to decom-
in Fig. 7. TheH 0 coefficients are very small (with an aver- pose the collider-specific coefficients determined above into
age value of 59+ 1.6 x 10 cm?3sec?). The rate coeffi- state-specific coefficients. The major justification for such an
cients forN2 are much larger and exhibit a pronoundéde-  attempt will stem from the (partial) success in reproducing
pendence. They range frob®.1 x 10~ cm®sec! (N'=0) features of the original experimental data. From inspection
t03.8x 10 11 cmlsec! (N = 13). of the LIF spectra presented in Sect. 2.1, the ability to repro-
Literature data for VET with water is available in [6]. duce the overall shape of the spectral signature lends itself as
These authors found, at room temperature, an upper limiine point that can be used to judge the merits of a particular
of 12x 10 cm3sec! for N’ =5. In a very recent pub- model assumption. Also, the observable trend of the apparent
lication reporting on measurements in a discharge flow rerotational temperature for the 0-O band (cf. Sect. 2.3) can be
actor at ambient temperature [7], this upper limit was re-employed to discriminate between different suggestions.
placed by 73+0.5x 10~ 1cmdsec®. In [25] it was con- Detailed modeling of state-to-state dynamics in the elec-
cluded that the VET contribution dfi,O in a low-pressure tronically excited A state o®©H provides a very helpful tool
Ho/O2/Ar flame (T ~ 1048K) is negligible. This con- both for the quantitative analysis and interpretation of experi-
clusion is confirmed by the results presented here. Thmental data, and (perhaps even more important) for identifi-
VET coefficient for nitrogen was repeatedly measured atation of experimental approaches that are suitable for a given
room temperature (see e.g. [2,4,5, 26]%. The results fomeasurement task. Within a kinetic rate equations frame-
300K are in the range (10 to 2810 tcmisec! for var-  work, the LASKIN code described in [13, 14] (see also [27]
ious initial levels. A study at elevated temperature [8% forfor details of the differential equation solver used) calculates
N’ =5 yielded a rate coefficient of.02 x 10~ cm?3sec time-dependent populations in the individ@H rotational
at 1900K and 7.32x 101 cm3sec! at 2300K. The lat-  states, i.e. rotational relaxation (RET), quenching, stimulat-
ter values, when scaled witk/' T, compare very favorably ed and spontaneous emission after excitation to a specific
with our coefficient of6.1x 10 1cm3sec! at 1600K. level. It also simulates spectrally or temporally resolved LIF
To our knowledge, theN dependence for nitrogen VET signals for direct comparison with experimental data. In the
was previously determined at room temperature only. A deeourse of the present work, this LASKIN code was extend-
crease by a factor of seven was observed betwdea 0  ed to include vibrational energy transfer betweenithe 1
and N’ =13 in [4]. In [5], the coefficient dropped from andv’ = 0 vibrational levels. At the same time, the code was
259x 10 11 cm3sec? to 16.9x 10 1cmisec! between transferred from PC to the workstation level and translated to
N’=0 and N’ =5. Since theN dependence of colli- the “C” programming language, which greatly increased the
sion processes tends to be less pronounced at higher tespeed of calculations. At present, approximately 80 molecular
peratures, the decrease found in this work (a factor oénergy levels are treated simultaneously. For each rotational-
2.7 for N =0 to N’ =13) is certainly in a reasonable vibrational level, the differential equation describing its time
range. dependent population was extended to include a VET term.
To summarize briefly: The previously found trends re-The necessary rate coefficients were mostly taken from the
garding efficiency at quenching and VET for water and nitroprevious [14] program version (Einstein A and B coefficients,
gen can be confirmed for the flame temperatures encounter&ET coefficients as modeled by an “energy corrected sud-
in this study -N2 is a poor quencher, but an efficient collid- den” scaling relationship [22], and quenching coefficients).
er for VET, the reverse holds fdd,0. To our knowledge, The VET coefficients were obtained from the experiments
these measurements are the first attempts to detetpize  described in this work. Their temperature dependence was
for water at flame temperatures. For nitrogen, measurement s€aled with,/T/To. The N dependence was approximated as
three initially pumped levels showed that tNedependence kyeT(N)/kyeT(0) =1—0.0343x N for water, and as an ex-
of kygT persists also at flame temperatures. ponential functionkyet(N)/kyveT(0) = exp(—0.08 x N) for
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nitrogen (the dotted lines in Fig. 7 indicate the resultingshows the time-integrated population in thfe= 0 level for
slopes). In afirst application of the extended program versiorthe three model assumptions, after excitation of ¢g5)
LIF spectra and time-resolved signals were simulated for testine. The RET efficiency in/ = 0 was arbitrarily reduced to
ing the data evaluation procedure described in Sect. 2.4. 1i0% of its correct value to make the differences more clearly
was found that the procedure correctly retrieves the parameisible. The simulation for the first assumptioh €onserva-
ters used in the simulations. In the worst case studiédpa tion) is plotted in diagram a (for thie; levels) and b ). The
relative error irkyeT resulted, which is small compared to the
error limits encountered in the experimental data evaluation.
For decomposing the measured total VET coefficient into
state-to-state-specific values, a choice has to be made for thg 7.5E=4 1 a
rotational dependence of this relation. To our knowledge, a® Fy
theoretical selection rule for this problem is not available; sos
a set of ad hoc model assumptions was tested in the S|muIeE_5 0E-=4 1
tion of the experimental LIF spectra. At this stage it becomesg .
necessary to allow for a distinction between theand F ® p5E_4 . .
doublet components, hence the rotational quantum numbe?. . "
J(= N=+0.5) is introduced. . -
Figure 8 illustrates the models tested for the extraction® ol "teamunnn
_of state- speglflg coeff|_C|ents Line .th|ckness of.t.he arrows 0 10 20
is meant to |n_d_|cate dlfferen_t transition probabilities. In all rotational quantum number N’
models, transitions from a given initial state were permitted
only to afinal state that was lower in energy. The first assump_ 7.5E-4 1 b
tion was a simple conservation of rotational quantum numbero Fa
J (including spin). The second assumption was that a glven;
initial level will populate all levels in’ = 0 with equal prob- 3 5.0E-41
ability, regardless of spin. The third assumption was that thea
transition probablllty scales with the degeneracyid + 1)
of the final level inv’ = 0, considering the number of possible = 25E4 1
channels for this transition. This implies that the rotatlonallyg iasa,
highly excited levels in” = 0, which are energetically closer & N fauan,
to thev' = 1 state, are preferentially populated. ° P " et ‘2‘0‘
Note that as soon as &H molecule has undergone VET : ,
into v = 0, rotational relaxation sets in and tené:]s to estab- rotational quantum number N
lish an equilibrium distribution, in competition with emission

A

and quenching processes. The three assumptions differ in thg F, ¢
shape of the original distribution i = 0 that forms the start- % 2.0E-4 1
ing point for this process. Figure 9 illustrates this point; it i
g ...lllllll..
a
1.0E-4 {u
| VET: Model 1 | VET: Model 2 ' VET: Model 3 g -
| | | s
| i I " o .
‘ i i i V= o4 : LT
I | | 0 10 20
N | f | rotational quantum number N’
1 | |
si | I [
CE | | 5 F d
5o l : | T 20E-41 ! il
Sl | I 32 -
| | | 3 - .
! ! | : v'=0 ° 1.0E-4 K
perd ]
I ' Y I A Y E . .
I ] | [ . .
} } Y | 3 3 = od LT
[ [ [ 0 10 20
Fig. 8. Model assumptions for rotational-level-dependence of state-specific rotational quantum number N’

rate coefficients. Leftmost column: Laser excitation and RET withia 1.

Model 1: VET populates only level with same rotational quantum numberFig. 9a—d. Time-integrated population in = 0 for the three VET model as-
Model 2: VET populates all rotational levels in= 0 with equal probabil-  sumptions. The RET within’ = 0 was reduced ta0% of its correct value

ity. Model 3: VET populates all rotational levels i = 0, but probability ~ to enhance visibility of differences. Panel® and @) : Model assumption
is weighted with the degeneracy factorJfg, + 1). The arrow thicknesses 1, for Fq levels (a) andr, levels (b) separately. Paneld) (: Assumption 2,

indicate different probabilities of the VET step only F1 levels shown; paneld] : Assumption 3, also only4 levels shown
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laser-excited levelN = 5) stands out clearly, but the neigh- It can be concluded that the first assumption - conserva-
bours are already populated to some extent, mostly becausetan of rotational quantum numbel during VET - is inap-
RET inv' = 1 (which was left at the correct value). Note that propriate for this system. While this result may sometimes
equilibration between th&; and F, levels is drastically re- be guessed from inspection of the spectrally resolved fluores-
duced in comparison with the other two assumptions. In panalence, it should be kept in mind that rotational relaxation in
¢, the simulation assumed equally probable transfer to all lew’ = 1 andv’ = 0 may be capable of disguising such a pref-
elsinv’ =0, and only theF; level populations are shown (the erence. The third assumption yields spectra with apparent
F» levels show almost identical behaviour). The sharp falltemperatures that show the same trend as, though not quan-
off around N’ = 14 is caused by the restriction to exoergictitative agreement with, the experimental data. The second
transfer steps. Levels isf = 0 higher tharN’ = 13 can then assumption yields fits to the experimental spectra which have
only be populated by RET withio' = 0 or by a VET process about20% higher sum-of-squares errors, and the apparent
from a high rotational level in’ = 1. Note also that for the temperatures do not show the observed trend.
levels with low N’ the population is reduced faster than for ~ An obvious shortcoming of the model assumptions dis-
those with intermediat®l’, because the RET coefficients are cussed in this paragraph is the lack of a sound physical picture
largest for lowN'. In panel d, assumption 3 [transfer proba-behind them. Clearly, theoretical efforts are required to shed
bility scaling with (2Jinai+ 1)] was used for the calculation, more light on this particular subject. But, as was pointed out
and again only thé-; level populations are shown. Obvious- above, for the time being these model assumptions may serve
ly, the high-lying levels are then populated preferentially. Ashe purpose of providing input data for a numerical code for
to the fall-off atN’ = 14, the same considerations as for panethe simulation ofOH population dynamics.
c apply; but the reduced population at IdW can be seen on
a logarithmic scale only.

Based on these three ad hoc assumptions, spectra wedeSummary
calculated for the flame conditions and excitation lines em-
ployed in the experiments. Results of these simulation¥ibrational relaxation and quenching @H by collisions
are discussed for the nitrogen-doped flame, where VET iwith water and nitrogen were measured in a low-pressure
strongest, and the signal-to-noise of the experimental spectfiame. For three initially laser-populated rotational levels in
is best. Not surprisingly, none of the three model assumpy’ = 1, total removal rates for’ =1 andv' =0 were de-
tions is perfect. Table 4 compares the apparent temperatures
of the experimental’ = 0 band spectra with the temperatures
resulting from the simulations. In Fig. 10, a section of the ex- .
perimental spectrum in the 0—0 band @5 (5) excitation is 30 -
shown (trace b), together with two curves calculated with the
model assumptions. The first assumptidnconservation —
trace a) definitely fails in reproducing the rather high apparent
temperature in’ = 0 (2500 K). Note also the clear discrep-
ancies of amplitude ratios in tH808-309 nmrange. Also, 104
the error sum of squared deviations is much higher for this
assumption than for the other two. The second assumptio? 01
(equally probable transfer, not shown in Fig. 10) yields lower €
error sums; the apparent temperature:i$850 K, but is al-
most independent of the excitation line, which is in contrast2 1 b)
with the experimental findings. The third assumption (scal-® 201

a)

20+

20 30 40
state i

u

w

S
1

ing with (2Jina+ 1) — trace c) yields the lowest error sums, ;
and the apparent temperatures show a trend o700 K “5 10
for the P1(1) excitation line t02850 K [Q1(5)] and 3300 K c 1
[Ri(12)]. L o
=
30 1
Table 4. Comparison between different VET simulation models. Second 20 1
column: The apparent rotational temperature extracted from the experimen-
tal 0—0 band spectra (cf. Sect. 2.3). Columns 3 to 5: Best-fit rotational i
temperatures for the same wavelength interval of the simulated spectra;
enclosed in brackets are the error sums ]
0+
excitation line experimental model 1 model 2 model 3 T T T v T T T T T T T
306.5 307.0 3075 308.0 3085 309.0
P1(D) 2150 K <1000 K 1800 K 2700K
0272 (0.065 (0075 wavelength / nm
Q1(5) 2500 K 1300 K 1850 K 2850K  Fig.10. Comparison between experimental LIF spectrum (trame Ko-
(0.266) (0.101 (0.074 doped flameN’ = 5 excitation) and two simulations. Traca){Calculated
R1(12) 4900 K 2750 K 1850 K 3300K  With model assumption 1. Trace)( Calculated with model assumption 3.
(0.135 (0.128 (0.07) The inserts show time-integrated rotational level populationg # 0, with

F1 and F2 levels alternating
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termined from time-resolved fluorescence signals. With théa base measured at low to medium temperatures, can be
calculated flame composition and literature VET and quenchreliably extrapolated to the high temperatures and rotation-

ing rate coefficients for minor species in the flame, a sefj levels (say,N’ > 15— 20) involved in the VET step in
of species-specific coefficients for quenching and VET wagjgmes.

then derived. A second method for evaluating species-specific

coefficients, which makes use of com_position differences beacknowledgementsThe authors are grateful to J. Heinze and A.O. Vy-
tween a “pure’H2/0> flame and a helium-doped flame, was rodov for providing a temperature fit routine f@H, and to J. Luque and
also tested. Under the given circumstances, its results weleR. Crosley for a copy of their LIFBASE spectra calculation software.

more susceptible to errors and were not used in the furth%]
analysis.
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The resulting rate coefficients for VET fit into the gen- there. Details regarding the model and its present shape may be obtained

eral picture which emerged over the last few yeds:is
a poor quencher; within the error limits, its contribution in the
flame can be set equal to zero. Nitrogen is, however, a main

from the authors (E-mail to KKH@CHEP118.UNI-BIELEFELD.DE).
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