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Abstract. Laser-induced thermal gratings (LITG) were gen-
erated in mixtures of ethylene and ammonia in nitrogen
using mid-infrared laser radiation from a grating-tuned, low-
pressure, pulsed (5 ms pulse width) CO2 laser, and read out
with a continuous wave Nd:YLF laser. The LITG signal in-
tensity was measured as a function of pressure (0.1–2 MPa)
and temperature (300–800 K, at 0.1 and 1 MPa) by tuning
the laser to the accidental coincidences of the 10P(14) and
10R(6) emission lines with molecular absorption transitions
of C2H4 and NH3, respectively. Comparisons are made with
theoretical predictions for the grating efficiency from a simple
thermalization model. A theoretical comparison of the tempo-
ral LITG signal response for three excitation pulse shapes –
a delta function, a realistic pulse, and a square wave is pre-
sented. Furthermore, it is shown that for NH3, most of the
decrease of the LITG signal intensity with increasing tem-
perature is due to the corresponding decrease in fractional
molecular absorption of the pump beam radiation. The di-
agnostic capabilities of the mid-infrared LITG experiment is
demonstrated for spatially resolved ethylene measurements
with long laser pulses in a premixed stoichiometric CH4–air
flame at atmospheric pressure.

PACS: 42.62.Fi; 43.35.Ae; 51.20.+d

In laser-induced thermal grating (LITG) experiments a probe
laser beam which is fully transmitted by the sample (non-
absorbing at wavelengthλpr) is partially reflected off a sinu-
soidally modulated thermal grating structure in the gaseous
medium formed initially by the intensity interference pattern
of two crossed pulsed laser beams at wavelengthλp. In the
case of excitation of infrared-active vibrations in a molecule
the cause of this refractive index change is heat release to
the surrounding medium via fast equilibration of vibrational
energy between neighboring vibrational modes in the ex-
cited species and slower vibration-translational (VT) relax-
ation which can launch acoustic sound waves and a slowly
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decaying density modulation in the interaction region of the
beams [1, 2].

In the past many applications of laser-induced gratings in
the gas phase involved electronic states with fast collision-
induced radiationless quenching of the excitation energy
to generate the thermal grating structure in, for example,
NO2 [3–5], NO [3, 6] and OH [7, 8]. It was shown that
the LITG technique is a sensitive spectroscopic probe for
gas-phase species. In addition, the method allows the meas-
urement of transport properties of the bulk medium and
temperature via the adiabatic velocity of sound using laser
pulses of short duration (tens of ns).

The present work explores the applicability of laser-
induced thermal grating spectroscopy in the mid-infrared
spectral region for the spatially resolved detection of hydro-
carbons (C2H4) and amines (NH3) in gaseous samples under
controlled conditions as well as flame environments. This is
a continuation of our previous study for ethylene performed at
room temperature [9]. Both species are of importance in air-
fed combustion processes both as fuels and pollutants. A CO2
laser with a pulse duration of several ms is used as the ex-
citation source. This time is long in comparison with energy
relaxation times within the molecules as well as diffusional
motion in the gaseous sample. The temperature and pressure
dependence of the LITG signal intensity is investigated and
compared with a simple theoretical model to describe the
underlying excitation and relaxation processes as a function
of these parameters. With this model the time development
of the LITG signal intensity can qualitatively be reproduced
for the present experimental conditions. The results obtained
demonstrate that LITG is a sensitive combustion diagnostic
tool for spatially resolved monitoring of species with intrin-
sically low fluorescence quantum yield, which therefore are
less favorably probed by laser-induced fluorescence (LIF).

1 Theoretical description

The main difference between the experiments described be-
low and previous laser-induced grating measurements is the
long pulse width (5 ms) of the employed CO2 laser. It is used
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to excite rovibrational Q-branch transitions in theν7 bending
mode of C2H4 [10] or theν2 tunneling mode of NH3 [11],
respectively. Table 1 shows that for the total pressures used
here (0.1–2 MPa) intramolecular vibration–vibration energy
exchange as well as collisional vibration–translation (V–T)
relaxation transfer are both fast processes compared with the
laser pulse durationτL, and the thermal diffusion time,τth [1,
12, 13]. The deposition of translational energy as heat in the
medium gives rise to a thermal grating, which is detected by
deflection of a continuous wave probe beam at wavelength
λpr directed into the interaction region at the Bragg angleφB,
with sinφB = λpr/2Λ. The intensity grating is characterized
by a wavevectorq, with |q| = 2π/Λ perpendicular to the grat-
ing planes with wavelengthΛ = λp/(2 sin(θ/2)), whereθ is
the crossing angle between the two pump beams.

The model described below for calculating the LITG sig-
nal intensity, as adopted from Eichler et al. [1] and Danehy
et al. [6], only holds in the limit of high Reynolds num-
bers (with the grating spacing as the relevant length scale
and the sound speed,v, as the velocity) so that acoustic en-
ergy is not deposited in the probe volume. For our conditions,
Re= v/µ = 4430 at 1 atmosphere and 300 K. We assume
that the timescale for thermal diffusion is short compared
with the pump laser pulse duration(τL � τth = 1/(q2D)),
where D = κ/cp is the thermal diffusivity,κ is the ther-
mal conductivity, is the gas density andcp is the specific
heat at constant pressure. Furthermore, the decay times for
collision-induced deactivation of excitation energy in the mo-
lecular ensemble (V–V, V–T, R–T relaxation) is small com-
pared with the laser pulse duration(τVT � τL). This condition
ensures that the rate of energy addition follows the laser pulse
shape. A final assumption is that the laser pulse duration is
long compared to the characteristic acoustic timeτa = Λ/v.
If τL � τa, then a pair of counterpropagating traveling acous-
tic waves are generated impulsively by the laser. These waves
beat with each other, causing density modulations that con-
tribute to and modulate the LITG signal which allows meas-
urement of the gas sound speed. IfτL � τa as is the case
in the present experiment, then the beating, counterpropagat-
ing acoustic waves are not generated which simplifies the
theoretical analysis significantly. The relevant timescales of
the problem are summarized in Table 1. This table shows
that all of the above assumptions are satisfied in the current
experiment.

Population – and thermal – gratings both change the com-
plex refractive indexn = n ′ + iα of the medium by∆n ′ and

Table 1. Estimated values for the time constants [µs] for thermal diffusion
(τth), acoustic transit(τa) and mass diffusion(τd) involved in the gener-
ation and destruction of thermal gratings at three different pressures. For
τVT, the time constant for vibration-translational relaxation, the first entry
is for C2H4/Ar [13] and the second entry is for NH3/N2 [20] collision
pairs, respectively. Thermophysical parameters for pure nitrogen were used
in calculating the pressure dependence of the respective time constants:
 = 1.142 kg/m3, cp = 1.041 kJ/(kg K), κ = 0.026 W/(m K), vs =
353.2 m/s, η = 1.79×10−6 kg/(m s), γ = 1.4, D12 = 0.17×10−4 m2/s

Pressure/MPa τth τa τd τVT

0.15 66 0.56 86 1.8/0.073
1.00 437 0.56 572 0.26/0.011
2.20 961 0.56 1259 0.12/0.005

∆α, which both determine the scattering efficiencyη for the
probe laser beam [1]
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where L is the “length” of the interaction volume. In the
present experiment, the grating is read out using a nonreso-
nant probe laser. Thus, contributions from population gratings
can be neglected. Consequently, the second term in (1) is
ignored. For small density perturbations(∆ � 0) and as-
sumption of ideal gas behavior, the refractive index change
∆n′ can be written as [6]

∆n′ =
(

∂n

∂

)
T

∆ , (2)

if the temperature variation ofn at constant density is neg-
lected. With the long pump pulses in our experiment there is
no impulsive heating of the surrounding gas and the pressure
increase from heat addition is continuously being radiated
away. Therefore, an isobaric heat addition is an appropriate
assumption, and one may write

∆ = −0
∆T

T0
. (3)

The temporal development of the temperature perturbation
can be deduced from solving

d∆T(t)

dt
+ ∆T(t)

tth
= 2α

cp
∆I(t) , (4)

where thermalization of absorbed energy is assumed fast,α is
the absorption coefficient and∆I(t) is the temporal devel-
opment of the grating intensity modulation which is directly
related to the intensity of the grating-forming laser. For an
arbitrary-shaped laser pulse, (4) can be solved numerically.
This numerical approach is adopted in the analysis of the
temporal evolution of the LITG signal in this paper. Fig-
ure 1 shows calculated temporal LITG signal traces for three
different excitation laser pulse shapes, aδ-function, our meas-
ured experimental pulse profile, and a square (top-hat) input,
all exhibiting the same total energy. In this comparison, the
δ-function laser generates 3.3 times more signal (integrated
over time) than the square wave. The measured pulse gener-
ates 1.3 times more signal than the square wave input. But,
these exact ratios depend on the choice of the thermal diffu-
sion time constant.

Figure 2 shows the development of the LITG signal trace
with increasing sample pressure (equivalent to increasingτth)
calculated from (1)–(4), using the measured excitation laser
pulse, and assuming a continuous-wave probing beam. All the
curves are normalized to their peak amplitude. The progres-
sively slower decay of the signal amplitude with increasing
pressure is clearly visible.

A simple scaling law for the LITG signal can be derived
for the case of a square pulse of durationτLs, whereτLs � τth.
In this case, the solution of (4) can be performed analyti-
cally [1]:

∆T = ∆Tst(1− e−t/τth) t ≤ τL ,

∆T = ∆T(τL)e(−t−τL)/τth t > τL , (5)



675

Fig. 1. Temporally resolved LITG signal amplitude by solving (4) for three
different assumed excitation laser pulse shapes: Aδ-function (solid line; in-
tensity divided by 10), the measured pulse shape for the present experiment
(dashed line), and a square pulse (dotted line). All input pulses have the
same total energy. Assumed total pressure is≈ 0.1 MPa (τth = 1000µs)

Fig. 2. Theoretically calculated temporal LITG signal profiles by solving
(4) numerically with the measured excitation pulse used in the experiment
(see Fig. 6) for increasing pressure, i.e., increasing thermal diffusion time
constantτth

with

∆Tst = 2α∆I

κq2
, (6)

which is the amplitude of the temperature modulation in the
steady-state limit. For the case of the square pulse shape, the
numerical solution of (4), shown in Fig. 1, compares very
well with the analytical solution given by (5).

To obtain a closed-form solution for use as a scaling
law, further assumptions are required. First, we assume that
both grating-forming lasers are of equal intensity. Second, we
again invokeτLs � τth to ignore the short rising and falling
edges of the LITG signal. Under these conditions, (1)–(6) can
be combined to produce an expression for the LITG signal

intensity:

Isig(t) =
[(

∂n

∂

)
T

]2 (
pε(p)σ(p)∆N0I(t)LΛ2

2λprκRT 2π

)2

Ipr . (7)

The absorption coefficientα has been replaced by the corres-
ponding absorption cross section viaα = σ∆N0 for a two-
level model. Here,∆N0 is the difference between ground
and excited states in the number density of the absorbing
molecules. Also, a pressure-dependent energy deposition ef-
ficiency termε(p) which is always less than or equal to unity
has been added, following Danehy et al. [6]. Inspection of (7)
reveals ap2σ2/T 4 dependence of the registered LITG signal
intensity from the parameters pressure, absorption cross sec-
tion and temperature, respectively. In the present static-cell
experiments, the number density of absorbers is held con-
stant, but the fraction of the molecules in the state probed
(Boltzmann fraction) varies with temperature as well. Equa-
tion (7) only holds for the excitation laser tuned to line center
of an isolated absorption transition, both of which are poor
approximations in the present experiments.

The pressure and temperature dependences shown by (7)
differ from the derivation in Danehy et al. [6], who assumed
excitation by a short laser pulse withτLδ � τd, whereτLδ is
the duration of the delta function laser pulse. Following Eich-
ler et al. [1] one can directly compare derivations based on
these differing assumptions to show thatIsig-square/Isig-delta=
(τth/τLδ)2. This has some important implications. Sinceτth is
proportional to gas density, the ratio of peak signals scales as
p2/T 2. Thus, the square pulse laser might be more advanta-
geous in higher pressure situations. For the same experimen-
tal conditions (sameτth) the square pulse is predicted to have
much larger peak intensity compared to the delta-function
pulse, assuming equal laser intensity used in both experi-
ments. The assumption of equal laser intensity used here is
more realistic than the assumption of equal laser energy used
in Fig. 1, because in experiments, the maximum intensity is
limited by transition saturation.

One can compute time-integrated signal intensities,Ssig,
from:

Ssig =
∞∫

0

Isig(t)dt . (8)

Comparing the square pulse and the delta pulse, we find
Ssig-square/Ssig-delta= 2τthτLs/τLδ2. Again, the ratio of time-
integrated signals increases with pressure and decreases with
temperature, but not as dramatically as in the case of peak in-
tensities. By integrating the signals over the duration of the
pulse, the signal ratio is dramatically increased. This analysis
suggests that there are several advantages to using a long-
pulsed laser, such as was the case in the present experiment.

2 Experimental setup

The experimental setup is essentially identical to the one
described previously [9] and is depicted in Fig. 3. Briefly,
the two grating forming beams were provided by splitting
the output beam of a low pressure (1.6 kPa) pulsed CO2
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Fig. 3. Experimental arrangement for laser-induced grating measurements
in gaseous samples and flames using a pulsed CO2 laser for excitation
and a cw Nd:YLF laser for probing the thermal grating. The He-Ne laser
is for prealignment of the infrared beams. L1: ZnSe lens, DM: dielectric
coated ZnSe beam combiner, Au: gold-coated mirror, Ge: germanium flat,
L2: quartz lens, NIR: near-infrared longwavepass filter

laser (Edinburgh Instruments, PL6), which operated on dis-
crete transitions in the 10-µm band through a grating in Lit-
trow mount. The temporal pulse shape is structured, with
a short (duration< 1 ms) peak at the beginning of the pulse
and a slowly decaying tail (duration:≈ 4 ms) with an am-
plitude of roughly 25% of the first peak. Typical output
energies at a 10-Hz repetition rate were 220 mJ per pulse,
with a nearly Gaussian beam profile of diameter 7.3 mm
FWHM at a distance of 2 m behind a demagnifying tele-
scope. The two beams were split with an intensity ratio of
3:2 and crossed with an angle of(3.1±0.5)◦. The tem-
poral pulse shape of the pump laser was monitored with
a liquid-nitrogen-cooled HgMnTe detector (EG&G Judson)
with a time constant of 0.5µs and a digital storage os-
cilloscope (DSO, Gould, 200 MHz bandwidth). The probe
beam was delivered from a diode pumped Nd:YLF laser at
λpr = 1053 nm (Spectra Physics, Mod. T20-FD) with a vari-
able continuous wave output power between 0.1–4 W. The
probe beam was coupled into the sample volume under the
phase matching angle of 0.16◦. The diffracted signal beam,
after being focused through a small-diameter (0.5 mm) aper-
ture, was detected by a Si photodiode through a long-pass
filter (Schott, RG 830). Reported signal intensities are peak
(not time-integrated) intensities measured from the DSO. The
temporal LITG signal traces were captured, averaged and
stored in the DSO. The time response of the LITG detector
to a 10-ns Nd:YAG laser pulse exhibited a time constant of
127µs, which, as described below, was not fast enough to
temporally resolve finer details of the LITG signal. Optical

prealignment was performed with a He-Ne laser coupled into
the IR beam path via a coated ZnSe dichroic beam combiner
(DM in Fig. 3).

Temperature-dependent LITG signal intensities were ac-
quired in a vacuum and pressure-tight heated stainless steel
sample cell equipped with ZnSe windows for optical access.
Cooling of the window flanges was accomplished by flow-
ing water through tightly fitting copper tubing. A pressure
manometer, a gas manifold/vacuum pump and a thermocou-
ple for temperature regulation were connected to the cell body
through separate fittings.

Measurements were also performed in premixed methane/
air flames stabilized on a Bunsen burner [14]. The burner con-
sisted of a 10-mm-diameter water-cooled central tube (1 m
long) which provided the fuel-air mixture, and a concentric
annular tube (opening diameter 32 mm) for optional nitrogen
coflow. Typical gas flow rates were 0.47 and 5.04 slm (stan-
dard liter per minute) CH4 and air, respectively, resulting in
a flow speed of 117 cm/s at the exit of the tube. The coflow-
ing air flow was about 100 slm. The whole burner assembly
could be vertically translated with sub-millimeter resolution
relative to the laser beam axis by a mechanical drive.

3 Results

3.1 Temperature dependence of LITG signal intensities

To study the behavior of the LITG signal intensities as a func-
tion of temperature for 0.1 and 1 MPa total pressure, mix-
tures were prepared of the absorbing species with nitrogen
(1% C2H4 or NH3 by partial pressure) in the static cell.
For efficient excitation of ethylene and ammonia the CO2
laser was tuned to the 10P(14) (949.67 cm−1) and 10R(6)
(966.18 cm−1) line of CO2, respectively [15, 16].

Fig. 4. Variation with temperature of the LITG signal intensity in the static
nitrogen gas mixtures. The partial pressure of C2H4 (filled square) and
NH3 (filled triangle) is 0.1 kPa and 0.5 kPa, respectively, at a total pressure
of 0.1 MPa. The temperature dependence for C2H4 was also determined
at 1 MPa total pressure (open squares). Also shown areT−n (n indicated
for each plot) temperature dependencies (solid lines) which best fitted the
experimental data
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Figure 4 summarizes the temperature dependence of the
LITG signal intensities obtained for both species in the cell
experiments at total pressures of 0.1 MPa (filled symbols) and
1 MPa (open symbols), respectively. Since absolute signal in-
tensities have to be determined for each temperature series
(which took several hours because of equilibration of the mix-
tures) any variation in laser performance (pulse energy, beam
profile and beam overlap) during this measurement period
will influence the result, which explains most of the scatter in
the data points. Nevertheless, reasonableT −n temperature fits
(shown as solid lines in Fig. 4) were obtained to describe the
temperature variation of the signal intensity for each species.
It can be seen that for the experiments at 0.1 MPa the best fit
exponentsn are close to the value of 4 as predicted from the
simple theory presented above for the thermal grating signal
intensity of a two-level atom atI � Isat, for example (7). This
close agreement, however, is fortuitous, since effects such as
energy level population as well as spectral line overlap and
excitation of the transitions in the vicinity of the CO2 laser
excitation line are not considered in the theory (see, however,
the discussion section). Certainly, the C2H4 data at 1 MPa de-
viate strongly from theT −4 power law.

3.2 Pressure dependence of LITG signal intensities

The effect of pressure on the LITG signal intensity was in-
vestigated in the range 0.03–2 MPa for temperatures of 320
and 410 K, respectively. For each temperature the cell first
was filled with 1.1 kPa of ethylene, and then nitrogen was
added until the final pressure was reached. The results of
both experimental runs are presented in Fig. 5 in a double
logarithmic plot. Similar to our previous investigations in
C2H4/N2 mixtures at room temperature [9] the signal in-
creases with pressure at the higher temperatures investigated
in this work. Best fit straight lines to the data yield apn

pressure dependence of the LITG signal intensity with ex-
ponentsn equal to 0.95 and 1.5, respectively, for 320 and
410 K.

Fig. 5. Pressure dependence of the LITG signal intensity from samples con-
taining 1.1 kPa C2H4 at a gas temperature of 320 (filled squares) and 410 K
(open squares), respectively

3.3 Temporal evolution of signal intensity

To illustrate the change in the time behavior of the LITG
signal with increasing pressure we plotted in Fig. 6, together
with the excitation laser pulse shape (dashed line), the tem-
poral shape of the measured photodiode current at three dif-
ferent pressures. Even though with the present experimen-
tal setup we were unable to resolve the detailed temporal
characteristics of the scattered signal beam it can clearly
be seen that the signal no longer follows the temporal pro-
file of the pump laser pulse. Instead, the signal decay gets
slower, and the ratio of the first peak to the trailing shoul-
der decreases with increasing pressure. These observations
reflect the slowing down of the thermal diffusional processes
which dissipate the thermal energy by washing out the grating
structure.

3.4 Flame measurements

To demonstrate the feasibility of mid-infrared thermal grat-
ing spectroscopy for flame diagnostics we used the present
experimental setup for spatially resolved detection of ethy-
lene seeded into a premixed flame stabilized on a Bunsen
burner. Figure 7 shows the LITG signal intensity from C2H4
(1.2% of total flow) obtained in a slightly lean(φ = 0.93)
CH4–air flame as a function of height above the tube exit.
Reasonable LITG signals were only obtained within the in-
ner flame cone up to a height of 13 mm. Judging from the
known temperature profile of this flame along the central tube
axis [14] the flame front is located approximately at 16 mm
from the burner exit. Up to this height almost all fuel in the
fresh gas should be consumed, at least to a residual concentra-
tion level below the present LITG detection limit (see below)
at flame temperatures of 2100 K [17]. The observed decrease
of the signal intensity is partly due to the temperature de-
pendence of the fractional population in the absorbing level,
dilution effects in the flame gases, and possible destruction
of the detected species through pyrolysis and oxidation at
higher temperatures closer to the flame tip. In addition, the

Fig. 6. Temporally resolved LITG signal intensity profiles (solid lines;
normalized to the same peak value) recorded with the present detector/
oscilloscope combination. The cell contained a 1.1% ammonia/nitrogen
mixture at 300 K at total pressures of 0.1, 1 and 2.2 MPa, respectively. The
temporal profile of the CO2 laser pulse registered by the cooled HgMnTe
detector is plotted as adashed line
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Fig. 7. LITG signal intensity of C2H4 in a premixed methane/air flame as
a function of height above the exit of the inner tube of the Bunsen burner.
The flame was operated slightly lean (φ = 0.93) with 1.2% C2H4 seeded
into the premixed gas flow. The tip of the visible inner flame cone was at
16 mm above the tube opening

present crossing angle of the pump beams causes the spa-
tial sampling length to be large in comparison to the flame
dimensions close to the tip, which means that the effective
volume containing the probed species is decreasing. In the
crossed-beam setup of Fig. 3 the spatial resolution transverse
to the focused beams was estimated to±500µm. However,
due to the small crossing angle the spatial resolution is less in
the direction parallel to the beams. We have determined the
spatial response function of the present setup by translating
a thin sheet of a C2H4 (1% in nitrogen) flow emanating from
a 1-mm-wide slit nozzle through the interaction region along
the beam propagation direction (see Fig. 8). If one defines the
1/e intensity points of the detected LITG signal as a crite-
rion for the size of the sampling length, this would amount
to ±2.5 mm.

Fig. 8. Determination of the spatial resolution of the LITG probe volume by
recording the LITG signal intensity (open squares) while a thin sheet flow
of C2H4 in nitrogen from a 1-mm-wide slit nozzle was translated through
the laser beam interaction region

3.5 Detection sensitivity

With a gradual dilution of initially 650 ppm of the absorb-
ing species in nitrogen we estimated a detection sensititvity
(S/N ≈ 2) of 20 ppm for C2H4 at 300 K and 1 bar total pres-
sure. This lower limit increased to 80 ppm and 38 ppm at
a cell temperature of 770 K and at a total pressure of 1
and 10 bar, respectively. In the flame the detection limits for
C2H4 and NH3 of 415 and 126 ppm, respectively, were deter-
mined from systematically decreasing the corresponding flow
of these seed gases through calibrated flow controllers and
observing the signal-to-background ratio.

4 Discussion

It is obvious that during and after the long excitation pulse
employed in the present experiments a two-level relaxation
model approach is not adequate to describe the complex
excitation/relaxation pathways for ethylene and ammonia
at higher pressures and as a function of temperature. The
broadening coefficients for homogeneous line broadening are
estimated to beγC2H4 = 0.16 cm−1atm−1 [18] and γNH3 =
0.094 cm−1atm−1 [11, 16], respectively, with a correspond-
ing spectral overlap of neighboring transitions. For a detailed
modeling the spread in population distribution throughout the
ground state level manifold with increasing temperature (due
to the strong temperature dependence of the partition func-
tion) has to be considered as well.

According to (7) one parameter that determines the LITG
signal intensity is the squared absorption coefficientα of the
sampled transition at the frequency of the pump beam ra-
diation, which in general is a function of temperature and
pressure. To calculate the temperature dependence ofα for
ammonia at 0.1 MPa in the spectral overlap region with the
10R(6) CO2 laser line centered at 966.18 cm−1 we used the
HITRAN software package [11]. For our low-pressure CO2
laser we assumed a Lorentzian line profile with a FWHM
of 5×10−3 cm−1 [16]. In the simulation ofα(v, T ) a con-
stant homogeneous line broadening coefficient ofγNH3 =
9.3×10−4 cm−1 kPa−1 [16] with aT −0.75 temperature depen-
dence was assumed for all considered transitions in the neigh-
borhood of the exciting CO2 laser line. The total absorption
is then obtained by integration ofα for each temperature over
the spectral distributionIL(v) of the incoming laser light [16]:

α′ =
v0+∆∫

v−∆

IL(v)α(v)dv . (9)

The Doppler width was estimated to be 2.2×10−3 and
3.7×10−3 cm−1 at 300 and 800 K, respectively. If the contri-
butions from all NH3 transitions in the 965–967 cm−1 range
which contribute to absorption within the CO2 laser emission
profile are considered for the calculation the temperature-
dependent absorption of the pump beam radiation in the sam-
ple can then be well represented by aT −1.6 power law in
the 300–900 K range. If one considers the proportionality of
the LITG signal intensity with (α′)2 this reduced fractional
absorption of the pump beams in the interaction region is re-
flected byT −3.2 a temperature dependence, which is depicted
in a linear plot in Fig. 9 together with the experimental data
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Fig. 9. Temperature dependence of NH3 LITG signal intensity at 0.1 MPa
total pressure: Experimental data from Fig. 4 (filled triangles; left ordinate).
A comparison is shown with the calculated integrated ammonia absorp-
tion coefficientα(T ) (right ordinate) within the linewidth of the CO2 laser
(dashed line: fit with T−n function, solid line: α(T)2). The curves for the
absorption coefficients are normalized to the first experimental data point at
room temperature

from Fig. 4. Therefore, most of this signal intensity decrease
with increasing temperature can be ascribed to the reduced
excitation efficiency of ammonia due to the decreasing pop-
ulations of energy levels involved in the absorption of the
exciting laser radiation. Considering the predictions of [7],
together with theT −3.2 dependence ofα′ leads to an over-
all temperature dependence ofT −7.2 which disagrees with the
experimental observations.

Other factors that influence the temperature dependence
of the LITG signal intensity have not been considered: the ef-
ficiency for creating the thermal grating is controlled by the
VT rate constants which is temperature dependent. For C2H4
the VT relaxation rate constant changes asT −1/3 [19], and the
heat conduction coefficientκ for N2 increases by a factor of
1.6 in the temperature range 300–500 K.

The pressure trends in the data are roughly consistent
with the σ2 p2 scaling predicted by (7). The absorption
cross section is inversely proportional to pressure when the
monochromatic laser is tuned to line center of an isolated,
homogeneously-broadened transition. However, the cross
section has a weaker pressure dependence when contributions
from nearby lines are significant, or when Doppler broaden-
ing is of the same order as homogeneous broadening. In fact,
the cross section can actually increase with pressure if the
laser is tuned away from resonance. Thus, without further de-
tails regarding the precise relative tuning between the laser
and the nearby transitions and without access to a detailed
database for computing C2H4 absorption spectra, the agree-
ment between experiment and theory can be considered to be
consistent, but not fully understood.

Qualitatively the computed temporal LITG traces (Fig. 2)
compare well with the experimental data (Fig. 6). As pres-
sure is increased and thermal diffusion is slower, both ex-
periment and theory show a marked change in the shape of
the LITG signal pulse. Quantitatively, the comparisons are
not as satisfactory. For example, the 2.2-MPa trace in Fig. 6
has a computed thermal diffusion time ofτth = 961µs (see
Table 1). Yet, the experimental trace agrees most closely with

theτth = 2000µs calculation. This dicrepancy may be caused,
in part, by the slow time response (127µs) of the LITG signal
detector which has not been taken into account in the an-
alysis. Errors in determining the exact temporal shape of the
CO2 laser pulse likely contribute to this discrepancy, as do
uncertainties in the angle between the grating forming beams
(recall that the thermal diffusion time varies as the inverse
square of the angle between the pump beams).

5 Conclusions

There still is a lack of sensititve, nonintrusive and species-
specific laser diagnostics techniques in flames for the spa-
tially resolved detection of hydrocarbons and other poly-
atomic molecules which exhibit low fluorescence quantum
yields and, therefore, make otherwise sensitive methods such
as laser-induced fluorescence (LIF) less favorable. The mid-
infrared laser-induced thermal-grating technique introduced
in the present study might be a suitable solution, especially
at high pressure. For this technique a CO2 laser, as used in
the present experiments, constitutes a simple and versatile
excitation source with a multitude of spectral lines in close
coincidence with characteristic absorption features of poly-
atomic molecules. To make unambiguous assignments for
a certain detected species, spectral patterns at a multitude of
CO2 laser transitions need to be recorded [21, 22]. Due to
the directional properties of the signal beam with its accom-
panying remote detection capability, samples can be probed
without interference from thermal background radiation of
the flame environments. For quantitative measurements, how-
ever, the detailed pressure and temperature dependence of the
LITGS signal intensity for each species needs to be known,
either from a theoretical model or via calibration experiments.
So far, only qualitative agreement with theory in the pressure
and temperature dependencies as well as the temporal evolu-
tion of the LITG signal have been achieved. For C2H4 and
NH3 the present results indicate a strong temperature depen-
dence of the thermal LITG signal intensity between 300 and
700 K. This property, in combination with a fast wavelength-
switching technique of the excitation frequencies might be
used with advantage, for example, two-line thermometry ap-
plications in the preheating zone of combustion events.

For a better understanding of the LITG signal behav-
ior with pressure and temperature a tunable and short-pulse
CO2 laser would be of great value. Finally, in high-pressure
environments, long laser-pulse durations appear to be more
efficient than shorter ones for species detection with LITG
spectroscopy.
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