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Abstract. Minimizing residual frequency dispersion that ac-
companies pulse stretching, amplification, and recompression
is an important consideration in ultrashort chirped-pulse am-
plifiers. Here we show how an adaptive learning algorithm
can be used in conjunction with a pulse shaper to compensate
for higher-order and nonlinear dispersion in a chirped-pulse
amplifier. Using spectral blueshifting as a sensitive diagnos-
tic for pulse shape, we implement a ‘learning loop’ comprised
of the pulse shaper, strong field laser ionization, and a ge-
netic algorithm to minimize dispersion through the amplifier.
We verify our optimization results using frequency-resolved
optical gating (FROG) measurements and also show theoret-
ically and experimentally that spectral blueshifting is indeed
a sensitive diagnostic for pulse shape, and specifically, for
higher-order dispersion.

PACS: 42.65.R; 42.50.H; 33.80.R

Computer-based optimization strategies [1] coupled directly
with femtosecond pulse-shaping methods [2] are becoming
increasingly popular within the ultrafast laser community for
controlling dispersion in lasers and chirped-pulse amplifiers.
Numerous groups have reported the use of computer opti-
mization routines coupled directly with a fs pulse-shaper for
minimizing pulse duration [3–8] and for generating wave-
forms of arbitrary temporal shape [9, 10]. (Indeed, the reader
will find many articles in this special edition devoted to adap-
tive learning methods in ultrafast optics.) The reasons for this
increasing popularity are twofold. First, the optimization al-
gorithms used in adaptive learning (for example, simulated
annealing, evolutionary algorithms, and genetic algorithms)
are able to rapidly search through a large parameter space
for the optimal pulse shape. Second, these algorithms func-
tion efficiently in the presence of experimental noise such as
laser intensity and phase fluctuations. The latter characteris-
tic is particularly important in applications involving chirped-
pulse amplifiers, where fluctuations in intensity and band-
width may play a dominant role.

In this paper, we report on the use of adaptive learning for
correcting higher-order dispersion in a chirped-pulse ampli-
fier without any intentional predistortion of the pulse. We use

a highly sensitive feedback signal, the spectral blueshift [11,
12] from strong field ionization, to detect changes in spec-
tral phase of the pulse as it is being optimized. Unlike other
diagnostic methods, spectral blueshifting is quite sensitive
to changes in the leading edge of the pulse which accom-
pany frequency dependent dispersion. The paper is organized
as follows. In Sect. 1 we discuss in detail the experimental
techniques and the implementation of the adaptive control.
Our experimental phase optimization results are presented in
Sect. 2, in which we display how the pulse phase evolves for
different initial conditions. In Sect. 3, we present pulsewidth
and phase diagnostic measurements (second-harmonic gen-
eration frequency-resolved optical gating) which corroborate
our optimization results. In Sect. 4, we present a detailed dis-
cussion of the use of spectral blueshifting as a diagnostic of
pulse phase. In particular, we show that the blueshift signal is
highly sensitive to the sign of the cubic phase and presents an
unambiguous signature for an optimized (transform limited)
pulse. We conclude in Sect. 5.

1 Experimental details

1.1 Experiment description

Our experiments were performed using a multipass Nd:YAG-
pumped,10-Hz repetition rate chirped-pulse amplifier system
using a hybrid double-pass pulse stretcher/shaper capable of
phase compensation and pulse shaping [13]. For these experi-
ments,2-nJ, 15-fs pulses were selected from a Ti:sapphire
oscillator and stretched to20 ps. To provide higher order
phase control, a computer-programmable,128-pixel spatial
light modulator (SLM) was placed in the Fourier plane of the
stretcher. The pulses were then amplified to2 mJthrough 10
passes and then compressed to42 fs (in the absence of any
phase compensation). Combined losses from the stretcher op-
tics and SLM resulted in a10% throughput, thus an overall
gain of 107 was required by the amplifier. Gain narrowing re-
duced the spectral width to30–35 nmdepending on amplifier
saturation and a theoretical transform-limited output pulse of
28–33 fs. Spatial filters placed in each pass of the amplifier
ensured minimal amplified spontaneous emission and good
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beam quality at the amplifier output. After compression,1 mJ
pulse energies with6%–10% pulse-to-pulse energy fluctua-
tions were obtained.

To monitor the dispersion, we measured the magnitude
of the spectral blueshift during strong field ionization in am-
bient air, nitrogen or argon. As shown in the experiments
of Wood, et al., the self-phase modulation of the laser pulse
resulting from the rapid creation of an electron-ion plasma
leads to a time-dependent and monotonicallydecreasing
index of refraction∂n/∂t = −(2π e2/meω

2)∂Ne(t)/∂t with
a corresponding frequency shift toward theblue side of the
spectrum [11]:

∆ω=−ω0

c

∫ L

0

∂n

∂t
(ω, t, z)dz. (1)

For intense pulses (> 1015 W/cm2), time-resolved experi-
ments have shown that the ionization predominantly occurs
at early times on the leading edge of the pulse [14]. Since
the magnitude of the blueshift depends on theionization rate
(1), we expect heuristically that optimizing the leading edge
of the pulse should result in a larger ionization rate and, con-
sequently, a larger shift in the spectrum toward the blue. It
is well known that the presence of any residual higher-order
phase on the pulse compromises the wing structure of the
pulse on both the leading and trailing edges of the pulse [15].
Thus, monitoring the self-phase modulated spectrum of the
light subsequent to an ionization event should provide a sen-
sitive diagnostic for the presence of higher-order phase.

Linearly polarized pulses from the amplifier were focused
by a10 cm-focal-lens off-axis parabolic mirror in air or argon
at atmospheric pressure to a spot diameter of approximately
20µm and a maximum pulse intensity of> 1016 W/cm2. The
light from the interaction region was collected using a large
collection lens and sent to a diffraction grating for spectral
filtering. To obtain an unambiguous signal, wavelength com-
ponents in the range 450±10 nmwere collected and meas-

Fig. 1. Schematic layout of the phase optimization ex-
periment. The learning loop consists of the Ti:sapphire
laser, the pulse stretcher which incorporates a pro-
grammable spatial light modulator, the amplifier, the
compressor, the ionization experiment, the spectral filter
and detector, and the computer-based genetic algorithm
which reprograms the SLM

ured using a photo-multiplier tube (PMT). In the absence of
any phase compensation, no light was detected in this spectral
region. To minimize noise in the data due to pulse-to-pulse
fluctuations in energy, spectrum, and/or temporal duration,
a small amount of light was picked off before focusing and
sent to a reference PMT. Because the plasma breakdown is
a highly nonlinear process, we normalized the signal pulse by
the square of the reference pulse energy. A schematic of the
experimental apparatus is shown in Fig. 1.

Subsequent to the optimization experiments, second-
harmonic generation frequency-resolved optical gating meas-
urements [16] (SHG-FROG) were performed to assess the
amount of phase compensation that resulted from the opti-
mization. A custom single-shot apparatus was built to rapidly
acquire FROG traces, autocorrelations, or spectra. Two repli-
cas of the input beam were cylindrically focused in a vertical
plane and crossed in a100-µm KDP crystal at a15◦ angle.
The back surface of the crystal was imaged with magnifica-
tion onto the input slit of an imaging spectrometer. All FROG
traces were 5-shot averaged. Typical reconstruction errors
were in the range 0.001−0.004.

1.2 Phase optimization using a genetic algorithm

During each experiment, the phase is optimized by program-
ming the SLM to provide a parameterized phase compensa-
tion of the form:

Φcompenasation(ω)= 1

2!
d2Φ

dω2
(ω−ω0)

2+ 1

3!
d3Φ

dω3
(ω−ω0)

3

+ 1

4!
d4Φ

dω4
(ω−ω0)

4+ΦNL(ω−ω0), (2)

where the pulse phase is defined as exp[−iΦ(ω)]. The goal
of each experiment is to determine the set of coefficients
that produces the shortest pulse. The first three coefficients,
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d(i)Φ/dω(i), are the standard quadratic, cubic, and quartic
higher-order dispersion terms. Numerical analysis of our am-
plifier leads us to believe that cubic dispersion is the dominant
dispersion term. Nevertheless, we expect some quartic and
nonlinear phase to be present, so we include them as well as
quadratic phase in the optimization.

The last term in (2),ΦNL(ω−ω0), reflects nonlinear phase
shifts arising from the propagation of the amplified pulse
through transmissive elements in the amplifier chain [17].
To a good approximation, the large chirp imposed by the
stretcher linearly maps the frequency of the pulse onto time
such that the temporal intensity profile of the stretched
pulse closely approximates the frequency intensity profile,
Istretch(t)∼ I(αω), whereα is the quadratic chirp parameter.
Thus, the self-phase modulation resulting from the amplifica-
tion takes the form:

ΦNL(t)= 2πn2L

λ
I(αω), (3)

wheren2 is the nonlinear index of refraction andL is propa-
gation length. Here, we assume a Gaussian dependence for
the frequency spectrum,

ΦNL(ω−ω0)=ΦNL,maxexp

[−(ω−ω0)
2

∆ω2

]
, (4)

validated by our experimental measurements of amplified
pulse spectra and parameterize the constants in (3) by a single
phaseΦNL,max.

The optimization was performed using GENESIS, a ge-
netic algorithm (GA) [18]. The GA is a global optimization
method that mimics the paradigms of biological evolution to
efficiently search a large dimensional parameter space. The
optimization begins with a random sample population of indi-
viduals (trials) comprised of the phase coefficients to be opti-
mized, in this case the set{d2Φ/dω2, d3Φ/dω3, d4Φ/dω4,
ΦNL,max} or a subset thereof. Each coefficient is parameter-
ized to 1024 possible values. In the GA, each parameter is
represented by a “gene”, anN-bit binary string that uniquely
specifies its value (shown in Fig. 2). Each individual in our
optimization is composed of 4 genes. A population of 50 ran-
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Fig. 2. The basic operation of the genetic algo-
rithm. The phase coefficients are parameterized
in N-bit strings and ‘evaluated’ in the test func-
tion. The genetic algorithm generates a new set
of individuals using the crossover and mutation
operations. The evaluation and genetic opera-
tions are continued until an optimal solution is
reached

domly chosen individuals is selected to begin the optimiza-
tion. After evaluating each individual in the initial population
in the test function (in our case, by measuring the signal from
the experiment), individuals are chosen to propagate to the
next generation by a random selection process such that the
expected number of times an individual appears in the next
generation is proportional to the strength, or fitness, of that
individual. A large fraction of individuals in the new gener-
ation is ‘crossed’ with another individual in the population.
The crossover operation takes a subset ofN-m bits from one
parent andm bits from the second parent to form one off-
spring. The remainingm bits from parent 1 andN-m bits
from parent 2 are combined to form a second offspring. Be-
cause particularly strong genes will be replicated many times
in a subsequent generation, they may survive intact. A small
fraction of the genes are mutated, i.e., a bit is flipped ran-
domly as the propagation occurs. Mutation insures genetic
diversity and guards against a particularly fit individual dom-
inating the entire population. It also prevents the optimization
from becoming trapped in a local minimum.

2 Optimization of pulse phase

2.1 Full phase optimization

In the first experiment, we programmed the laser system
to optimize the full set{d2Φ/dω2, d3Φ/dω3, d4Φ/dω4,
ΦNL,max} of the parameters in the range(±1, 000 fs2,
±50, 000 fs3, ±1,0 00, 000 fs4, ±5 rad). The entire param-
eter space corresponds to approximately 1012 possible phase
combinations. For each trial, four laser shots were averaged,
with the GA seeking to maximize the amount of light spec-
trally shifted into the440–460 nm wavelength band. The
optimization proceeded until either 1000 trials had taken
place (corresponding to 20 generations) or the GA deter-
mined that an optimal solution had been achieved. Each run
took up to30 min.

In Fig. 3, we display how the blueshift signal evolves as
the experiment progresses. In this case, the achievement mea-
sures an increase in the blueshift signal. The squares denote
the best single result in a particular generation, i.e, the larg-
est blueshift signal corresponding to a specific set of phase
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Fig. 3. The evolution of the blueshift signal versus generation when opti-
mizing the parameter set{d2Φ/dω2, d3Φ/dω3, d4Φ/dω4, ΦNL,max}. The
best result in each generation is plotted assquares. The average of the
blueshift signal for all individuals in the generation is plotted astriangles

coefficients. The triangles represent the average value of the
blueshift signal for all of the trials in that generation. The
average achievement monitors the rate of convergence of the
optimization, increasing as the ’strong’ individuals in each
trial are subsequently propagated to the successive gener-
ation. In generation 0 of the experiment, one of the randomly
selected individuals has increased the blueshift to a non-zero
level. (No blueshift signal is observed in the absence of any
phase compensation.) As the experiment progresses through
5 generations, the best blueshift signal rapidly increases in
magnitude to 8 times its initial value. After the 5th gener-
ation, the blueshift increases at a slower rate with pronounced
fluctuations from generation to generation. The average value
also shows the same trend. After 1000 trials, the experiment is
terminated by the GA, although the average achievement has
not yet reached a plateau.

Figure 4 displays the evolution of the phase coefficients
during the experiment. The points in each graph represent
the average value of a particular phase coefficient in each
generation. The error bars display the statistical standard de-
viation of the data set and represent the dispersion of values
for a particular generation. For all of the phase coefficients,
the standard deviation decreases rapidly in the first three or
four generations, indicating that the GA has converged on
a particular parameter that maximally enhances the blueshift
signal. However, only the quadratic phase has converged to
a well-defined value (−800 fs2) by the termination of the
experiment. All of the other terms in (2), particularly the non-
linear phase, are still varying somewhat by the end of the
experiment. Mutations are evident throughout the course of
the experiment, as evidenced by an increase in the standard
deviation. A mutation is especially prominent in generation
15 where the changes in the quadratic, cubic, and nonlinear
coefficients result in a decrease in both the best and average
values.

2.2 Cubic and nonlinear phase optimization

Since we expect the cubic term to dominate the disper-
sion in our amplifier, a second experiment was performed

Fig. 4. The average values (circles) and standard deviations (error bars) of
each of the four phase coefficients versus generation. As the experiment
progresses, the standard deviation decreases significantly, as evidenced by
the reduction in the error bars, indicating that the GA has converged to
a particular individual (set of phase coefficients)

in which only the cubic and nonlinear phase are optimized.
The best blueshift signal in this case increases to its max-
imum value (≈ 1.6) by generation 4 and remains constant
for the duration of the experiment (shown in Fig. 5). The
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Fig. 5. The evolution of the blueshift signal versus generation when op-
timizing the reduced parameter set{d3Φ/dω3,ΦNL,max}. The best result
reaches a plateau at generation 4; the average value is optimized at gener-
ation 9. Both the best and average values exceed those obtained during the
optimization of the set{d2Φ/dω2, d3Φ/dω3, d4Φ/dω4, ΦNL,max}
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average value also increases, reaching a plateau at gener-
ation 9. In addition, final achievement is greater than in
the full phase optimization experiment (1.6 versus 1.2). The
experiment terminates after 12 generations (or 600 trials)
when the GA stagnates. The accompanying evolution of the
cubic and nonlinear phase (shown in Fig. 6), behaves simi-
larly to the full phase optimization case, displaying a rapid
convergence to a specific value. However, unlike the pre-
vious experiment, the phase values remain relatively con-
stant (d3Φ/dω3≈−22, 500 fs3, ΦNL,max≈ −1.7 rad) after
generation 4. Moreover, these values are not the same as
those obtained in the full phase optimization (d3Φ/dω3 ≈
−14, 350 fs3,ΦNL,max≈ −4.2 rad).

The variability from generation to generation is markedly
decreased during the reduced phase experiment when com-
pared with the full phase experiment. There are several pos-
sible explanations for this. First, the parameter space was
reduced from 1012 discrete points (for the full phase ex-
periment) down to 106 (for the reduced phase experiment).
Also, as our FROG measurements show below, cubic and
nonlinear phase are the dominant dispersion terms in our
amplifier. Thus in the reduced phase experiment, the GA is
allowed to focus on those parameters that most affect the
pulse shape. In addition, the Gaussian functional form of the
nonlinear phaseΦNL(ω−ω0) couples to the quadratic and
quartic phase terms through a Taylor series expansion consist-
ing of even powers ofω−ω0: exp[−(ω−ω0)

2/∆ω2] ≈ 1−
(ω−ω0)

2/∆ω2+ (ω−ω0)
4/2∆ω4+ . . . ). Any changes in

ΦNL,max can affect the quadratic and quartic phase parame-
ters in a complicated fashion. In addition, oppositely signed
quartic and quadratic terms can partially compensate each
other. Thus in the full phase optimization experiment, the
even-order parameters compete against each other during the
optimization, possibly trapping the algorithm in a local min-
imum and reducing the effectiveness of the GA to converge
rapidly to a global minimum. In the reduced phase optimiza-
tion experiment, the parameters are independent of each other
and therefore can be efficiently optimized.

2.3 Recovered CPA dispersion

The results of the experiments above enable us to recon-
struct the higher-order phase inherent in the CPA, and thus
provide a way of quantifying the dispersion as well as mini-
mizing it. The frequency-dependent phase recovered for each
experiment is shown in Fig. 7, which plots both the full phase
optimization (open circles) and cubic/nonlinear optimization
(filled circles). The amplified pulse spectrum is also shown
for reference. In both cases, the experimentally determined
phase has a characteristic cubic dependence, indicating that
third-order phase is the dominant dispersion term. This is
consistent with numerical ray-tracing results for our CPA.
The intrinsic dispersion in the CPA is the additive inverse of
the phases shown in Fig. 7.

It is interesting to observe that the recovered phases are
quite similar in each case despite the fact that the final co-
efficients and, more significantly, the functional form of the
optimization differed in each experiment. This may be a con-
sequence of the relatively simple nature of the parameter
space, with exactly one minimum corresponding to constant
phase across the frequency spectrum. In fact, the optimal

-4E +4

-2E +4

0

2E +4

4E +4

C
ub

ic
(f

s3 )

-4

-3

-2

-1

0

1

N
on

lin
ea

r
(r

ad
.)

0 2 4 6 8 10 12

G enera tion
Fig. 6. The average values (circles) and standard deviations (error bars) of
the cubic and nonlinear phase coefficients versus generation

phase shows a functional phase form quite similar to that of
the full phase optimization, indicative of the predominance of
the cubic term.

The fact that these two different runs give essentially the
same results for the phase indicates that the optimization is
robust. In general, cubic dispersion is dependent upon the
wavelength-dependent optical path in the amplifier, which
does not change significantly on a day-to-day basis. Once the
optimization has been performed for a specific configuration
of the amplifier, it need not be performed again until the am-
plifier configuration has changed or the input pulse phase has
been grossly distorted.

3 Pulse width diagnostics

While the results of the prior section have shown that the GA
can ‘learn’ a pulse phase that enhances the blueshift signal,
it remains to be demonstrated that the maximal blueshift sig-
nal correlates with the shortest possible pulse. For example,
because the blueshift signal is sensitive to the leading edge
of the pulse, it is conceivable that optimization using strong
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Fig. 7. The optimal phase profile that the amplifier has ‘learned’ from the
experiment by optimizing the full set of phase coefficients (open circles)
and cubic and nonlinear phase (filled circles). The amplified intensity spec-
trum is shown for reference
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field ionization as a diagnostic merely changes the sign of
the cubic phase term and optimizes the leading edge of the
pulse at the expense of the trailing edge. Below, we argue,
based on experimental data and theoretical modeling that op-
timizing the self-phase modulation during ionization indeed
produces the shortest possible pulse and optimal phase for
a given spectrum. In this section, we showdirectly that the so-
lution determined by the GA satisfies our goal of producing
a shorter pulse. Previously, we used slow-scan autocorrela-
tions to demonstrate that the shorter pulses were produced
subsequent to the optimization [6]. In those measurements,
a reduction in pulse duration from37 fs to 30 fs was ob-
served for a pulse with a theoretical transform-limited dura-
tion of 28 fs. Here, we present second-harmonic generation
frequency-resolved gating [16] (SHG FROG) measurements
of the pulse before and after optimization which confirm
that the solution found by the GA substantially improves the
phase profile of the pulse.

Figure 8a shows an experimental FROG trace of an un-
optimized amplified pulse with a general shape characteristic
of mainly cubic phase distortions. When the optimal phase
found by the GA feedback experiment is loaded into the SLM
the FROG trace shown in Fig. 8b results. The reconstructed
time dependence of the pulse intensity before (dashed line)
and after the optimization (solid line), plotted on a logarith-
mic scale in Fig. 9a, illustrates the improvement in the tem-
poral profile of the pulse after the optimization. Prior to opti-
mization, temporal oscillations are observed on the wings of
the pulse, consistent with the presence of excess cubic phase.
After the pulse is compensated, a substantial improvement in
the pulse shape is evident. As a result of the optimization, the
duration of the pulse decreases from42 fs to 36 fs. For these
measurements, the transform limit corresponds to33 fs, as
a result of the narrower amplified spectrum than in our previ-
ous autocorrelation measurements. Figure 9b displays the re-
constructed spectral phase corresponding to the unoptimized
pulse (dashed line) and the optimized pulse (solid line). The
intensity spectrum is shown for reference. The flattening of
the phase profile after optimization is seen clearly.

Generally, the spectral phase profile as recovered from
the experimental FROG traces always shows a certain degree
of ripple structure not conveniently described via the Tay-
lor series expansion (see, for example, the unoptimized phase
in Fig. 9b). Compensation for this phase structure through
adaptive learning is possible but will require an individual
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Fig. 8a,b. SHG FROG spectrograms ofa the initial un-
optimized pulse andb the pulse optimized by the GA
feedback loop.Contour linescorrespond to the intensity
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80%

720 760 800 840 880
W avelength (nm )

0

5

10

15

20

25

P
h

as
e

(r
ad

)

-200 -100 0 100 200
T im e (fs)

In
te

n
si

ty
(a

rb
)

a )

b )

Fig. 9a,b. Reconstructed temporal intensity (a) and spectral phase (b) for
the initial unoptimized pulse (dashed curves) and after optimization with
the GA learning loop (solid curves). Recovered pulse intensity spectrum is
superimposed onto the phase curves for reference

control of each pixel of the SLM increasing considerably the
complexity of the parameter space for optimization, such as
demonstrated by Yelin et al. [3] and Baumert et al. [4].

4 Discussion

While the FROG measurements above vindicate our selec-
tion of blueshifting as the diagnostic in this experiment, it
is natural to ask why the choice was made of such an ex-
perimentally complex and potentially ambiguous measure of
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pulse phase (as opposed to second-harmonic generation for
instance) and what is the nature of the correlation between
the molecular ionization and pulse phase that allows these ex-
periments to work? Here, we discuss the considerations in
selecting blueshifting as a useful diagnostic.

4.1 Adaptive phase compensation in CPAs: the role of noise

Under ordinary operation, a chirped-pulse amplifier produces
pulses that are quadratically compensated. Pulse broadening
in a CPA occurs due to the lack of compensation of higher-
order phase terms. Whereas the magnitude of the temporal
broadening depends on the specific configuration of the am-
plifier, it is typically a factor of two or less for∼ 50-fs
pulses. For the CPA used in these experiments, the difference
between the measured pulse duration before phase compen-
sation and the transform-limited pulse duration is approxi-
mately10 fs, or a25% increase. Thus, we are primarily seek-
ing to produce a small improvement by optimizing the cubic
and higher-order phase terms.

In the absence of experimental noise, a simple diagnos-
tic such as SHG works quite well. However, noise sources
(such as pulse-to-pulse fluctuations in energy and spectrum)
‘pollute’ the diagnostic signal and compete against the de-
sired optimization variable. Learning algorithms such as
the GA cannot discriminate against experimental fluctua-
tions if they have significant influence on the signal. Under
ideal conditions (where there are no experimental fluctua-
tions present), the increase in SHG signal is approximately
(τinitial/τoptimized)

2 whereτoptimized is the pulse duration after
the optimization andτinitial is the pulse duration at the start
of the experiment. Under our experimental conditions (ini-
tial pulse duration of42 fs, transform-limited pulse duration
of 33 fs after amplification), we estimate that a SHG signal
is limited to a maximum increase≈ 1.6 with no competing
noise sources present. This is in marked contrast to situa-
tions where the initial pulse is stretched to many times its
transform limit [3, 4]. When noise is included, the situation
changes dramatically. Pulse-to-pulse fluctuations in energy
∆E and spectral width∆v also contribute to the magnitude
of the SHG signal, since both affect the intensity of the pulse,
I ≈ (Epulse±∆E/2)(νpulse±∆ν/2), and therefore the SHG
efficiency (≈ I 2). Hereνpulse is the pulse bandwidth. RMS
fluctuations of10% in energy and15% in bandwidth result
in variations of the SHG signal by 1.6. Thus, the algorithm is
trying to find the optimal SHG signal in a noisy background
that fluctuatesas much asthe maximum achievable signal en-
hancement. Such large background fluctuations render SHG
useless in this case. This was verified experimentally: we
found thatSHG optimization stagnatedwith no observed im-
provement in the SHG signal after optimization.

Since the ionization occurs well before the peak [14], the
origin of the blueshifted signal makes it much more sensi-
tive to the steepness of the pulse leading edge rather than the
peak intensity of the pulse. Therefore, fluctuations in the am-
plifier output energy do not obscure the signal variation due to
phase optimization as much as they do in the SHG experiment
where both the fluctuations and the desired signal are tied to
the peak intensity. Finally, the blueshift experiment as we im-
plement it is a zero background measurement (i.e., we detect
a part of the spectrum such that no signal is observed unless
some phase correction is present).

4.2 The correlation between ionization and dispersion

While the above arguments suggest that blueshifting is a bet-
ter optimization candidate than SHG for our experiments, we
now show directly that it correlates with the dispersion of the
optical pulse. In general, blueshifting by strong field ioniza-
tion is a highly complex phenomenon that depends on the
pulse energy and pulse shape as well as on the specific prop-
erties (composition and density) of the atomic or molecular
species. There is also a spatial dependence to the self-phase
shift arising from the transverse spatial profile of the beam
in the interaction region which further complicates the inter-
pretation of the data and obfuscates the connection between
phase and blueshift [12]. To examine the effect of dispersion
on the blueshifted spectrum, we experimentally and theoret-
ically examine how cubic phase in particular influences the
nature of the blueshifted spectrum.

Figure 10 displays the experimentally measured spectra
for varying amounts of higher-order cubic phase taken under
the same conditions as the optimization experiments (air at at-
mospheric pressure; each spectrum is an average of 100 laser
shots). The cubic phase is measured with respect to the opti-
mized phase. We stress that only the cubic phase was varied in
these experiments; the pulse energy and focal characteristics
were held constant to within the pulse-to-pulse fluctuations of
the amplifier.

Several features are apparent in the data. In particular,
the spectral weight shifts furthest toward shorter wavelengths
when no residual cubic phase is present on the pulse. The
presence of relatively small amounts of cubic phasesubstan-
tially reduces the magnitude of the spectral shift toward the
short wavelength end of the spectrum (defined here as the in-
tegrated photon intensity in a specific spectral bandwidth).
For d3Φ/dω3 =−10 000 fs3 (which broadens a30-fs Gaus-
sian pulse to35 fs FWHM), the spectral weight has dimin-
ished at wavelengths shorter than580 nm. To more clearly
illustrate the recession of the shift with increasing phase,
equi-intensity contours are also plotted on the graph. At each
of the wavelengths, the maximum intensity corresponds to ex-
actly the optimal cubic phase. This experimental observation
further validates the use of strong field ionization as a pulse
phase diagnostic. In addition, thecharacterof the spectrum

Fig. 10. The experimentally obtained intensity spectrum of the blueshifted
light in air versus wavelength and the cubic phase. The optimally com-
pressed pulse (here referred to as having zero cubic phase) displays the
largest blueshift, as evidenced by the equi-intensity contours
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depends qualitatively upon thesign of the cubic phase. For
negative cubic phase, significant spectral weight has shifted
away from the initial spectrum and forms a smooth, continu-
ous distribution below760 nm. For positive cubic terms, we
observe significant oscillatory structure in the shifted spectral
components with a dramatic reduction in overall magnitude
of the spectral shift. With+20 000 fs3 phase on the pulse, the
spectral shift has diminished by a factor of 4 at680 nm.

These experimental results are corroborated by numeri-
cal modeling of the ionization dynamics. Recent relativistic
simulations by Rau et al. using longer pulses and greater
cubic dispersion (up to106 fs3) showed qualitatively dif-
ferent character for blueshifted spectra depending on the
sign of the cubic phase [19]. Here, we use a simpler one-
dimensional model based on Maxwell’s equations for pulse
propagation [20] and Ammosov–Delone–Krainov (ADK)
ionization [21] to model our specific experiment. Figure 11
presents numerically simulated frequency shifts resulting
from the ionization of and concomitant propagation through
molecular nitrogen by ultrashort laser pulses as a function
of cubic phase for our pulse parameters. While the detailed
quantitative nature of the simulated spectra differs from the
experimental data in terms of their shifted wavelengths and
exact spectral shapes, the overall agreement between these
simulations and the experiment is good. (In particular, this
model does not include diffraction and self-lensing effects in
the ionization region caused by the transverse spatial inten-
sity variation, which have been shown to affect the character
of the spectra [12]). Three features are worth noting in com-
paring the numerical and experimental plots. First, the magni-
tude of the shift decreases significantly for larger amounts of
cubic phase, which is consistent with the experimental data.
For shorter wavelengths (near600 nm), the greatest spectral
weight accompanies the transform-limited pulse. Second, the
presence of positive cubic phase on the pulse leads to notice-
able oscillatory structure in the spectrum, again in agreement
with the experimental data. These oscillations in the ioniza-
tion spectra have been attributed to the temporal interference
of equally spaced frequency components above and below
the center frequency which have the same group delay ad-
vance. The interference of these frequency components in the
time domain on the leading edge of the pulse is transferred

Fig. 11. The theroretical blueshift spectrum versus cubic phase forN2 ion-
ization and the conditions used in the optimization experiments. The spectra
were computed using a one-dimensional propagation and ADK ionization
code

back onto the spectrum of the pulse during the ionization pro-
cess. Finally, the spectra associated with negative cubic phase
exhibit a broad shifted feature at the shortest wavelengths
and a sharp spike nearer to the original wavelength band.
All of these features are also observed in the experimental
spectra.

The previous results demonstrate that if the propagation
length does not change dramatically as the cubic phase is
changed over a range of40 000 fs3 (as happens in our experi-
ments), the detection of blueshifted light at the very edge of
the spectrum provides a sensitive diagnostic of spectral phase.
The question then becomes: how much do the propagation
dynamics change? It could be argued that pulse shaping dis-
torts the spatial mode of the pulse, resulting in spatial profiles
that change with the amount of phase present on the pulse.
Such effects have been examined extensively by Wefers et
al. [22] and shown to be important when the shaped pulse
is of significantly longer duration than the input pulse. We
have recently shown, however, that the spatial mode of the
pulse does not change for small amounts (< 80 000 fs3) of
cubic phase imparted by the SLM in the stretcher [13]. Thus,
any change in interaction length must be due to the intrinsic
strong field ionization dynamics. This could possibly occur if
the small change in pulse duration resulting from the phase
compensation leads to a subsequent ionization event (for ex-
ample,Nj

2→ Nj+1
2 ) which changes the radial profile of the

index of refraction and thus the propagation length. However,
at our intensities (I > 1016 W/cm2), the molecules are already
at a relatively high ionization state. Thus, an ionization event
at these intensities causes a small perturbation on the index
of refraction and therefore on the defocusing and interaction
length. We believe therefore that the propagation dynamics
are not significantly affected.

5 Conclusions

We have demonstrated that adaptive learning algorithms can
be used for compensating higher-order dispersion in chirped-
pulse amplifiers. Using a sensitive diagnostic signal, spectral
blueshifting, to monitor the character of the pulse, we have
shown that it is possible to decrease the amplified pulse du-
ration and compensate for higher-order dispersion. We antic-
ipate that learning algorithms will play an important role in
controlling the shape of ultrashort amplified fs laser pulses.
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