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Abstract
The space-borne Integrated Path Differential Absorption (IPDA) lidar can measure the global distribution of  CO2. Here, we 
simulate measurements on the R16 absorption line employing a 1572 nm electro-optic dual-comb interferometer. We intro-
duce a comprehensive modeling and retrieval framework to assess the lidar’s capability in measuring the column-averaged 
of  CO2 in the atmosphere. The assessment combines data simulation with linearization error analysis to solve the nonlin-
earity in retrieval. Our findings suggest that positioning any sampling wavelength at the absorption peak will significantly 
increase the random error by about 30%. The lidar can operate with an optimal wavelength strategy where the wavelength 
bias has virtually no effect, but it must still account for the effects of atmospheric temperature and pressure. We performed 
a comprehensive global evaluation using geophysical data, comparing results across 3 to 17 wavelengths. Distributing 20 
W launched power over 11 wavelengths enables measurement with an error below 0.9 ppm over most of the Earth’s surface.

1 Introduction

Carbon dioxide  (CO2), a primary greenhouse gas (GHG), 
has seen increasing concentrations that significantly impact 
global climate change [1]. Accurate monitoring of global 
atmospheric  CO2 levels is crucial for understanding and 
predicting these climate changes [2–6]. Satellites equipped 
with passive spectrometers, such as the Greenhouse Gases 
Observing Satellite (GOSAT) and the Orbiting Carbon 
Observatory-2 (OCO-2) [7, 8], are instrumental for global 
GHG measurements. However, their dependence on solar 
radiation for spectral detection imposes limitations, particu-
larly at high latitudes or nighttime, and they are vulnerable 
to aerosol and cloud scattering interference [9, 10]. Space-
borne Integrated Path Differential Absorption (IPDA) lidar 
technology has emerged to overcome these limitations. 
It enables active, accurate observations of  CO2 both day 
and night with high accuracy and extensive coverage [11]. 
IPDA lidar measures the column-averaged dry-air mixing 
ratio of  CO2  (XCO2) [12] by comparing the intensity dif-
ferences of laser at least at two wavelengths: �on , which is 
absorbed by  CO2, and �off  , which is almost not absorbed 
along the same path [13]. Numerous experiments have dem-
onstrated the efficacy of IPDA lidar in  CO2 detection. The 
National Aeronautics and Space Administration (NASA) 
has developed four primary types of IPDA lidar for its 
Active Sensing of  CO2 Emissions over Nights, Days, and 
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Seasons (ASCENDS) project [14]: (1) NASA’s Goddard 
Space Flight Center developed fiber pulsed direct detec-
tion IPDA lidars that used 30/15 wavelengths at the R16 
(1572.335 nm) absorption line [15–18]. (2) NASA’s Lang-
ley Research Center, in collaboration with Harris Corp., 
developed a three-wavelength fiber intensity-modulated 
continuous-wave (IM-CW) lidar with �on at 1571.112 nm 
and �off  at 1571.061/1571.161 nm [19–21]. (3) The Jet Pro-
pulsion Laboratory (JPL) and Coherent Technologies (later 
Lockheed Martin Coherent Technologies) jointly developed 
a dual-wavelength solid-state continuous-wave IPDA lidar 
employing coherent detection with �on at 2050.911 nm and 
�off  at 2051.187 nm [22, 23]. (4) NASA’s Langley Research 
Center (LaRC) also developed a dual-pulse solid-state IPDA 
lidar employing direct detection with a tunable �on and 
2051.2500 nm �off  [13, 24–26]. The European Space Agency 
(ESA) proposed the A-SCOPE mission [27]. The German 
Aerospace Center (DLR) conducted the CHARM-F airborne 
experiment, simultaneously measuring  CO2 and  CH4, using 
�on at 1572.02 nm and �off  at 1572.12 nm for  CO2 [28–30]. 
Additionally, The Methane Remote Sensing LIDAR Mission 
(MERLIN) is a highly regarded IPDA lidar used for  CH4 
detection using �on at 1645.552 nm and �off  at 1645.846 nm 
[31–33]. The National Institute of Information and Commu-
nications Technology (NICT) in Japan developed a coher-
ent 2 μm IPDA and wind lidar system (Co2DiaWiL) for 
measuring  CO2 and wind speed, with �on adjustable between 
2051.002 and 2051.058 nm, and �off  set at 2051.250 nm 
[34, 35]. The National Centre for Space Studies (CNES) 
and the French Aerospace Lab (ONERA) introduced the 
Short-Comb Atmospheric Lidar Experiment (SCALE) for 
3 to 13 wavelengths on one absorption line of  CO2 [36–38]. 
The Shanghai Institute of Optics and Fine Mechanics of the 
Chinese Academy of Sciences (SIOM) conducted airborne 
IPDA lidar experiments with  �on at 1572.024 nm and �off  
at 1572.085 nm [39, 40]. And the space-borne Aerosol and 
Carbon Dioxide Detection Lidar (ACDL) payload and the 
satellite (named DQ-1) were successfully launched in April 
2022 with the 1572.024/1572.085 nm wavelengths for  CO2 
detection [41, 42].

These IPDA lidars operate at two to several dozen wave-
lengths. The utilization of multiple wavelengths offers addi-
tional benefits in mitigating systematic errors, capturing 
absorption line shapes, obtaining vertical information, and 
achieving expanded dynamic range [15, 43–47]. However, 
implementing multiple wavelengths increases the complex-
ity of the laser system, and the precision of wavelength step 
control presents challenges. More problematically, as differ-
ent wavelengths are emitted sequentially, the atmospheric 
and surface conditions along the path change during the 
flight of space-borne or airborne platforms. Wavelengths 
essentially traverse different paths, which introduces inher-
ent errors [48]. Dual-comb spectroscopy (DCS) technology 

is an emerging solution to multi-wavelength challenges [36]. 
All wavelengths of optical frequency comb (OFC) are sent 
and detected simultaneously, thus eliminating errors asso-
ciated with wavelength switching [49]. The concept of fre-
quency comb lidar aims to combine the advantages of lidar 
and spectrometer instruments. Previous works have dem-
onstrated open-path DCS of atmospheric gases of interest 
using broad optical frequency combs generated by mode-
locked lasers (MML) [50–56]. However, their fitting to a 
space mission is beyond the state of the art of today’s short 
(fs) pulse optical amplifiers. The feature is more modest in 
the electro-optic frequency comb (EOFC) case. EOFC is 
a mature multi-wavelength laser source with precise line 
spacing controllability [57]. The 3–17 wavelengths of EOFC 
can be limited to one absorption line with a narrow spec-
tral range of 0.2 nm [36–38]. It avoids ultra-short pulses’ 
extremely high peak power while having a higher nonlinear-
ity threshold than single-frequency lasers for fiber amplifica-
tion. Moreover, Its multiple wavelengths are derived from 
electro-optic phase modulation, naturally featuring an even 
and accurately known frequency step.

Electro-optic dual-comb spectroscopy (EO-DCS) is a 
potential space-borne IPDA lidar technique for  XCO2 meas-
urement. Its even line spacing brings a unique wavelength-
optimization problem. We simulate the space-borne EO-
DCS IPDA lidar to explore the optimal sampling wavelength 
strategy for  XCO2 measurement. Section 2 introduces the 
principle of EO-DCS measurement, SNR, and geophysical 
models alongside the inverse method validation. Section 3 
analyzes both random and systematic errors, followed by a 
global evaluation. The results suggest the number of sam-
pling wavelengths, central wavelength, and spacing. The 
conclusion is provided in Sect. 4.

2  Method

2.1  Measurement method

The lidar is based on the dual-comb spectroscopy (DCS) 
technique, now widely recognized as the most efficient 
method of acquiring the comb spectrum [49]. The brief 
instrument setup of the lidar is shown in Fig. 1(a). The 
lidar system includes a transmitter, receiver, detection, and 
acquisition module. The frequency of the master laser is 
ν0 , which is on the order of 200 THz. The frequencies 
ν01 and ν02 are shifted by two acousto-optic modulators 
(AOMs) and then modulated by two electro-optic phase 
modulators (PMs), respectively. The frequencies of Comb1 
are ν01 + ifr1 , and the frequencies of Comb2 are ν02 + ifr2 , 
where i takes integer values. The repetition rate fr1 and 
fr2 are on the order of GHz, with the repetition rate dif-
ference Δfr = fr2−fr1  on the order of MHz. Adjusting the 
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drive signals of AOMs and PMs can result in two opti-
cal frequency combs that meet the requirements of DCS 
detection, a technology that is already very mature [57]. 
The laser is amplified and then split into two paths. The 
measurement laser is launched, reflected by the ground, 

and then passes through the atmosphere again before being 
received. The reference laser is directly connected to the 
detector. The conversion of the measurement and refer-
ence signals from optical frequency to radio frequency is 
shown in Fig. 1(b) and (c). Comparing the measurement 

Fig. 1  a Schematic diagram of EO-DCS instruments. b EO-DCS concept for measurement path. c EO-DCS concept for reference path. LPF 
low-pass filter, ADC analog-to-digital converter, EDFA erbium-doped fiber amplifier

Fig. 2  a The in-orbit operation of the space-borne EO-DCS lidar for  XCO2 detection. b R16 transmittance spectrum with 9 sampling wave-
lengths highlighted
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and the reference can extract the  XCO2. Despite the fre-
quency offset between the two frequency combs, the MHz-
level repetition rate difference ( Δfr ) is much smaller than 
the  CO2 absorption peak width of a dozen GHz, so we 
can approximate that the wavelength sampling points of 
the two combs are coincident. Another key advantage is 
that DCS adds no instrument lineshape contribution to the 
measured absorption feature [55].

The in-orbit operation of the space-borne EO-DCS lidar 
is shown in Fig. 2.

The laser pulse is emitted with an efficiency of Temit 
and then propagates through the atmosphere, which has a 
transmittance of Tatm over the path length L . The pulse is 
diffusely reflected off the ground surface with a reflectance 
of � , and is subsequently captured by a telescope with a 
collection area A . In this process, � represents the detector 

Fig. 3  Schematic diagram of the 
simulation framework

Table 1  Data sources used in 
simulation [61–65]

Factor Reference Processing

Land surface MODIS(MOD09CMG) �1572nm = 0.727�1640 nm + 0.309�2130 nm

Water surface GMAO Winds v < 1 m∕s 𝛽 = 0.105sr−1

1 m∕s < v < 7 m∕s 𝛽 =
0.00154sr−1

0.0146
√

v

7 m∕s < v < 13.3 m∕s 𝛽 =
0.00154sr−1

0.003+0.00512v

v > 13.3 m∕s 𝛽 = 0.0213sr−1

Altitude Jonathan de Ferranti L = Horbit − Helevation

Aerosol CAMS global reanalysis (EAC4) �(�) = ��−�

� =
ln
(

��1 ∕��2

)

ln(�2∕�1)
��3 = ��2 ⋅

(

�3∕�2
)−�



Wavelength optimization of space‑borne electro‑optic dual‑comb lidar for  CO2 detection… Page 5 of 19 145

efficiency and Tinstrument denotes the efficiency of the instru-
ment. The total loss in detection can be expressed using 
the lidar equation:

The mean number of photons received in one time-
domain sample can be expressed as

The energy, E0 , contained in a pulse is expressed as the 
ratio of the average launched power, Pemit , to the pulse 
repetition frequency, femit , given by the equation E0 =

Pemit

femit

 ; 
The pulse duration is tpulse = 2�s . Here, Ti and Pi represent 
the transmittance and emitted power at i th wavelengths 
along one absorption line.

The noise sources considered in the simulation include 
quantum noise, solar background noise, detection noise, 
and speckle noise. The standard deviation of their contri-
bution to the photon count is expressed as

(1)Ttotal = ��TemitTinstrumentT
2
atm

A

L2 EQ EQ
.

(2)� =
TtotalE0tint

h�tpulse
⋅

∑

TiPi
∑

Pi

.

(3)� =
√

varQ + varBG + varD + varS

The time-domain SNR at the central sample of radio fre-
quency (RF) interferogram is �

�
 , and the SNR in the spectrum 

[36] is

where 1
2
 represents the conversion from amplitude to power. 

As(f ) represents the spectral amplitude, and N denotes the 
number of non-zero elements in the Fourier transform’s 
basis vector. According to the Nyquist theorem, N equals 
half the number of sample points in one period, correspond-
ing to the number of emitted wavelengths. By averaging 
measurements, denoted as Nshots =

√

Dav

Vsat

femit , the SNR can 
be enhanced by a factor of

√

Nshots . Here, Dav represents the 
spatial resolution in the horizontal direction, Vsat represents 
flight velocity, which can be calculated from the orbital alti-
tude. The i th wavelength amplitude information,Ai , is ide-
ally extracted. The SNR of i th RF comb tooth can be 
expressed as

The SNR discussed here is utilized for numerical simula-
tion in Sect. 3.

2.2  Model setup

A comprehensive modeling and retrieval framework was 
introduced to assess the space-borne EO-DCS’s capability 
to measure  XCO2. Figure 3 illustrates a schematic diagram 
of the simulation workflow.

The fixed profile regularization method couples the  XCO2 
to the radiative transfer model [58]. The Reference Forward 
Model (RFM) [59], a GENLN2-based line-by-line radia-
tive transfer model [60], is employed as the forward model. 
Atmospheric profile data, such as  CO2 concentrations, tem-
perature, and pressure, were extracted from the Copernicus 
Atmosphere Monitoring Service (CAMS) global greenhouse 
gas reanalysis (EGG4). The  XCO2 and the atmospheric pro-
files are convertible in both directions, subject to specific 
profile regularization. The land surface reflectance at 1572 
nm is derived from Moderate Resolution Imaging Spectro-
radiometer (MODIS) (Terra + Aqua) through interpolation 

(4)SNRf (f ) =
1

2
⋅

As(f )df

∫
fmax

0
As(f )df

⋅

√

N ⋅ Nshots ⋅
�

�
,

(5)SNRf (i) =
1

2
⋅

Ai
∑

i Ai

⋅

√

N ⋅ Nshots ⋅
�

�
.

Table 2  Lidar instrument model specifications

Item Parameters Values

Platform Orbit altitude (km) 400
Spatial resolution (km) 50
Footprint velocity (km/s) 7.216

Transmitter Average launched power Pemit  (W) 20
Pulse duration tpulse  (µs) 2
Pulse repetition frequency femit  (Hz) 2000

Peak power (rect.) Pemit

femit tpulse
  (kW) 5

Receiver Noise equivalent power (fw/√Hz) 50
Telescope diameter (m) 1
Quantum efficiency 0.8

Atmosphere Pressure and temperature U.S. Stand-
ard Atmos-
phere

XCO2 (ppm) 420

Fig. 4  Flowchart of the data 
retrieval
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[61, 62]. The formulas used for these calculations are 
detailed in Table 1. The water surface’s reflectance was 
determined based on the water surface wind speed [63, 64]. 
The global land surface elevation data was obtained from 
Jonathan de Ferranti [65], while the global aerosol data was 
sourced from the CAMS Global Reanalysis (EAC4) [66]. 
In Fig. 3, the spectral transmittance of the sampling wave-
length in the DCS system forms the measurement space in 
the inversion algorithm, and when the number of effective 
sampling wavelengths is 9, the elements in the measurement 
space are shown in Fig. 2(b).

The instrument directs laser beams toward the nadir 
and measures the laser echo signals reflected from the 
land and water surface. Two comb lasers operate at fixed 
frequencies along the R16 absorption line. Table 2 pre-
sents the main parameters of the instrument, satellite, and 
geophysical environment. The technology for producing 
EO-DCS is very mature [57]. Its amplification at the 1572 

nm band is entirely feasible [67–70]. All parameters can 
be achieved with the current level of technology.

XCO2 measurement needs high accuracy, with about 
0.3% precision corresponding to approximately 1 ppm, to 
help reduce uncertainties about carbon sources and sinks 
[71]. Therefore, we conduct the simulation following this 
requirement.

2.3  Retrieval algorithm

Determining  CO2 concentrations is an ill-posed problem 
with no unique solution. The optimal estimation method 
(OEM) is widely adopted for tackling such problems. 
Rodgers [72] introduced a Bayesian approach to inverse 
problems, employing the forward model depicted by

(6)y = F(x, b)+ ∈ .

Fig. 5  Demonstration of the 
algorithm: Iterative conver-
gence of state space elements �i 
towards the true state (repre-
sented by the red line). Insets 
provide a magnified view of the 
15th to 20th iterations
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This model is designed to deduce the state vector �  based 
on the measurements � , where yi  signifies the i th spectral 
element of the observed spectrum, depicted as the orange 
dots in Fig. 2(b). Here, � represents the measured spectrum, 
while  �  delineates the  CO2 concentration profile across 
varying atmospheric layers. The forward model �(�, �) cor-
relates the state vector � with the measurements � , and � 
accounts for measurement noise. The vector of parameters 
� comprises those quantities which influence the measure-
ment, are known to some accuracy, but are not intended as 
quantities to be retrieved. These parameters are listed in 
Table 1.

The distributions of yi and xi are Gaussian, with covari-
ance matrices �� and �a respectively. By invoking Bayes’ 
theorem under these assumptions, we can articulate the con-
ditional probability of the state � given the measurement � . 
Rodgers [35] has formulated

where xa is the prior vector, and −2lnP(x|y) is the cost func-
tion ( �2 ) that measures the goodness of fit of the solution, 
seeking the state that maximizes the posterior probability 
density function, which is known as the maximum a pos-
teriori solution (MAP). The Levenberg–Marquardt (LM) 
methods are suitable numerical methods to solve this. The 
most probable state � can be obtained by performing the 
following iteration:

(7)
−2 lnP(x|y) = [y − F(x, b)]TS−1

∈

[

y − F(x, b)
]

+
[

x − xa
]T
S−1
a

[

x − xa
]

(8)
xi+1 = xi +

[

(1 + �)S−1a + KT
i S

−1
∈ Ki

]−1

{

KT
i S

−1
∈
[

y − F
(

xi
)]

− S−1a
[

xi − xa
]}

.

The iteration converges to the most probable state x , 
where the Jacobian �i = ��∕��i and � is a scaling constant. 
The LM iterative process is considered to have converged 
when Δ𝜒2∕𝜒2 < 10−3 within a maximum of 20 iterations. 
The algorithm used in this study is illustrated in Fig. 4.

A noise-free retrieval is shown in Fig. 5; the state vec-
tor components iteratively converge, starting from an ini-
tial estimate significantly distant from the true value and 
approaching it in 5–8 iterations. Inset plots within the main 
graph that zoom in on the iterations between 15 and 20 to 
show the infinitesimal error. The algorithm applied in this 
study is demonstrably unbiased.

It is important to note that Fig. 5 illustrates the inversion 
for an ideal, noise-free measurement, which allows for the 
simultaneous inversion of four parameters without difficulty. 
In subsequent simulations, the parameters other than  XCO2 
are attributed to the parameter �.

3  Results and discussion

3.1  Experiment process

3.1.1  Water–vapor influence

Previous work has demonstrated that water vapor signifi-
cantly affects the  CO2 absorption spectroscopy [73–75]. 
The selection of the R16 absorption line can avoid the influ-
ence of  H2O [76, 77]. Additionally, it has been found that 
HDO has a weak absorption peak at R16, which signifi-
cantly affects the measurements [78]. Figure 6 illustrates the 
absorption bands for  CO2 (R6-R26) and the corresponding 
 H2O/HDO absorption, with the spectroscopic parameters 
derived from HITRAN [79, 80]. If HDO is not included in 

Fig. 7  Schematic diagrams illustrating the sampling wavelength strategy: a Variation of center wavelength; b Variation of the spacing of sam-
pling wavelengths
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the forward model, it will cause 1–3ppm bias; If it does, it 
will only increase the standard deviation of  XCO2 [72, 78]. 
HDO varies greatly with weather and geographical location, 

so it is difficult to incorporate it into the basis of wavelength 
optimization. Therefore, not dealing with HDO is a limita-
tion of our simulation.

3.1.2  Sampling number and strategy

The number of sampling wavelengths was intentionally 
chosen to be odd, aligning with the principles of generat-
ing optical frequency combs through electro-optic phase 
modulation. The optimization focused on a narrower range 
of sampling wavelengths (3–17). This is because, unlike tra-
ditional spectroscopic techniques, dual-comb spectroscopy 
(DCS) technology precisely “dot-samples” the absorption 
spectroscopy rather than convolving the instrument line 
shape with the absorption spectroscopy; thus, a smaller 
number of sampling wavelengths suffices. Moreover, hav-
ing a large number of sampling wavelengths would result in 
an even distribution of energy across R16, rendering wave-
length optimization meaningless.

To optimize the wavelength sampling strategy, we need 
to strike the right balance between two conflicting goals: 
on the one hand, we aim to maximize the SNR by avoiding 
absorption peaks, and on the other hand, we need to cap-
ture the absorption characteristics at the peak, following the 
principles of IPDA. Figure 7 illustrates these considerations 

Fig. 8  a, c the error landscapes using Method 1 and Method 2. The 
red semi-transparent plane represents the cases where the central 
sampling wavelength coincides with the R16 absorption peak. The 
X-axis spans from 6359.907  cm−1 to 6360.027  cm−1 with a resolution 
of 0.005  cm−1. The Y-axis spans from 0.2 GHz to 3 GHz with a reso-
lution of 0.1 GHz. b, d: 3D surface plots for (a) and (c). e, f Com-

parative analysis of Method 1 and Method 2. Their ratio varies from 
0.9 to 1.6, and their differences span from -0.05 ppm to 0.35 ppm. g, 
h The two methods are combined. The X-axis spans from 6359.907 
 cm−1 to 6360.027  cm−1 with a resolution of 0.001  cm−1. The Y-axis 
spans from 0.1 GHz to 3 GHz with a resolution of 0.02 GHz

Fig. 9  The sampling wavelength strategies are divided into 10 regions 
according to the relationship between sampling wavelengths and the 
R16 absorption peak. The relationship is visualized through a color-
coded map



Wavelength optimization of space‑borne electro‑optic dual‑comb lidar for  CO2 detection… Page 9 of 19 145

by showing how the wavelength sampling strategy can be 
optimized by shifting the center wavelength (a) and adjust-
ing the spacing (b).

3.2  Random error

The  XCO2 error was calculated using two methods. Method 
1 generates simulated data based on the space-borne plat-
form parameters and SNR model, then solves  XCO2 itera-
tively. Method 2 involves linearizing the forward model and 
calculating the error, denoted as �y� , which Rodgers [72] 
refers to as the retrieval error. The gain matrix � is expressed 
as

While these two methods can theoretically yield equiva-
lent outcomes, the practical application reveals distinct 
limitations for each. The simulation data retrieval method, 
which relies heavily on the generation of large amounts 

(9)
G =

(

KTS−1
∈
K + S−1

a

)−1
KTS−1

∈
= SaK

T
(

KSaK
T + S∈

)−1
.

of data and intense computational work, incurs signifi-
cant computational costs and high time expenses. This 
is particularly true when we need to optimize the cen-
tral wavelength and wavelength interval with high pre-
cision, requiring substantial computational resources, 
making this method unsuitable. On the other hand, the 
�y� method requires much less computational effort and 
easily achieves high precision in calculating the central 
wavelength and wavelength interval. However, the �y� 
method depends on a forward model where the spectral 
transmittance at sampling wavelengths is not linearly 
related to  XCO2, a phenomenon known as “the nonlin-
earity of the forward model”. The �y� method inherently 
uses the Jacobian matrix, i.e., it linearizes the forward 
model, which leads to inaccurate results. The degree of 
inaccuracy depends on the extent of model nonlinearity. 
For the atmospheric  CO2 absorption issue, the stronger 
the absorption, the more severe the nonlinearity, meaning 
that sampling wavelengths close to absorption peaks can 

Fig. 10  Strategy optimization for �Ran . The subfigures illustrate the 
results for different powers: a 2.5 W, b 5 W, c 10 W, and d 20 W. 
Strategies with minimum error in each region (Fig.  9) are denoted 
by red dots. Subfigure (e) is a compilation of all red dots. Region 5 

is outlined with a red dashed line, with (f) and (g) illustrating two 
typical strategies. The central wavelength in the schematic diagram 
is marked with a solid line. The mirror peak is indicated by a blue 
dashed box, originating from another weak absorption line of  CO2
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result in significant errors in the �y� method’s estimates. 
For more detailed theory, refer to Rodgers’ book [72].

In Fig. 8, the two methods are demonstrated at 9 sam-
pling wavelengths with an average power of 10 W in (a–d), 
and their differences and ratios are shown in (e) and (f). 
A neural network fitting approach is employed to attain 

the accuracy of Method 1 while also maintaining the con-
tinuous stability of Method 2. The corrected results are 
illustrated in (g) and (h).

These results provide insights into the two methods. 
Although both methods show similar trends, the results 
from Method 1 are rough despite conducting 300 numerical 
simulations per point. Method 2’s error image (c) is smooth 

Fig. 11  Comparative analysis of 
minimum �Ran values in regions 
1 through 10 under different 
power settings: a 2.5 W, b 5 W, 
c 10 W, and d 20 W
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Fig. 12  Pseudocolor representations of error distributions associated 
with the retrieval of the center wavenumber and  CO2 concentration. 
a Error due to 1 MHz mismatch of center wavenumber. The black 
dashed line delineates regions 1 and 10. The red dashed line marks 

the 0.7 GHz cross-section, as shown in (b). c Thresholding analysis 
of (a). Mark �λ below 0.2 ppm in yellow, and �λ between 0.2–1 ppm 
in black. The red dashed line encircles Region 5, where two kinds of 
low-error strategies are marked as ① and ②



Wavelength optimization of space‑borne electro‑optic dual‑comb lidar for  CO2 detection… Page 11 of 19 145

with a more apparent trend, but the values diverge from the 
former.

Considering N sampling wavelengths, the strategies can 
be categorized into N + 1 distinct approaches based on their 
correlation with the R16 absorption peak. Figure 9 illustrates 
the regions for 9 sampling wavelengths. The dividing line 
between Regions 5 and 6 corresponds to the R16 absorp-
tion peak.

Figure 10 shows the wavelength strategy optimization for 
random error ( �Ran ) at different powers. The results are com-
pared in (e), where one optimal strategy is shown in (g), and 
one bad strategy is shown in (f). Figure 11 shows the values 
of the minimum error in ten regions. The increased scatter 
on the right side in (e) (Region 7, 8) was caused by a minor 
peak marked by a blue dotted box in (f) and (g).

Figure 10 suggests that any sampling wavelength that 
falls on the absorption peak will cause a surge in �Ran by 
about 30%. This is due to extremely low transmission at 
the R16 peak. The criterion for strategy selection can be 
described as being symmetric around the absorption peak 
while avoiding it, as illustrated in Fig. 10(g). According to 
Chen et al. (2014), NASA also employs the method of sym-
metric sampling wavelengths to reduce retrieval errors and 
enhance tolerance to laser frequency drift [48].

The comparison in Fig. 10(e) leads us to conclude that 
a larger spacing should be set under low power, that is, low 
SNR conditions. The results reflect the balance between 
obtaining absorption information and reducing transmission 
losses: when the power is sufficient, the sampling tends to 
strong absorption, and when the power is insufficient, the 
part with low loss is preferred.

In Fig. 11, Regions 1 and 10 have the most minor �Ran ; 
however, the sampling wavelengths in these two regions 
are entirely located on one side of the absorption peak, and 
the spacing is too small. This would result in the simulated 
scenario being close to a traditional dual-wavelength IPDA 
lidar, imposing extremely high demands on the system’s 

wavelength stability. The negative impacts can be seen in 
the following section.

3.3  Systematic error

This study evaluates three systematic errors related to laser 
and atmosphere parameters: center wavelength, temperature, 
and pressure.

3.3.1  Center wavelength

Based on the principle of sampling at the R16 absorption 
line, the wavelength of the lidar system directly affects the 
 XCO2 retrieval.

The line shape can be fit to determine the center wavelength. 
However, the accuracy of the fit is subject to various influ-
ences, including atmospheric temperature and pressure pro-
files, as well as the frequency response of optical and electri-
cal devices. These factors inevitably introduce biases into 
the fitting process, which can interfere with the inversion of 

Fig. 13  XCO2 errors induced 
by temperature (a) and pressure 
(b). a  XCO2 error due to 0.6% 
temperature bias at a near-
surface temperature of 285.14 
K. b  XCO2 error due to 0.6% 
pressure bias at a near-surface 
pressure of 1013 mb. Region 
5 is outlined with a red dashed 
line

Fig. 14  The error of  XCO2 caused by temperature (a) and pressure 
(b) biases are evaluated at 0.7 GHz spacing cross-sections. The near-
surface temperature is 285.14 K, and the near-surface pressure is 
1013 mb. Region 5 is outlined with a red dashed line
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 XCO2. So, we consider the center wavelength as a parameter 
in � . The wavelength-induced error ( �λ) is given by

where �wn is the wavelength Jacobian matrix, and �y is the 
corresponding Gain matrix. The circumflex indicates an 
estimated quantity rather than a true state, �wn is the best 
estimate of the wavelength, as distinct from the true value 
�̂wn which is the value that the instrument knows about.

A fixed wavelength deviation (�wn − �̂wn) = �p = 1 MHz 
(~ 3.33 ×  10–5  cm−1) is tested in Fig. 12(a). Figure 12(b) 
illustrates the 0.7 GHz cross-section, and �λ  in (a) are split 
by two thresholds of 0.2 ppm and 1 ppm, as shown in (c).

In Fig. 12, the error sharply increases in regions 1 and 
10, as the sampling wavelengths for these two regions are 
all located on one side of the absorption peak. (b) zooms in 
on a portion of the 0.7 GHz cross-section, where the error 
approaches zero under specific strategies. From Fig. 12(c), 
the error remains minimal when the sampling wavelengths 
are symmetrically distributed with respect to the absorption 
peak. For example, in Region 5, the low-error region can be 
divided into two types: ① and ②, where ① is close to the opti-
mal strategy of �Ran , as shown in Fig. 10(g). While ② is close 
to the bad strategy of �Ran as shown in Fig. 10(f). Although 
they exhibit opposite behaviors regarding �Ran , they are both 
insensitive to wavelength errors. Considering solely �λ , the 

(10)𝜎λ = �y�wn

(

�wn − �̂wn

)

,

optimal sampling is marked in Fig. 12(c): 6359.96  cm−1, 
0.51 GHz.

The low error can be qualitatively interpreted from the 
signs of the terms in the formula. The �wn exhibits numeri-
cal symmetry about the R16 absorption peak but with 
opposite signs. Conversely, the gain matrix for  XCO2 ( �y ) 
is entirely symmetric about the absorption peak, resulting in 
the sensitivity ( Awn = �y�wn ) approaching zero.

In summary, the wavelength strategy represented by the 
yellow pixels in Fig. 12(c) can reduce the errors intro-
duced by wavelength. When spacing is large, it refers to 
the two cases symmetry of the sampling wavelengths with 
respect to the absorption peak. When spacing is small, the 
two cases intersect.

3.3.2  Temperature and pressure

Temperature and pressure are parameters that are included 
in the parameter � , and their inaccuracies contribute to 
systematic errors. The temperature or pressure deviation 
introduced in this study implies that the overall profiles of 
these variables are shifted from their true values by a pro-
portional amount. The introduced temperature deviation is 
approximately 1–2 K, while the pressure deviation is a few 
millibars.

The effect on  XCO2 can be quantified by �
�
�

�

(

� − �̂

)

 , 
where �

�
 is the Jacobian matrix associated with temperature 
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Fig. 15  Transmittance variations of 1% temperature (a) and 1% pres-
sure (b). The variations in the R16 line are all on one side of the zero 
axis (red line). If the transmittance variation are all on one side of the 

red line (zero line), it indicates that the measurement cannot compen-
sate for the effects of temperature/pressure
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or pressure, and 
(

� − �̂

)

 denotes the bias in temperature or 
pressure.

XCO2 errors induced by temperature and pressure bias ( 
�Tem and �Pre ) are depicted in Fig. 13.

The results have shown that a symmetrical and dense 
distribution of sampling wavelengths contributes to error 

reduction. Moreover, positioning one of the sampling wave-
lengths at the absorption peak is also detrimental. The trend 
remains monotonic within the evaluated range, with no con-
cave minimum found.

�Tem and  �Pre are cross-sectional at 0.7 GHz, as shown 
in Fig. 14, and the changes in transmittance caused by them 
are shown in Fig. 15.

Fig. 16  Errors caused by temperature (1 K), pressure (100 Pa), and 
wavelength (1 MHz) at 20 W average power accumulated over 50 
km for land (a) and 100 km for ocean (b). Errors of 3–17 sampling 
wavelengths for land/ water are added geometrically and indicated by 

red dots. Here, “A” represents the wavelength strategy that minimizes 
�Ran , while “B” denotes the strategy that minimizes the total error 
(Euclidean norm)



 Z. Liu et al.145 Page 14 of 19

From Fig. 14, temperature biases ranging from 0.2% to 
1% can induce  XCO2 errors from 0.2 to 0.8 ppm, whereas 
pressure biases within the same range can result in errors 
from 0.3 to 1.4 ppm. It is essential to steer clear of the 
absorption peak, particularly in scenarios with substantial 
deviations in temperature or pressure.

In the optimization of wavelength selection for dual-
wavelength IPDA lidar, it is possible to identify a “temper-
ature-insensitive frequency” [11] at which the temperature 
influence can be disregarded.

However, such a strategy does not exist for multi-wave-
length approaches because absorption changes caused by 
temperature or pressure have the same sign on both sides 
of the R16 absorption peak, preventing the sensitivity 

( A = �y� ) from approaching zero. As shown in Fig. 15, 
biases in temperature/pressure affect the spectral transmit-
tance of R16 on only one side of the red line (same sign), 
meaning that errors will not be compensated in  XCO2 
measurements.

3.4  Global Error Evaluation

The above optimization can be expanded to encompass 3 
to 17 wavelengths in Fig. 16 under constant total power. 
The geophysical parameters used in the global assessment 
are shown in Tables 1 and 2. These parameters are aver-
aged annually, and their median values are used. Land and 

Fig. 17  The optimal spacing 
and optimal wavelength range 
are compared to the FWHM of 
the R16 absorption line
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Fig. 18  a Illustration of the optimization process for sampling strat-
egy in global evaluation, using marginal distribution plots for 7, 9, 11, 
and 13 sampling wavelengths. The intensity of color represents the 

proportion of the most optimized strategies in the global assessment. 
Their dual path transmittance is shown in (b–e). The ratio is defined 
by �v∕FWHM
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ocean were assessed separately, with the lidar equation cal-
culations utilizing the median values of global geophysical 
parameters. The total error, when combined geometrically, 
is defined by

The �λ tends to be very small in “A” bars, as it exhibits 
the most dramatic fluctuations among the four, as shown 
in Fig.  12(b). In contrast, it is significant in some “B” 
bars, indicating that �Ran and �λ have not been minimized 
simultaneously.

The 3-wavelength case has the lowest �Ran , enabling it to 
achieve high-precision  XCO2 measurements. It comes with 
trade-offs of degrees of freedom for signal (DOFs), which 
means its ability to obtain forward model parameters (such 
as HDO, doppler shifts and  CO2 vertical profile) is weaker 
[72]. This simulation focuses on  XCO2 wavelength optimi-
zation and more retrieval requirements are not discussed.

The 11-wavelength case is unique. Its �Ran and �λ are min-
imized simultaneously, which is a good occurrence. Addi-
tionally, its �Tem and �Pre remain within acceptable limits.

The 5–17 wavelength case and the 3-wavelength case 
are two kinds of systems, divided according to the optimal 
wavelength range in Fig. 17. The 5 to 17 wavelength cases 
share the same sampling wavelength range of 1.5 FWHM, 
and their �Ran(green bar) follows formula (12) [81]:

(11)�Total =
√

�2
Ran

+ �2
Tem

+ �2
Pre

+ �2
λ
.

where �v is sampling spacing. It is a known result in signal 
processing that applies to Gaussian and Voigt profile line 
shapes [82]. Since the total power is the same, the changes in 
SNR and 

√

�v cancel each other out, so �Ran of 5 to 17 wave-
length cases are very close. The optimal wavelength range 
of the 3-wavelength case is about 0.7 FWHM, which can 
achieve a smaller �Ran verified by the simulation calculation.

Upon evaluation of the global  XCO2 errors, optimal sam-
pling strategies were established, encompassing 7, 9, 11, 
and 13 sampling wavelengths, as demonstrated in Fig. 18. 
The distribution of global  XCO2 errors when employing the 
optimal strategy with 11 sampling wavelengths is illustrated 
in Fig. 19, the error in most areas is less than 0.9 ppm.

4  Conclusion

The performance of a space-borne EO-DCS IPDA lidar for 
 XCO2 measurement has been analyzed. Integrating data 
simulation with linearization error analysis forms a solid 
foundation for optimization, which markedly improves the 
management of random errors. By ensuring a symmetrical 
distribution of several sampling wavelengths around the 
R16 absorption line peak, one can halve the random error 
compared to configurations where a sampling wavelength 
coincides with the peak. Regarding systematic errors, the 
strategy optimization effectively mitigates those caused by 

(12)�Ran ∝

√

�v

SNR
,

Fig. 19  Global  XCO2 error distribution for 11 sampling wavelengths
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wavelength biases, reducing potential  XCO2 errors from over 
2 ppm to nearly zero. However, this approach does not apply 
to errors induced by atmospheric temperature and pressure; 
although it can minimize them to some extent, complete 
theoretical elimination is not possible. Specifically, profile 
deviations of 0.2–1% may result in  XCO2 errors ranging 
from 0.2 to 0.8 ppm and from 0.3 to 1.4 ppm, respectively.

Considering both random and various systematic errors 
comprehensively, we have optimized the total error for land 
and water on a global scale. This optimization has been 
extended across 3 to 17 sampling wavelengths. The configu-
ration of 11 wavelengths is found to concurrently minimize 
both random error and error introduced by the wavelengths. 
Optimization of the global error suggests that the optimal 
central wavelength for an 11-wavelength sampling scheme 
is 6359.957  cm−1, with a wavelength spacing of 0.638 GHz. 
The global error has been analyzed based on these param-
eters, which could meet the requirement of less than 1ppm 
 XCO2 error.

The space-borne EO-DCS IPDA lidar has excellent 
potential to supplement the data gaps of  XCO2 passive 
remote sensing with high accuracy and reduce the depend-
ence on environmental parameters. The optimization of the 
sampling wavelength strategy will contribute to high-preci-
sion  XCO2 measurement.
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