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Abstract
This paper proposes an improved solution for the calibration of multi-camera line structured light vision systems, which is 
aimed at the problem of discontinuity or even faults in the overlapping area of measurement in the coordinate system. First, 
the two-dimensional target is placed in different poses in the overlapping area of two adjacent cameras, to obtain the initial 
matching matrix of the adjacent camera coordinate system. Then, an optimization objective function is constructed to opti-
mize the internal and external parameters of the camera based on the characteristics of the ring-shaped measurement field 
itself, to achieve the best matching of the overlapping area. The experimental results show that, compared to the traditional 
matching method, the method proposed in this paper reduces the matching error of adjacent cameras by about 66.2% , the 
accumulated error is reduced by about 91.8% , and the overall measurement accuracy is improved by 4.5 times.

1 Introduction

Visual measurement is an important means of industrial 
measurement. At present, visual measurement is divided 
into two categories: active and passive. In passive methods, 
for example, binocular stereovision [1], multi-view geometry 
technology [2], however, for this passive method, when the 
surface texture of the object is less, the matching point pair 
of the image will be reduced, and the measurement accu-
racy will be seriously reduced. The active method can apply 
feature information to the object under test, so the active 
method has a larger application field of view. For example, 
the laser speckle coding technology adopted by Kinect V1 
will form different diameter spots after the laser is irradiated 
on the surface of objects of different depths. According to 
the change, depth information can be calculated. However, 
the speckle is affected by light. The Time-of-Flight principle 
(ToF) [3] is a method for measuring the distance between a 
sensor and an object, based on the time difference between 

the emission of a signal and its return to the sensor, after 
being reflected by an object. The whole system can be very 
compact and suitable for mobile applications. However, the 
technology still has the problems of low resolution and high 
power consumption. The digital fringe projection method [4] 
is a method of measuring the structure light with high preci-
sion. However, when the surface shape height of the object 
under test changes dramatically or is discontinuous, such 
as the engine camshaft, the grating fringes collected by the 
camera will be misaligned and the phase level is not clear, 
which leads to the inaccurate contour calculation. The linear 
structure optical measurement technology is a non-contact 
measurement technology based on the laser triangulation 
method [5, 6]. This method has high precision, and fast 
measurement speed and is very suitable for the measure-
ment of shaft parts. Zhou [7] successfully applied the line 
structure light measurement technology to the detection and 
measurement of the rail cross-section. Miao [8] calculate 
the diameter of the axis by projecting the line structure light 
on the shaft parts. However, due to the limited field of view 
angle, the single line structured optical measurement system 
often needs to cooperate with a multi-axis system to com-
plete the whole contour scanning of the workpiece [9]. It is 
not only time-consuming and laborious, but also the overall 
geometric parameters are estimated based on local informa-
tion, and the accuracy is relatively poor. Therefore, some 
researchers [10–13] have combined multiple single-line 
structured optical measurement systems (MLSVS) to realize 
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the full profile measurement of complex structures, which 
greatly improves the measurement efficiency and accurate 
estimation of the overall structure parameters.

There is not much direct research on the global calibra-
tion of multi-camera line structured optical vision systems, 
but it can refer to the idea of global calibration of dual 
cameras and multi-cameras. Because in the calibration of 
multi-camera line structured optical vision system, it is very 
important to realize the unity of multi-camera field of view. 
The unified thinking is to find the transformation relation-
ship between a local coordinate system and the target world 
coordinate system, This is consistent with the global calibra-
tion idea of dual cameras and multi-cameras. According to 
the different dimensions of the target, it can be divided into 
three methods: 1D, 2D, and 3D. Wang [14] proposed an 
accurate calibration algorithm for a one-dimensional object 
multi-camera based on convex relaxation technology. Two-
dimensional targets, such as chessboards [15] or round tar-
gets [16], with flexible use and low cost, are highly praised 
by many scholars. Cai [17] proposed that three phase-shift-
ing circular gratings should be used instead of traditional 
targets to improve the accuracy of center extraction under 
defocusing. Usamentiaga [18] Based on a calibration plate 
with protruding cylinder, the laser spectrum line is projected 
on the cylinder, and the global calibration between multi-
ple cameras is completed according to the cylinder profile 
information. However, the calibration version needs to be 
marked in advance with the help of three coordinates before 
each use to ensure the positioning accuracy, which is not 
suitable for the measurement in the industrial field, and is 
large in volume and not easy to carry. To reduce the cost 
of the 3D target and improve the portability and simplicity 
of operation, Sun [19] achieved three-dimensional calibra-
tion by two high-precision cylinders with known radius and 
length, but the extraction accuracy of the projection pro-
file of the cylinder is affected by the illumination condi-
tions. From the current global calibration technology, the 
two-dimensional calibration method is still the mainstream 
method, and it is also the benchmark for the accurate com-
parison of various novel calibration technologies. The above 
methods are mostly used for the global calibration of mul-
tiple cameras with a certain overlapping area, but the non-
overlapping field of view matching problem can be regarded 
as an extension of the overlapping field of view matching 
problem. Most of the non-overlapping field of view global 
calibration technology is also suitable for the matching of 
overlapping fields of view, so it is also worthy of reference. 
Wei [20] use the manipulator to control the structured light 
projection to multiple known positions, and solve the rela-
tionship between the structured light equation and the exter-
nal parameters of each camera for system calibration. Yang 
[21] designed a non overlapping camera calibration device 
including two fixed chessboard targets. An [22] proposed an 

omnidirectional camera calibration method based on char-
coal board. Despite their success, these methods still have 
limitations because they rely on either large goals, auxiliary 
equipment, and complex processes. To reduce the experi-
mental cost, Van Crombrugge [23] proposed the method of 
multi-camera calibration based on Gray code projection. 
However, this method needs to be projected on the screen, 
so it is suitable for cameras arranged in parallel, but there is 
nothing to do with cameras arranged in a ring, so the flex-
ibility is not high. In addition, the accuracy is not as good as 
the method of using high-precision targets or high-precision 
mobile devices [24].

Whether the method is based on the match of overlapping 
area or non overlapping area, if the feature points can be 
accurately extracted and the manufacturing accuracy of the 
imaging system is ideal, the camera calibration error should 
not exist. However, there certainly is, and this error will con-
tinue to accumulate with the increase of cameras, resulting 
in uneven connection or even fault in the overlapping area. 
On this issue, Jiang [25] proposed to use an LCD screen 
instead of a checkerboard target, because an LCD screen can 
achieve better contrast, which is conducive to the accurate 
extraction of feature points. However, to better improve the 
accuracy based on the LCD screen, the resolution of the 
LCD screen also needs to be improved to a high level. This 
method is not cheap. In addition, many scholars believe that 
blindly improving the manufacturing accuracy of the imag-
ing system is very costly, so they focus on the back-end data 
processing. Huang [26] proposed a point cloud correction 
algorithm to optimize the coordinates of the global point 
cloud obtained by different individual systems, successfully 
reducing the error and improving the coincidence degree of 
the spliced point cloud, However, although the algorithm of 
back-end processing has improved the point cloud smooth-
ness, it is not reasonable to analyze the overall measurement 
accuracy, and it is unreasonable to not consider the improve-
ment of calibration accuracy of the imaging system. Even 
the low-end imaging system still has a larger calibration 
accuracy improvement space. With the continuous improve-
ment of deep learning technology in recent years, Chen [27] 
has realized the high precision extraction of targets based 
on a deep CNN network, thus improving the calibration 
accuracy. Charco [28] predicts the camera transformation 
relationship in multi-view based on Alexnet network vari-
ation. Although the method has some effect and has some 
reference significance for the multi-camera coordinate sys-
tem, the prediction transformation accuracy is not very high.

Aiming at the discontinuous fault problem of overlap-
ping fields of view mentioned above, this paper studies 
the calibration of multi-camera line structured light vision 
systems in annular measurement fields and proposes a loop 
closure calibration scheme based on the characteristics of 
annular fields. Firstly, the mutual position of each sensor 
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is preliminarily determined based on the two-dimensional 
target. Then, the overall optimization equation of the meas-
urement field is constructed based on the characteristics of 
the annular measurement field, and the overall optimization 
of the mutual position of the cameras and the nonlinear error 
is carried out. Finally, according to the optimization results, 
the best matching of the overlapping area is achieved. The 
method improves the overall accuracy of the multi-camera 
line structured light vision system, does not need to rely 
on complex equipment, and is suitable for fast multi-field 
calibration of the multi-line structured light measurement 
system in an industrial field.

The following chapters are arranged as follows: Sect. 2 
is the introduction of the system; Sect. 3 is the calibration 
principle; Sect. 4 is the experiment and analysis, and Sect. 5 
is the conclusion.

2  System setup and measurement model

The multi-camera line structured light vision system studied 
in this paper consists of multiple line structured light sen-
sors, each of which consists of a camera and a line struc-
tured light generator. Each line structured light sensor is 
arranged around the object to be measured at an interval of 
120 degrees, as shown in Fig. 1.

The coordinate system in the measurement system 
includes three line structured light probe coordinate sys-
tems, which are Oc1

− Xc1
Yc1Zc1 , Oc2

− Xc2
Yc2Zc2 , and 

Oc3
− Xc3

Yc3Zc3 . Oc1
− Xc1

Yc1Zc1 where camera 1 is located 
is the world coordinate system of the sensor. Zc is the optical 
axis of each camera.

The light emitted by the line structured light generator 
intersects with the surface of the cylinder to produce an arc 
light band, which is captured by the camera. The measure-
ment system processes the light strip images and uses a laser 
triangulation algorithm to obtain surface measurements. The 
entire system is mounted on a vertical lift table for push-
broom measurements.

As shown in Fig. 1, Pc(x, y, z) is the coordinate of the 
point where the line structured light intersects with the 
object’s outer surface to be measured in the camera coor-
dinate system. The pixel coordinates of this point on the 
camera CCD is P(u, v, 1). The camera imaging is based on 

the pinhole imaging model, and Pc and P satisfy the follow-
ing relationship:

In formula(1), � is the scale coefficient, A is the camera’s 
internal parameter matrix. � is used to describe the angular 
relationship between the u-axis and the v-axis, in the ideal 
case � = 0 . (u0, v0) is the coordinates of the main point in 
the pixel coordinate system, f is the camera focal length, 
(dx, dy) is the CCD pixel size. The parameter calibration in 
formula(1) is obtained by Zhang’s [15] camera calibration 
method. After the camera parameters are obtained, the struc-
tured light plane needs to be calibrated. The structured light 
plane equation in the camera coordinate system is:

In formula (2), (a, b, c, d) is the light plane coefficient of the 
structured light. Using the coordinates of the images formed 
by multiple structured light strips in the camera coordinate 
system, the structured light plane equation can be obtained. 
Since there are multiple structured optical probes in this 
system, the research focus of this paper is on the calibration 
method of each line structured light coordinate system to the 
same coordinate system.

3  Calibration of improved multi‑camera line 
structured light vision system

3.1  Preliminary calibration of multi‑camera line 
structured light vision system

In this paper, the calibration program of the traditional cali-
bration method is written based on MATLAB r2019b stereo 
calibration toolbox [29]. A two-dimensional circular target is 
placed between two cameras, and the coordinate system of 
the three structured light probes is moved to the coordinate 
system of camera 1 by means of the two-dimensional target. 
The schematic diagram of the calibration is shown in Fig. 2.

Taking the transformation relationship between camera 1 
and camera 2 as an example, the pixel coordinates of camera 
1 and camera 2 satisfy the following relationship:

(1)

⎧
⎪⎪⎨⎪⎪⎩

�P = APc

A =

⎡
⎢⎢⎢⎣

f

dx
� u0

0
f

dy
v0

0 0 1

⎤
⎥⎥⎥⎦

(2)
{

ax + by + cz + d = 0

a2 + b2 + c2 = 1

Fig. 1  Schematic diagram of the 
measurement system structure
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In formula (3), (xw, yw, zw) is the world coordinate of the 
point on the target. (u1, v1) is the pixel coordinate of the point 
on camera 1. (u2, v2) is the pixel coordinate of the point on 
camera 2. �1 and �2 are the scale coefficient between cam-
era 1 and camera 2. RT11 is the transformation relationship 
from the local coordinate system of target 1 to the camera 
coordinate system of camera 1. RT12 is the transformation 
relationship between the local coordinate system of target 1 
and the camera coordinate system of camera 2. A1 and A2 
are the internal parameter matrix of camera 1 and camera 2.

Each variable in formula (3) can be obtained by the cam-
era calibration method of Zhang [15]. Table 1 represents the 
coordinate transformation relationship during the calibration 
process.

RTij in Table 1 is the transformation matrix from the 
world coordinate system where target i is located to the 
camera coordinate system of camera j.

(3)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

�1

⎡⎢⎢⎣

u1
v1
1

⎤⎥⎥⎦
= A1RT11

⎡⎢⎢⎢⎣

xw
yw
zw
1

⎤⎥⎥⎥⎦

�2

⎡⎢⎢⎣

u2
v2
1

⎤⎥⎥⎦
= A2RT12

⎡⎢⎢⎢⎣

xw
yw
zw
1

⎤⎥⎥⎥⎦

The world coordinate system is established on the camera 
coordinate system of camera 1. According to the relationship 
of each coordinate system in Table 1, the transformation 
matrix from the coordinate system of camera 2 to the world 
coordinate system is obtained as:

So the transformation matrix from the camera 3 coordinate 
system to the world coordinate system is:

Using the traditional two-dimensional target calibration 
method to calibrate the camera coordinate system in pairs, 
the calibration process is simple and the conversion relation-
ship between each camera and the sensor coordinate system 
can be quickly calculated. However, in the world coordinate 
system unified by this method to calculate the reprojection 
error of the feature points captured by adjacent cameras, it 
will be found that the error is large, and there is an accumu-
lated error between non-adjacent cameras. The Fig. 3 is the 
actual experimental result.

As can be seen from Fig. 3a, the reprojection error of 
adjacent cameras obtained by the traditional two-dimen-
sional target calibration method is not only large overall, 
but also relatively discrete. Comparing the two pictures 
in Fig. 3, it can be found that the accumulated error even 
reaches about 4 pixels. The main reason for the above phe-
nomenon is that camera calibration is an optimized process, 
and the internal parameter calibration results are related to 
the target attitude and target accuracy collected at that time. 
Even if different cameras have the same configuration, the 
internal parameter calibration results will be different. Then, 
when calculating the coordinates of the camera coordinate 
system of the target, the internal parameter error of the cam-
era directly affects its calculation accuracy, thus eventually 
causing the matching error between adjacent cameras and 
the accumulated error between different cameras.

In this paper, taking the focal length f of the camera as 
an example, set the focal lengths of camera 1, camera 2, and 
camera 3 to be f3 , f2 , and f3 , which satisfy the following 
relationship.

In the formula(6), �f  is a non-negative number, indicating 
the deviation of the focal length of other cameras relative to 
the focal length of camera 1.

The Fig. 4 below shows the influence of the calibration 
error of the camera focal length f on the matching error of 
adjacent cameras and the accumulated error of different 
cameras.

(4)M2 = RT11RT12
−1

(5)M3 = RT21RT23
−1

(6)
{

f2 = f1 − �f

f3 = f1 + �f

Fig. 2  Schematic diagram of the preliminary calibration

Table 1  Coordinate system transformation relationship during cali-
bration

Target 1 Target 2 Target 3

Camera 1 RT
11

RT
21

————
Camera 2 RT

12
———— RT

32

Camera 3 ———— RT
23

RT
33
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It can be seen from Fig. 4 that as the focal length error 
increases, the adjacent camera error and the accumulated 
error will become larger and larger. In response to this 
problem, this paper regards the traditional algorithm as a 
preliminary calibration algorithm for the pose relationship 
between cameras, and on this basis proposes a loop closure 
calibration method to optimize the nonlinear error of dif-
ferent cameras and the transformation relationship between 
different cameras.

3.2  Loop calibration of the multi‑camera line 
structured light vision system

In the annular measurement field, the point coordinates on 
the target should theoretically be the same as their initial 
coordinates after a circle of camera coordinate system trans-
formation. In this paper, the deviation between the coordi-
nate value of the target after one circle of coordinate trans-
formation and its initial value is called loop re projection 
error. When there is no error between the camera intrinsic 
parameter matrix and the extrinsic parameter matrix, the 
loop closure reprojection error is 0. To evaluate the actual 
matching error in the loop closure system, this paper uses the 
loop closure reprojection error as the evaluation index. The 
calculation of the loop closure reprojection error is shown 
in formula (7).

In the formula (7), Mloop is the loop closure matrix, which 
respectively represents the transformation matrix that starts 
from different camera coordinate systems and returns to 
the camera coordinate system after a circle of coordinate 
transformation. Pw is the point coordinate on the world 

(7)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Mloop1 = RT21RT23
−1RT33RT32

−1RT12RT11
−1

Mloop2 = RT12RT11
−1RT21RT23

−1RT33RT32
−1

Mloop3 = RT33RT32
−1RT12RT11

−1RT21RT23
−1

D1 = Mean
����Mloop1Pw − Pw

���
�

D2 = Mean
����Mloop2Pw − Pw

���
�

D3 = Mean
����Mloop3Pw − Pw

���
�

D(RT ,Pw) =D1 + D2 + D3

Fig. 3  Actual error distribution: a represents the reprojection error of adjacent cameras; b represents the accumulated error

Fig. 4  Graphs of adjacent camera errors and accumulated errors with 
focal length difference
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coordinate system. The world coordinate system can coin-
cide with the camera coordinate system of any camera. Di is 
the loop closure reprojection error from different cameras, 
and the deviation of Pw from the original position after the 
loop closure coordinate system transformation is evaluated. 
D(RT ,Pw) is the total loop closure reprojection error. In the 
ideal case, the loop closure matrix would be equal to the 
identity matrix when the positions of the cameras are accu-
rate relative to each other, and the loop closure reprojection 
error would be 0.

Considering that the camera’s internal parameters affect 
the accuracy of the camera field of view matching by affect-
ing the extraction accuracy of Pw , formula(1) and formula(7) 
are combined to establish the optimal objective function as 
formula(8).

The following is the simulation result based on the loop clo-
sure optimization idea (Fig. 5).

The figure shows the optimization process of error and 
loop closure calibration error when �f = 0.2 mm. It can 
be seen from the figure that the overall error is constantly 
decreasing and converging. After about 100 iterations, the 
loop closure reprojection error converges. The comparison 
of the adjacent camera matching errors and accumulated 
matching errors between the traditional calibration method 
and the loop closure calibration method is shown in Fig. 6.

It can be seen from Figs. 6 and 7 that after loop clo-
sure optimization, both the matching error of adjacent cam-
eras and the accumulated error of non-adjacent cameras 

(8)
{

G = D(RT ,P,A)

Mopt = argmin (G)

are reduced. In addition to the focal length, there are other 
parameters in the camera’s internal parameters that will 
affect the target calculation accuracy. Therefore, to fully 
prove the effectiveness of the method, this paper also com-
pares the calibration effect of the traditional calibration 
method and the loop closure calibration method under the 
influence of other parameter errors. Let the principal points 
of the three cameras be (u1, v1) , (u2, v2) , (u3, v3) , and they 
satisfy the following formula(9).

Fig. 5  Accumulated error simulation diagram

Fig. 6  Matching errors of adjacent cameras before and after loop clo-
sure optimization

Fig. 7  Accumulated matching errors before and after loop closure 
optimization
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In formula(9), i =1,2,3; �u = 0.2pixels; �v = 0.2pixels. Fig-
ures 8 and 9 show the influence on the coordinate system 
matching when there is a deviation in the calibration of the 
principal point in the camera’s internal reference.

It can be seen from the figure that after loop closure opti-
mization, both the matching error of adjacent cameras and 
the accumulated error of non-adjacent cameras are reduced. 
Therefore, compared with the traditional calibration method, 
the loop closure calibration method proposed in this paper 
not only reduces the matching error of adjacent cameras 
but also reduces the accumulated error of coordinate system 
matching.

4  Experiment and result analysis

To verify the feasibility and practicability of the above 
multi-line structured light system calibration method in the 
annular measurement field, a multi-camera line structured 
light vision system as shown in Fig. 4 was built in the labora-
tory environment,shown in Fig. 10.

The system consists of three self-contained line struc-
tured light sensors, each of which consists of a 2592 × 2048 
resolution camera, a lens with a focal length of f=25 mm, 
and a line structured light generator. The camera is placed 
at a distance of about 300 mm from the object to be meas-
ured. A lift table is placed in the middle of the system, and 
the repeatability of the lift table is ±3 μ m. In actual use, the 

(9)
{

ui = u1 + (i − 1)�u

vi = v1 + (i − 1)�v

measured object is placed on the lifting platform for push-
broom scanning.

We used VS2015 to write the measurement system con-
trol program to capture the pictures required for the calibra-
tion process.Then, we used Matlab r2019b to write a cali-
bration program for calibration experiments, which verified 
the effectiveness of the calibration method proposed in this 
paper.

The experiment was divided into two comparative experi-
ments. First, the matching errors of adjacent camera coordi-
nate systems obtained by the traditional calibration method 
and the loop closure calibration method and the cumulative 
matching errors of the coordinate systems of different cam-
eras are compared. Second, by scanning the reference cylin-
der, the errors of the traditional calibration method and the 
loop closure calibration method are compared. The errors 
compared include the stitching error of the line scan data of 
adjacent cameras and the accumulated stitching error of the 

Fig. 8  Matching errors of adjacent camera coordinate systems caused 
by camera principal point offset before and after loop closure optimi-
zation

Fig. 9  Accumulated error caused by camera principal point offset 
before and after loop closure optimization

Fig. 10  Laboratory equipment
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line scan data of different cameras. At the same time, the 
accuracy of the two calibration methods is compared.

4.1  Coordinate system error comparison

The circular calibration board used for camera calibration 
and coordinate system matching is 10 mm spacing, and the 
accuracy is ±10 μ m. Figure 11 shows the adjacent camera 
reprojection errors obtained by the traditional calibration 
method and the loop closure calibration method respectively. 
Figure 12 shows the accumulated reprojection errors of dif-
ferent cameras.

Combining Figs. 11 and 12, it can be seen that for the 
actual system, whether it is the reprojection error of adjacent 
cameras or the accumulated error, the loop closure optimiza-
tion reduces the error. Table 2 shows the errors change after 
optimization. After calculation, the reprojection error’ Root 
Mean Square(RMS) of adjacent cameras is reduced from 
0.4809 mm before loop closure optimization to 0.1627 mm, 
and the error is reduced by about 66.2% . The accumulated 
error’ RMS is reduced from 4.5823 mm before loop clo-
sure calibration optimization to 0.3675 mm, and the error is 
reduced by about 91.8% . This also proves the effectiveness 
of the loop closure calibration method. Table 3 shows the 
parameter changes after optimization.

Parameters in Table 3 are the internal parameter of cam-
era 1. It can be found in Table 3 that the variation of the 
parameters is small. This shows that the loop closure optimi-
zation process is a fine-tuning of the traditional calibration 
method, rather than a complete overthrow of the traditional 
calibration method. This also shows the rationality of the 
loop closure calibration method.

4.2  Comparison of line scan splicing error 
and accuracy

The matching accuracy of different camera coordinate sys-
tems has been improved, which means that the merging of 
different line scan data will be more accurate, and the over-
all measurement accuracy will be higher. To verify this, a 
multi-camera line structured light vision system was built to 
measure a standard cylinder with a diameter of 30 mm, an 
error of ±2 μ m, and a push-broom height of 2.25 cm.

Figure 13 below shows the spatial distribution of the 
three light planes. It can be seen from Fig. 13 that the spatial 
position of the light plane changes a little before and after 
optimization.

The following Fig. 14 shows the cylindrical scanning 
results obtained by the traditional calibration method and 
the loop closure calibration method respectively.

From Fig. 14, it can be seen that when using the tradi-
tional calibration method, the overlapping point cloud of the 
two probes has obvious layering phenomenon. After using 
the loop closure calibration method, the uneven distribu-
tion of the overall error of the system has been significantly 
improved. To compare the influence of the improvement of 
the calibration method on the overall error distribution of the 
system more intuitively, the truncated contour of the same 
position of the cylindrical point cloud measured by the tra-
ditional calibration method and the loop closure calibration 
method are shown in Fig. 15.

It can be seen from Fig. 15 that the cylindrical section 
obtained by the traditional calibration method cannot be 

Fig. 11  Adjacent camera reprojection errors before and after loop 
closure optimization for real systems

Fig. 12  Accumulated errors before and after loop closure optimiza-
tion of the actual system



Improvement of calibration method for multi-camera line structured light vision system  

1 3

Page 9 of 13 116

closed as a ring, and the cylindrical section obtained by the 
loop closure calibration method is closed as a ring. This 
phenomenon proves the effectiveness of the improved cali-
bration method in eliminating the problem of uneven distri-
bution of the overall error in the system.

Repeat the scan 10 times, and fit the cylindrical point 
cloud data obtained by the two methods to obtain the diam-
eter. Table 4 shows the diameter calculation results.

Table 2  Errors change after 
optimization

Adjacent camera reproject error  Accumulated error

RMS/mm Maximum/mm Average/mm RMS/mm Maximum/mm Average/mm

Before calibration 0.4809 0.733 0.4736 4.5823 6.935 4.5672
After calibration 0.1627 0.225 0.1603 0.3675 0.4846 0.3644

Table 3  Parameter changes after loop closure calibration

Parameter Before loop closure
calibration

After loop closure
calibration

f

dx
8253.9 8254.3

f

dy
8258.7 8257.5

u
0

1008.9 1008.2
v
0

1209.9 1209.4
� 0 0

Fig. 13  The spatial distribution of the three light planes before and after loop closure optimization: a Spatial distribution of light plane b Par-
tially enlarged view of the spatial position of the light plane before and after loop closure optimization

Fig. 14  Point cloud before and after calibration method improvement: a The traditional calibration method; b The loop closure calibration 
method
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It can be seen from the Table 4 that the average diameter 
measurement of the traditional calibration method is 30.013 
mm, while the average diameter measurement of the loop 
closure calibration method is 30.006 mm, and the diameter 
measurement accuracy is slightly improved. Because the 
diameter fitting is a process of data error synthesis, the fault 
problem does not necessarily have a great influence on the 
diameter.

To clearly show the matching situation before and after 
optimization, this paper will match the point cloud before 
and after optimization with the standard cylinder. Fig-
ure 16 is the distribution of the shape error before and after 
optimization.

It can be seen from the figure that compared with the 
measurement results of the traditional calibration method, 
the surface shape error of the loop closure calibration 
method is smaller, and the overall surface shape error 

Fig. 15  Cylindrical point 
cloud profile: a The traditional 
calibration method; b The loop 
closure calibration method

Table 4  Parameter calculation 
before and after loop closure 
optimization Repeated 
measurement standard cylinder 
diameter table

Diameter meas-
urement 
results before 
loop
closure optimiza-
tion/mm

Diameter 
measure-
ment 
results after 
loop
closure 
optimiza-
tion/mm

30.014 30.006
30.015 30.005
30.012 30.006
30.012 30.006
30.012 30.009
30.013 30.009
30.015 30.004
30.015 30.008
30.011 30.005
30.013 30.006

Fig. 16  The error distribution 
of the shape before and after 
optimization a The traditional 
calibration method’s error; b 
The loop closure calibration 
method’s error
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becomes smoother. The surface shape error’s peak-to-valley 
(PV) of the traditional calibration method is 334 μ m, and 
the RMS is 59 μ m. The surface shape error’s PV of the loop 
closure calibration method is is 72 μ m, and the RMS is 13 
μ m. After optimization, the RMS profile error is reduced by 
46 μ m, the accuracy is increased by 4.5 times, and the PV of 
profile error is reduced by 262 μ m. This proves the effective-
ness of the loop closure optimization again.

The method proposed in this paper has a very high indus-
trial application value and can be used for the rapid measure-
ment of shaft parts. Figure 17 shows the result of a 3D scan 
of a camshaft in a piston engine

Based on the three-dimensional results obtained by scan-
ning, we measured the shaft diameter and roundness of the 
camshaft, and the parameters to be measured are shown in 
Fig. 18.

Based on the three-dimensional results obtained by scan-
ning, we measured the shaft diameter and roundness of the 
camshaft, and the parameters to be measured are shown in 
Fig. 18. R1 , R2 , R3 , R4 , R5 are the radius of the contour arcs, 
respectively. Use cylindrical fitting to fit each camber radius 

Fig. 17  3D scan results of a camshaft: a Object to be measured; b Measured surface topography

Fig. 18  Schematic diagram of the parameters to be measured for the 
camshaft
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respectively, and the error between the measurement results 
and the design value is shown in Table 5.

The roundness error refers to the runout of the contour on 
the section perpendicular to the axis of the rotating body to 
its ideal circle. The cross section of the position to be meas-
ured was intercepted to measure the roundness error, and 
the measurement results are shown in Fig. 19. The round-
ness error of this area is calculated to be 11 μ m, which is 
consistent with its machining accuracy, which proves that 
this method can measure the roundness.

5  Conclusion

In this paper, an improved calibration method for a multi-
camera line structured light vision system is proposed, which 
solves the problem of discontinuity or even fault in the over-
lapping area during coordinate system calibration. Based 
on the loop closure calibration method, the system model is 
overall optimized by loop closure calibration, which reduces 
the matching error of adjacent cameras by about 66.2% , the 

accumulated error is reduced by about 91.8% , and the overall 
measurement accuracy is increased by 4.5 times.

The calibration method proposed in this paper is suit-
able for the calibration of the annular measurement field. 
The calibration process is simple and no expensive external 
measurement equipment is used in the calibration process. 
This calibration method is very suitable for use in online 
measurement systems in industrial sites. At present, it has 
been used in the calibration of the whole topography meas-
urement system of shaft parts. Quickly correct the position 
of each coordinate system with only a simple calibration 
procedure.
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