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Abstract
The thermographic phosphor Pr:YAG was investigated for lifetime-based surface temperature measurements using 4f–4f 
emission from its 3P

J
 states. A thin phosphor coating was applied to a fused silica substrate and placed in a tube furnace for 

diagnostic characterization. Lifetime measurements were performed from room temperature to 1200 K in 100-K increments. 
The emission lifetime was found to decrease continuously from 7 μs at room temperature to 200 ns at 1200 K, making Pr:YAG 
a promising phosphor for applications involving fast transient phenomena. At each temperature, 100 single-shot measure-
ments were acquired to evaluate phosphor performance. Single-shot temperature precision better than 2 K was measured 
from 400 to 1200 K. A methodology was developed for in-situ single-shot temperature precision estimates using weighted 
linear regression statistics. The precision predictions were compared to experimental results and agreement was generally 
within 1 K over the entire temperature range. The ability to precisely resolve temperature over large ranges in an applied 
environment was demonstrated using a propane torch to expose the phosphor-coated substrate to high heat fluxes. Measured 
temperature increased from room temperature to approximately 1150 K during the experimental duration, with estimated 
precision better than 4 K over the entire range

1 Introduction

There has recently been significant interest in the develop-
ment of “temperature-swing” (T-swing) thermal barrier 
coatings (TBCs), characterized by low density and thermal 
conductivity, for reciprocating engines [1–5]. Employing 
these materials may allow surface temperatures to more 
closely track gas temperatures during combustion, reducing 
convective heat losses and improving thermodynamic effi-
ciency [5, 6]. To date, engine performance results have been 
mixed, with some studies demonstrating benefits [2, 3, 7], 
while others show decreased performance [1, 8]. Multiple 
studies have identified potential adverse effects due to high 
porosity and increased surface roughness as reasons for the 
limited observed benefits [7, 9–11]. To better understand the 
impact of these new TBC materials on engine performance, 
in situ measurements of both surface temperature and heat 
flux are desired.

Phosphor surface thermometry is being actively devel-
oped for this purpose, both as a single-point and two-dimen-
sional measurement technique [12–16]. Typically, thermo-
graphic phosphor particles are mixed with a binder and 
applied in a thin layer on the measurement surface. A laser is 
utilized to excite the phosphor particles which subsequently 
emit temperature-dependent radiation that can be utilized 
for thermometry. The focus of this work is on the lifetime 
thermometry approach, which has been used extensively to 
provide precise single-point temperature measurements for 
a range of different applications [17–21].

The temperature-swing of a TBC-coated piston during 
typical diesel engine operation may span a range from 450 
K to over 1200 K [3], with temperatures changing as rapidly 
as a few kelvins every 20 μs . To the authors’ knowledge, 
no phosphor composition has been identified that can pre-
cisely resolve measurements over this large of a temperature 
range with fast enough emission rates to maintain appropri-
ate temporal resolution (see [21] for a list of many of the 
phosphors that have been tested in the literature). Fuhrmann 
et al. [17] has demonstrated high-speed measurements in 
an optically accessible engine using a Mg2TiO4 ∶ Mn4+ 
phosphor with suitably-fast emission rates. Unfortunately, 
its rapidly decreasing lifetime with temperature limits 
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precise measurements to approximately 500 K and below 
[21]. In addition, many measurements have been reported 
with Dy:YAG (and other Dy3+-based phosphors) from room 
temperature to at least 1700 K using both the lifetime and 
intensity ratio methods [21–23]. The slow characteristic 
emission rate of the Dy3+ ion (room temperature lifetime 
usually just below 1 ms) makes it unsuitable for resolving 
the rapid temperature swings expected during in-cylinder 
measurements when using the lifetime method for tempera-
ture determination.

Applications in highly transient environments, where 
single-shot precision cannot be measured directly, require 
estimation techniques to assess diagnostic performance and 
to reliably differentiate real temperature fluctuations from 
measurement noise. To date, this topic has received lim-
ited attention in the literature [16, 22]. Tsuchiya et al. [22] 
recently published a precision estimation technique based 
on non-linear regression statistics, although no comparison 
between statistical and measured shot-to-shot precision was 
performed.

The goal of the present work is twofold. First, triva-
lent praseodymium doped into yttrium aluminum garnet 
(Pr:YAG) is investigated as a candidate to resolve the poten-
tially large temperature-swings for TBCs in reciprocating 
engine applications. Second, a method is developed that 
enables in-situ single-shot temperature precision estimates. 
This work extends previous work by Tsuchiya et al. [22] by 
comparing weighted linear regression statistical estimates 
directly to experimental results as a means of evaluating 
the suitability of statistical analysis for determining in-situ 
phosphor performance. Background on the lifetime ther-
mometry technique is provided, including factors govern-
ing measurement precision and the method used to estimate 
the statistical single-shot signal-to-noise ratio from the life-
time measurements. The lifetime vs. temperature calibra-
tion is presented and the measured lifetime and temperature 
precision at each temperature are compared to predictions. 
Finally, results from a demonstration using a propane torch 
are presented to highlight the capability of the Pr:YAG phos-
phor to precisely resolve measurements over the relevant 
temperature range.

2  Background

2.1  Pr:YAG thermographic phosphor

The lifetime thermometry approach was employed to perform 
surface temperature measurements using the 3PJ �→

3 H4 transi-
tion of Pr3+ doped into YAG (0.5% doping with Pr3+ , Phosphor 
Technology Ltd., 1.8 μm median volume-weighted diameter 
based on manufacturer supplied particle volume probabil-
ity distribution function). Pr:YAG has been identified as a 

potential material for stable fluorescence-based thermometry 
utilizing the temperature dependence of its photoluminescence 
intensity [25]. It has also been used previously for gas tem-
perature measurements [23, 24], but no applications employ-
ing the lifetime method have been reported in the literature to 
the authors’ knowledge. Figure 1 displays the temperature-
dependent normalized emission spectrum of this transition. 
The experimental setup for these measurements has been 
reported elsewhere [25]. The 3PJ �→

3 H4 transition is narrow, 
centered at approximately 488 nm with a full-width half maxi-
mum (FWHM) of 3 nm at room temperature. With increasing 
temperature the peak very slightly red-shifts and preferentially 
broadens, with the FWHM increasing to 7 nm by 800 K.

2.2  Lifetime thermometry performance

The lifetime thermometry method utilizes the time decay of 
the phosphor emission to determine temperature. Upon exci-
tation with a laser source, many phosphors undergo a nearly 
single exponential time decay of the luminescence signal [20]:

In Eq. (1), Ii is the intensity measured at time ti and I0 is the 
initial signal intensity directly after laser excitation assum-
ing an excitation pulse duration which is short relative to the 
emission lifetime. The emission lifetime, � , is a function of 
the phosphor’s radiative emission probability ( A

R
≡ Einstein 

(1)Ii = I0 exp

(

−
ti

�

)

.

Fig. 1  Measured normalized emission spectrum as a function of tem-
perature for the 3P

J
�→
3
H

4
 transition of Pr:YAG 
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A coefficient) and non-radiative transition probability ( WNR ), 
that is

Whereas the radiative transition probability is usually con-
sidered to be temperature-independent, the nonradiative 
transition probability is a strongly increasing function of 
temperature. Once WNR becomes similar in magnitude or 
greater than AR , � decreases significantly with increasing 
temperature. The resulting temperature-sensitivity of the 
emission lifetime can then be used for thermometry when 
calibrated appropriately.

The single-shot temperature precision ( sT , standard ran-
dom uncertainty, i.e., the standard deviation of the sam-
ple distribution) for the lifetime method is dependent on 
the coefficient of variation for the lifetime measurement 
( COV

�
≡ s

�
∕� ) and the fractional temperature sensitivity 

( �T):

where

and s
�
 is the estimated single-shot lifetime measurement 

standard deviation. Measurement random uncertainty is 
minimized when two criteria are satisfied: 

1. the lifetime is changing rapidly with temperature (i.e., 
high sensitivity), and

2. the relative random uncertainty in the lifetime measure-
ment is small.

Temperature sensitivity can be determined from calibration 
experiments. Ideally, the measured lifetime is an intrinsic 
property of the phosphor and should directly translate to 
the application of interest. On the other hand, SNR

�
 is more 

challenging to predict a priori. It not only depends on phos-
phor photophysical properties (absorption cross section, 
quantum yield, Einstein A coefficient), but is intimately 
linked to both the experimental setup details and fitting 
method used to determine the lifetime of each single-shot 
curve. Here, a technique is presented aimed at understanding 
measurement precision based on weighted linear regression 
statistics.

2.3  Weighted linear regression statistics

Linear regression fitting has been employed for the life-
time thermometry method extensively in the literature [16, 

(2)� =
1

AR +WNR

.

(3)sT =
�T

��

s
�
=

s
�

�

1

�T

=
COV

�

�T

,

(4)�T =
1

�

��

�T
=

� ln �

�T
,

17, 26]. It is assumed that the phosphor decay curve can 
be adequately represented by Eq. (1). The equation is lin-
earized by taking the natural logarithm, and the slope of 
ln Ii vs. ti is used to determine the lifetime of the emission.
The resulting linear regression model for the data is

where �i is the error at time ti between the predicted natural 
logarithm of the intensity and the measured intensity, i.e., 
�ln Ii =

�ln I0 − ti∕𝜏 (note that estimated/predicted quantities 
have a hat ̂ over them). In general, �i is non-zero due to 
a combination of detector noise and fundamental limita-
tions in the assumed fit form. The resulting weighted sum 
of squared errors is

where N is the number of data points used for fitting and wi 
is the weighting factor for each point ( wi = 1 for un-weighted 
fits). The estimated lifetime of each single-shot curve is 
found by minimizing Sw with respect to ln I0 and 1∕� [27], 
resulting in the following expression:

In Eq. (7), the weighted mean of quantity x is defined as

The random uncertainty in the estimated lifetime can be esti-
mated from the statistical variance in the lifetime, calculated 
by taking the variance of Eq. (7) [27]:

where

The estimated coefficient of variation for the lifetime meas-
urement is thus

(see “Appendix 1” for a derivation of the equivalence of 
COV

�
 and COV1∕� in Eq. 11). Equation (9) can be used 

with Equation (11) for each single-shot time-resolved trace 

(5)ln Ii = ln I0 −
ti

�

+ �i,

(6)Sw =

N
∑

i=1

wi�
2
i
=

N
∑

i=1

wi

(

ln Ii −
̂ln Ii

)2

,

(7)
1

𝜏

= −

∑N

i=1
wi(ti − t̄w)(ln Ii − ln Iiw)
∑N

i=1
wi(ti − t̄w)

2
.

(8)x̄w =

∑N

i=1
wixi

∑N

i=1
wi

.

(9)s2
1∕𝜏

=
s2
w

∑N

i=1
wi(ti − t̄w)

2
,

(10)s2
w
=

Sw

N − 2
.

(11)COV
𝜏
= COV1∕𝜏 =

s1∕𝜏

1∕𝜏
,
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to determine the variance in the fit for a given weighting-
scheme. The next sections will compare the resulting preci-
sion estimates to experimental temperature precision, deter-
mined from 100 single-shot measurements taken from room 
temperature to 1200 K.

3  Experimental methods

3.1  Pr:YAG thermographic phosphor coating

A phosphor coating was applied to the surface of a 25.4 
mm diameter fused silica ground glass diffuser (Thorlabs 
DGUV10-220). The Pr:YAG phosphor particles were 
mixed with a high-temperature water-based binder liquid 
(ZYP Coatings, HPC binder) at a ratio of 1 g phosphor 
particles to 10 mL binder. The phosphor/binder mixture 
was brushed onto the substrate and then annealed in an 
oven at 200 ◦C for 3 h. No measurements of coating thick-
ness were made, but based on previous measurements 
using a coating thickness gauge (Elcometer model 456) 
for similar coatings on aluminum substrates the thickness 
is estimated to be between 10 and 20 μm.

3.2  Furnace characterization

The experimental setup used for characterization of the 
Pr:YAG phosphor is shown in Fig. 2. Measurements were 
performed in a tube furnace (CM Furnaces, Rapid Temp 
Model 1720-12) from room temperature to 1200 K in 100-K 
increments. The phosphor coating was placed inside the fur-
nace and excited with the 266-nm 4th-harmonic output of an 
Nd:YAG laser (Ekspla, NL-303D-10-SH/TH/FH) operated 
at 10 Hz, with an average pulse energy of 1.2 ± 0.2 mJ/pulse 
( 2.5 ± 0.5 mJ/cm2). Emission was collected from 475 to 510 
nm using a 500-nm shortpass filter (Edmund Optics 64663) 
and a 473-nm longpass filter (Semrock LP02-473RS-50). A 
295-nm longpass filter (Schott WG-295) was also employed 
to reject laser scattering.

The time-resolved luminescence was measured using a 
photomultiplier tube (PMT) module (Hamamatsu, H-5783), 
with a rise time of 0.78 ns (based on manufacturer specifi-
cations). The built-in PMT amplifier was set to a control 
voltage of 0.62 V (corresponding to a current gain of 1.2E5 
based on manufacturer’s specifications) and stored on an 
oscilloscope (Teledyne Lecroy WaveSurfer 3034z, 350-MHz 
bandwidth, 8-bit resolution). The oscilloscope was operated 
at a sampling rate of 2 ns/point and a vertical scale of 200 
mV/div. At each temperature, 100 single-shot measurements 

Fig. 2  Experimental setup for 
the temperature-dependent 
time-resolved measurements
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were acquired and processed to determine the mean and esti-
mated standard deviation in the lifetime.

Luminescence lifetimes for each trace were calculated 
using the weighted linear least-squares regression defined by 
Eq. (7). Each single-shot measurement was first background 
subtracted using the average of the first 230 points prior to 
the laser excitation. Fitting began 100 ± 6 ns after the laser 
pulse to avoid any potential fast fluorescent interferences 
from the binder, substrate, or other background sources. 
Figure 3a displays examples of single-shot measurements 
beginning 100 ns after the laser pulse for temperatures of 
600 K and 1200 K. At 1200 K a slow emission component 
is visible for intensities below 60 mV that is not as appar-
ent at 600 K. This may be due to non-exponential behavior 
in the phosphor emission or could be a result of imperfect 
background subtraction of thermal emission at high tem-
peratures. To avoid this artifact, lifetime fitting was chosen 
to end at a signal level of 80 mV for all measurements. This 
criteria was chosen rather than fitting utilizing an iterative 
window, as has been done previously [28]. The approach 
of Brübach et al. [28] was found to be prone to including 
the slow emission component at high temperatures, leading 
to poor fit results and significant biases in the temperature 
measurements.

In an effort to minimize COV
�
 , the weighting for each 

point was set equal to the inverse of its’ estimated variance 
[27] (see “Appendix 2”). Figure 3b provides examples of the 
fit results for single traces at three different temperatures. 

The inclusion of weighting forces the fit to be best at early 
times, when signal intensities are high. Due to non-single 
exponential behavior early in the trace, especially at low 
temperatures (i.e., 400 K trace), this results in slightly worse 
agreement at later times. Even with this disagreement, it was 
found that the inclusion of weighting resulted in improved 
experimental COVs relative to unweighted fits, even at low 
temperatures.

3.3  Torch demonstration

Following furnace characterization and calibration of the 
Pr:YAG phosphor, a demonstration was performed utilizing 
a propane torch to expose the phosphor coating to high heat 
fluxes. The main purpose of the experiment was to dem-
onstrate precise measurements over a large temperature 
range in a combustion environment. Figure 4 displays the 
experimental setup for the torch demonstration. Single-shot 
measurements were acquired directly on the oscilloscope 
for approximately 80 s at a rate of 2.2 traces every second 
(10,000 points were acquired per trace) until the measured 
temperature began to plateau. The torch position was man-
ually adjusted such that the maximum temperature of the 
coating was approximately 1200 K (i.e., the maximum of 
the calibration range). The equipment and lifetime fitting 
details for these experiments were identical to that discussed 
in detail in Sect. 3.2.

Fig. 3  a Measured single-shot intensity vs. time curves at 600 and 1200 K, b Lifetime fitting results for single-shot traces at 400, 600 and 1000 
K
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4  Results

4.1  Lifetime calibration and temperature sensitivity

Figure 5a displays the average of 100 time-resolved meas-
urements from room temperature to 1200 K. Measurements 
are cutoff at 80 mV to avoid the long lifetime component 
in the data, per Sect. 3.2 and Fig. 3a. With increasing tem-
perature, the intensity decays more rapidly due to increasing 
nonradiative transition rates. At lower temperatures, there is 
a fast component that leads to non-single exponential behav-
ior. Above 500 K, the fast component is less prevalent, and 
the data are better characterized by a single-exponential time 
decay. Beginning the lifetime fit 100 ns after the peak inten-
sity allows the fit to be minimally impacted by the fast initial 
decay at temperatures above 400 K.

Figure 5b displays the measured lifetime vs. tempera-
ture (black symbols). At each temperature, the reported 
lifetime is the mean value of the 100 single-shot lifetime 
measurements. The lifetime is a continuously decreas-
ing function of temperature, from approximately 7 μs at 
room temperature down to 200 ns at 1200 K. This makes 
Pr:YAG phosphor a promising candidate for applica-
tions involving transient phenomena. On the other 
hand, the lifetime is still sufficiently long-lived to avoid 

fluorescence interference (e.g., by delaying fitting until 
100 ns after the laser pulse in this work) that can bias 
measurements in applied environments. The calibration 
used to translate lifetime into temperature is shown in 
Fig. 5b. The residual between the calibration fit and fur-
nace temperature was less than 1% at all temperatures 
over this range, except at 500 K (1.3%).

The lifetime decreases approximately linearly on a log-
arithmic scale for temperatures above 400 K, implying a 
relatively constant fractional sensitivity (see Eq. 4). This is 
confirmed by directly calculating the fractional sensitivity 
using the lifetime vs. temperature calibration, as shown in 
Fig. 5b (blue line, right axis). By 500 K, the sensitivity is 
roughly 0.4%/K and remains between 0.4 and 0.45%/K from 
500 to 1200 K. The magnitude of the sensitivity is moderate 
when considering that peak sensitivities for some phosphors 
are almost ten times higher [29].

Very high sensitivity allows for very precise temperature 
measurements; however, it is at the expense of a reduced 
temperature range. For the lifetime method, high sensitiv-
ity implies a rapidly decreasing lifetime. Therefore, as tem-
perature increases fewer data points are acquired, reducing 
lifetime measurement precision and compromising the capa-
bility to precisely measure temperature over a large range. 
For the specific focus of this work (with temperature swings 

Fig. 4  Experimental setup for 
torch demonstration
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anticipated to be on the order of ∼ 800 K), a moderate sensi-
tivity phosphor such as Pr:YAG allows for precise measure-
ments over the entire range of interest.

4.2  Temperature precision

Figure 6a displays the results of the 100 single-shot tempera-
ture measurements from 400 to 1200 K. Since each meas-
urement set took roughly 45 s to complete (2.2 traces/s), a 
slow temperature drift was observed in the measurements 
of approximately 2–5 K from the first to the last data point 
at each temperature. The measurements reported were cor-
rected for this by assuming a linear variation in time and 
applying a linear fit to determine the rate of variation needed 
for the correction.

The standard deviation of the 100 measurements at each 
temperature was calculated to determine the experimental 
temperature precision, and results are also shown in Fig. 6a. 
The experimental temperature precision (i.e., the random 
uncertainty sT ) is better than 2 K over the entire range. Cor-
recting the measurements for temperature drift improved the 
measured precision on average by 0.14 K, with a maximum 
improvement of 0.5 K at 1100 K.

The measured precision is compared to the predicted 
temperature precision using Eq. (3) in Fig. 6b. On a relative 
basis the measured temperature precision is about a factor 
of two worse than predicted. From an absolute perspective, 
the agreement between measured and predicted precision 
is generally better than 1 K over the entire range. A linear 

fit between measured and predicted precision is shown in 
Fig. 6b and will be used to estimate precision for the tran-
sient torch heating measurements. It is important to note that 
this linear relationship between experimental and statistical 
precision is specific to the experimental setup and condi-
tions described in Sect. 3.2, and thus is not a general result. 
Measurements over a larger range of conditions (tempera-
ture, peak signal intensity, PMT gain, number of sampling 
points, oscilloscope resolution, etc.) could be employed to 
develop a more complete understanding of the relationship 
between experimental and predicted precision in the future.

4.3  Torch demonstration

Figure 7 displays the temperature vs. time of the Pr:YAG-
coated fused silica substrate surface during the torch experi-
ment. The torch was turned on approximately 7 s after data 
acquisition began (torch turn on corresponds to t = 0 s in 
the plot. Prior to the torch turning on, the phosphor diag-
nostic indicates a surface temperature of approximately 350 
K. This is due to the poor calibration fit below 400 K, as 
such, measurements are only considered valid at tempera-
tures above 400 K. Once the torch is turned on, there is a 
rapid initial increase in temperature. The measured surface 
temperature plateaus at 1150 K approximately 50 s after the 
torch was turned on. The single-shot estimated temperature 
precision (red dots) based on the relationship reported in 
Sect. 4.2, is between 1 K (450 K) and 4 K (1150 K) over 
the entire range. In comparison, the single-shot temperature 

Fig. 5  a Average time-resolved curves for Pr:YAG from room temperature to 1200 K; b lifetime (black symbols, left axis) and fraction tempera-
ture sensitivity (blue line, right axis) vs. temperature
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standard deviation over the last 20 data points ( T ≈ 1150 K) 
prior to the torch being turned off, when the temperature has 
essentially stopped changing, was 4.1 K.

5  Conclusions

This work investigated the Pr:YAG phosphor as a can-
didate for surface temperature measurement applications 
requiring large temperature ranges and fast temporal 
resolution. From 400 to 1200 K the measured lifetime 
decreased from approximately 6 μs to 200 ns. The lifetime 
dependence on temperature was used for thermometry, and 
the performance of the phosphor was evaluated in a tube 
furnace. Single-shot temperature precision of 2 K or bet-
ter was measured over the entire calibration range from 
400 to 1200 K. Measurements were compared to statisti-
cal predictions of temperature precision, and agreement 
was generally within 1 K over the entire range. Finally, 
measurements were performed with a propane torch to 
expose the phosphor-coated substrate to a high heat flux. 
Measured temperature increased from room temperature 
to approximately 1150 K during the experimental dura-
tion, with estimated precision better than 4 K over the 
entire range.

Appendix 1: Equivalence of  �
s
�

 and 1∕�
s
1∕�

The equivalence between �
s
�

 and 1∕�
s1∕�

 , can be derived by 

starting with the expression for temperature precision. 
This can be written both as function of �

Fig. 6  a 100 single-shot temperature measurements from 400 to 1200 K; b experimental vs. statistically predicted temperature precision

Fig. 7  Measured temperature (black) and estimate precision (red dots, 
right axis) vs. time for torch experiment
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and as a function of 1∕�.

where COV
�
= s

�
∕� and COV

1∕� = s
1∕�∕(1∕�) were previ-

ously defined. Next, �(1∕�)
�T

 can be written explicitly in terms 
of ��

�T
 as

Plugging (14) into (13), we get

Since (12) and (15) are equal, COV
�
 is equal to COV1∕�.

Appendix 2: Linear regression weighting

The variance in the linear regression fit, given by Eq. (6), can 
be re-written as

To minimize the variance in the fit, the weighting was set 
equal to the inverse of the un-weighted fit variance [27].

SNRi,p is the predicted signal-to-noise ratio in the detector at 
time i, and all other terms have been defined in the main text. 
SNRi,p can be estimated based on PMT noise characteristics 
[30] and oscilloscope vertical resolution.

(12)s2
T
=
(

�T

��

)2
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2

(

��

�T

)2
,
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(
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)2
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1∕�
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1∕�

1∕�2

(

�(1∕�)
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)2
,

(14)
�(1∕�)

�T
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��
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��

�T
.
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T
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�
2

(

��

�T
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.

(16)Sw =

N
∑
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(
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Ii

̂Ii

)2

=

N
∑
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(
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(

Ii −
̂Ii
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))2

.
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(
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(
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≈

(

ln

(

1

SNRi,p

+ 1

))−2

,

(18)SNRi,p =

(

K1

Ii
+

K2

I2
i

)−1∕2

,

(19)K1 =a
22eΔfGRf ,

(20)K2 =4kTΔfRf + a22eicdΔfG
2R2

f
� +

�

Vrange

2N
√

12

�2

.

All terms are defined in Table 1, and values used are based 
on manufacturer specifications or estimated from literature 
[30].
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