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Abstract
Quantitative, spatially-resolved measurements of intermediates in flame synthesis reactors are required for the validation 
of precursor decomposition and oxidation mechanisms, preceding the nanoparticle formation. In this work we demonstrate 
how the laser-induced fluorescence (LIF) can be used in a self-calibrating fashion to image absolute concentrations of the 
strong absorber, such as atomic iron generated during the thermal decomposition of iron pentacarbonyl precursor in the 
preheat zone of synthesis flame. Flame symmetry facilitates deduction of the absolute concentrations. A comparison of LIF 
fluorescence patterns on both sides of axisymmetric flow configuration cancels out symmetric factors such as fluorescence 
quantum yield, fluorescence trapping and optical aberrations. This approach, utilizing one laser beam and one spectral tran-
sition provides a refinement of previous methods that have used either two spectral transitions or two collinear laser beams 
in counter-propagating geometry. Its spectral resolution and the detection sensitivity of que are not compromised when the 
spectral width of the laser exceeds that of the absorber. The measured Fe-atom concentration field is qualitatively consistent 
with the predictions of nucleation theory approach and suggest that flame synthesis model should be expanded beyond the 
formation of small incipient iron clusters to several nm-sized iron particles.

1  Introduction

Laser-based diagnostics in combustion in general, and in 
combustion-assisted nanomaterial synthesis in particular, 
yield benchmark experimental data for mechanism vali-
dation [1–4] Among various diagnostic techniques laser-
induced fluorescence (LIF) has particularly strong record 
in revealing quantitative and spatially resolved information 
on wide variety of combustion intermediates [5–8]. How-
ever, several factors, such as fluorescence quantum yield, 

fluorescence trapping, detection and collection efficiency, 
have to be quantified in order to convert LIF signal to abso-
lute species concentrations [9–11]. In cases where the light 
absorption is particularly strong, the attenuation of the exci-
tation laser beam induces LIF signal, whose intensity decays 
with the propagation of the laser beam through the absorbing 
medium, providing information about local absorbance and, 
therefore, absolute concentration. This principle was imple-
mented by Stepowsky [12] to deduce absolute concentration 
between two successive (close) points of flame-borne OH by 
bidirectional beam configuration. Similarly, Versluis et al. 
[13], presented a way to obtain OH quantitative distributions 
from bidirectional LIF images, where collisional quench-
ing effects cancelled out. Somewhat different approach was 
undertaken by Hecht et al. [14] who used a weak (with vir-
tually no light attenuation) and a strong transition (notice-
ably attenuated along the laser sheet propagation direction) 
originating from the same level of Fe-atom in nanoparticle 
flame synthesis reactor to deduce absolute Fe(I) concentra-
tion. The pixel-by-pixel ratio of the LIF image recorded via 
the strong spectral transition to the one recorded using weak 
transition, under identical reaction conditions, yielded the 
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local absorbance values and consequently—the absolute 
concentration of Fe(I), resolved along the line-of-sight.

Tian et al. [15], who studied LIF of Fe atoms in the fer-
rocene-doped premixed propene/oxygen/argon flat flame 
pointed out that bidirectional scheme suggested by Versluis 
et al. [13] can be reduced to the unidirectional configuration, 
taking advantage of the axial symmetry of the flame. The 
use of symmetry for evaluation of absolute OH concentra-
tion was implemented also in the early work of Stepowski 
and Garo [16], where they compared the intensity of the LIF 
signals in two boundary points of a conical diffusion flame. 
However, this method was applicable only to the specific 
situations due to limitations of the equipment available at 
that time (e.g. two photomultipliers were used instead of 
CCD detector commonly used nowadays).

The present work reports a detailed analysis of advan-
tages and challenges associated with this approach on the 
example of Fe-atom imaging in hydrogen/oxygen/argon pre-
mixed flame doped with iron pentacarbonyl (IPC, Fe(CO)5 ). 
This system is widespread in detailed studies of iron oxide 
nanoparticle flame synthesis (see Ref. [17] and references 
therein). Taking into consideration the flame reflection sym-
metry with respect to the plane perpendicular to the laser 
beam (feature applicable to a wide class of burners), a single 
laser beam operating at single (strong) spectral transition is 
sufficient to obtain absolute concentration. A ratio of the 
LIF images on the two sides of the flame symmetry plane 
cancels out factors, such as fluorescence quantum yield, col-
lection and detection efficiency, and fluorescence trapping, 
thus reducing the absolute concentration measurements to 
local LIF signal attenuation quantification. While being 
conceptually similar to a traditional absorption experiment, 
this method retains spatial resolution along the line-of-sight, 
since the imaging of the laser-induced fluorescence attenu-
ation yields local absorbance values. Furthermore, since 
only the fluorescence emerging due to the portion of the 
laser line interacting with the absorber is observable, this 
approach possesses detection sensitivity superior to a tra-
ditional absorption experiment and does not impose upper 
limit on the laser linewidth. For the case of ideally mono-
chromatic laser, the local absorbance values can be directly 
converted to the absorber’s absolute concentration, using the 
known value of absorption cross-section. We show, that for 
the case of finite laser linewidth, the observed local absorb-
ance can be transformed into absolute concentration, using, 
in addition to the absorption cross-section, a scaling factor 
straightforwardly derived based on the knowledge of laser/
absorber linewidth ratio.

The Fe-atom concentration field retrieved with this 
approach was compared to predictions of the current reduced 
iron flame chemistry models [18]. This comparison reveals 
that the model strongly overpredicts the conversion of the 
IPC precursor to atomic iron and that the radial profile of Fe 

deviates from uniform concentration distribution anticipated 
for a flat flame burner. These findings hint at the shortcom-
ings in the present picture of early iron cluster formation in 
flames and suggest that the processes of iron cluster nuclea-
tion, iron particle growth and their heterogeneous oxidation 
should be incorporated in a model aiming at quantitative 
description of the synthesis process.

2 � Experimental

The schematic of the experimental setup is shown in Fig. 1
Premixed downward-firing low-pressure flames were sta-

bilized on a 36 mm-diameter porous water-cooled bronze 
sinter burner mounted on an automated linear feedthrough 
(Huntington Mechanical Labs) enabling to control the dis-
tance between the LIF laser beam and the burner surface. 
The burner was situated in a 50 cm-long cylindrical chamber 
of 27 cm diameter, and the pressure was kept at 30 mbar in 
all the experiments described in this work. The mass flow 
rates of the gases forming the reacting flow were regulated 
by mass flow controllers (MKS Instruments). The param-
eters of the two flames used in this work, differing only by 
the IPC load, referred hereafter as flame A and flame B, are 
listed in Table 1:

Fig. 1   Schematic of the experimental setup.  SHG second harmonic 
generator,  F filter,  I iris,  M mirror,  L lens (f1 = 20 cm, f2 = 10 
cm), PD-photodiode. X-laser beam propagation axis (see Sect. 4.1)

Table 1   Parameters of the flames used in this work 

sccm standard cm3 per minute

Gases H
2

O
2

Ar IPC

Units sccm ppm
Flame A 400 400 600 50
Flame B 400 400 600 200
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A collimated, unfocused laser beam (0.6 mm FWHM) 
near 298.3 nm, generated by frequency doubling of the out-
put of the ND-60 dye laser filled with mixture of Rhodamine 
590 and Rhodamine 610 dyes, pumped by the second har-
monics of Continuum Surelite Nd:YAG pulsed laser, was 
used to excite the a5D ← y5D0 transition of Fe(I) (Einstein 
coefficient for spontaneous emission A = 2.79 × 107s−1 
[19]). This line is not superimposed with any other spectral 
line in flame, including the OH radical spectral lines. No 
signal was observed upon excitation at this wavelength in the 
undoped hydrogen/oxygen/argon flame. The resulting fluo-
rescence line image was recorded by a gated ICCD camera 
(Princeton Instruments PI MAX(512 × 512 pixels) using a 
short (6 ns) gate promptly after the laser pulse. The LIF line 
images recorded at different distances from the burner (from 
0.5 to 40 mm) were stitched together to generate the two-
dimensional(2D)-LIF intensity distribution. Laser pulses 
with less than 0.1 nJ per pulse were used to avoid saturation 
and ensure linear dependence of the fluorescence signal on 
the excitation laser intensity.

The temperature profiles, required for conversion of the 
quantum state-specific Fe(I) concentration to the total con-
centration of iron atoms, were measured via multi-line OH 
laser-induced fluorescence (LIF) imaging. The fluorescence 
signal was detected during 10-ns gate by ICCD camera after 
excitation of the OH A2�+

← X2�i band R-branch centered 
around 307 nm with a frequency-doubled output of a tunable 
dye laser (ND 60, Continuum) pumped by the second har-
monics of a pulsed Nd:YAG laser (Surelite). The frequency-
doubled output of the dye laser was shaped into a sheet using 
a concave cylindrical lens (f = 10 mm) and convex spherical 
lens (f = 200 mm). The ICCD camera enables to use a 10-ns 
detection gate that is short compared to the OH fluorescence 
lifetime. The detection was started promptly after the exci-
tation laser pulse. Under these conditions, the rotational-
level dependence of the fluorescence quantum yield can 
be neglected, since only negligible quenching occurs at 30 
mbar pressure during the short and prompt detection gate 
[20]. The signal was corrected for variations in the laser 
pulse intensity. Temperatures were extracted on a pixel-
by-pixel basis from Boltzmann plots of the ground-state-
energy dependence of the LIF signal intensity, based on the 
rotational line intensities extracted from the experimental 
spectra and LIFBASE [21] tabulated Einstein absorption 
coefficients of individual rovibronic transitions.

3 � Modeling of the iron atom formation 
and consumption

The downward-firing, flat, low-pressure flame was recon-
structed for temperature, flow and concentration fields in 
a quasi 2D simulation of the reacting laminar flow. The 

simulations were performed using a finite volume approxi-
mation for the conservation equations. The chemical kinet-
ics was described using a finite rate model and a conserva-
tion equation was solved for every chemical component. 
We employed the open-source finite volume library 
OpenFOAM [22], modified for detailed computation of 
molecular transport properties for each of the gas species. 
The convective terms of the conservation equations were 
discretized using a central discretization schemes (CDS) 
for first and second derivatives. For the convective trans-
port of all scalar quantities, a blended variant of the CDS 
was used to ensure total variation diminishing. Because 
of the steady-state nature of the flame, the temporal inte-
gration was performed using an implicit Euler-scheme of 
first-order accuracy. The PISO scheme [23] was used for 
the pressure-velocity coupling. The pressure at the outlet 
boundaries of the computational domain was fixed consid-
ering the hydrostatic contribution. At the inlet, the pres-
sure gradient was set to zero, while the mass flow rate was 
prescribed. The inlet boundary condition for the chemical 
species is modified by a correction velocity [24], which 
is necessary in laminar flames of gases with highly dif-
ferent diffusion coefficients. For further details we would 
like to refer to previous reports on simulation of lami-
nar premixed flames [25, 26]. The iron chemistry in 2D 
simulations was described using a reduced mechanism, 
recently published by Nanjaiah et al. [18], which consists 
most probably of the minimal set of reactions required to 
describe the gas phase kinetics of Fe-combustion in a low-
pressure, premixed flame.

The reduced mechanism proposed by Nanjaiah et al. [18] 
was shown to reproduce well the simulation outputs of the 
detailed reaction scheme and to reliably predict the tem-
perature, flame speed and relative FeO concentration field. 
It comprises lumped Fe(CO)5 pyrolysis [27], simplified 
scheme describing the formation of iron clusters (up to Fe7 ), 
their subsequent evaporation in the high-temperature reac-
tion zone, and steps including interaction of Fe-containing 
species (not including iron clusters) with H2 , O2 , H2 O, H, O 
and OH, eventually leading to the formation of Fe2O3 mono-
mer [28], suggested to link the gas-phase iron-chemistry to 
the solid iron oxide nanoparticles. While this model was able 
to qualitatively describe the formation of condensable mat-
ter in the vicinity of the burner surface [26, 29, 30], it does 
not include steps beyond incipient cluster formation, leading 
to formation of nanoparticles within several nm-size range. 
Note that recent studies, e.g. Sellmann et al. [30], reported 
formation of early particles with diameters up to 4 nm with 
addition of already 200 ppm of Fe(CO)5 to the flame—far 
larger than the presently assumed early formed Fe-clusters 
(for example, Fe-particle of 4 nm contains already ∼ 2850 
iron atoms). It also appears very unlikely that these particles 
would simply evaporate into Fe-atoms [31, 32], while the 
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ignition temperature of iron powder aerosols was reported 
to be around 850 K [33].

Therefore, we investigated the role of nucleation and 
growth of realistic iron particles as a possible sink for Fe-
atoms. As a similar study was previously performed in the 
context of shock-tube experiment by Giesen et al. [34], we 
employed for the sake of consistency the same models for 
homogeneous nucleation [35], particle coagulation [36] and 
surface condensation [34]. The evaporation of these iron 
particles is not significant in the temperature range charac-
teristic for the preheat zone of the flame and the heteroge-
neous processes responsible for particle consumption via 
chemical transport reactions are not well known. Therefore, 
instead of direct incorporation of the above mentioned par-
ticle formation and grow model into the flame simulation, 
we have performed a parametric study for the range of IPC 
concentrations, residence time and temperatures, character-
istic for the flame conditions in the present work. Further 
details concerning this simulation are presented in Sect. 4.2

4 � Results and discussion

4.1 � Measurement concept and data evaluation

The measurement concept of this work allows for evaluation 
of the absolute concentration from the LIF image along the 
excitation laser beam propagation axis, provided that the 
absorption of the laser radiation is sufficiently high, and, 
therefore, the attenuation of the fluorescence induced by the 
laser beam is observable. The intensity of the excitation LIF 
signal, S(x), emerging from a point x along the laser propa-
gation axis for spectral transition 1 → 2 excited by the laser 
radiation at frequency � , having the intensity I(x, �) is given 
as follows:

defining  A(x) as follows:

where g(�) is the area-normalized lineshape function of the 
absorber, �(x) is the fluorescence quantum yield, �12 is the 
temperature-independent state-to-state-specific, frequency 
integrated absorption cross section, N1(x) is the number den-
sity at level 1, and C(x) is an experimental constant, which 
depends on the solid angle of light collection, fluorescence 
trapping, the transmission efficiency of the optics and the 
photoelectric efficiency of light detection.

Note that A(x) depends on the position along the laser 
propagation axis, x, and does not depend on the excitation 
frequency � . This is due to the fact that parameters C(x) 

(1)S(x) = ∫
∞

−∞

I(x, �)g(�)�12A(x)d�

(2)A(x) = C(x)�(x)N1(x)

and �(x) are associated with the fluorescence following the 
excitation to the upper level 2, which is, in general case, 
spectrally shifted with respect to the absorption and does 
not have a “memory” of the excitation frequency. Strictly 
speaking, the absorber lineshape, g(�) , can also include 
some dependence on the position along the laser propaga-
tion axis, x, e.g. in case of Doppler broadening and drastic 
variation of the temperature along the x axis. However, 
this is not the case in the most of flat flame experiments, 
including the current one, therefore we will consider the 
absorber lineshape g(�) to be independent of x.

For burner configurations, symmetrical with respect to 
the surface plane perpendicular to the laser beam propa-
gation axis, and furthermore, for burners with cylindri-
cal symmetry, the quantity A(x) is also symmetric, that is 
A(x) = A(−x).

Let us consider first a monochromatic laser beam at 
frequency �0 with intensity I(x) propagating from a point 
− x through the origin of coordinate x = 0 , located at the 
burner center, to a point x. According to the Beer–Lambert 
extinction law the intensity of the laser beam is attenuated 
as follows:

Due to the laser beam extinction, the LIF signal S(x) is atten-
uated with respect to S(−x) as follows:

Since A(x) = A(−x) , we have the following:

The experimentally observable extinction function 
R(x) = − ln

[

S(x)

S(−x)

]

 is given as follows:

The state-specific concentration N1(x) can be evaluated by 
the differentiation of Eq. (6) as follows:

Therefore, in the case of ideally monochromatic laser excita-
tion, the imaging of the LIF signal attenuation is conceptu-
ally similar to traditional absorption experiment, with the 

(3)I(x) = I(−x) exp

(

−�12g(�0)∫
+x

−x

N1(�)d�

)

(4)

S(x)

S(−x)
=

I(x)�12g(�0)A(x)

I(−x)�12g(�0)A(−x)

=
A(x)

A(−x)
exp

(

−�12g(�0)∫
+x

−x

N1(�)d�

)

(5)
S(x)

S(−x)
= exp

(

−�12g(�0)∫
+x

−x

N1(�)d�

)

(6)

R(x) = �12g(�0)∫
+x

−x

N1(�)d� = 2�12g(�0)∫
+x

0

N1(�)d�

(7)N1(x) =
1

2�12g(�0)

dR(x)

dx
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advantage of retrieving the information about local absorp-
tion along the line-of-sight.

However, in the more realistic situation, where the laser 
linewidth is finite, the measurement of absorption via the LIF 
emission attenuation imaging differs in one additional impor-
tant aspect from a traditional absorption experiment. In the 
latter the intensity decrease at the center of the absorption 
contour depends on the transition absorption cross section 
�12 multiplied by the peak value of the observed line contour, 
f (�) . This line contour is a convolution of the laser, l(�) , and 
the absorption, g(�) , lineshapes. The broadening of the laser 
line leads to the proportional decrease of f (�) peak value 
and, therefore, to the reduction of the observed absorption. 
Simply put, when the laser linewidth significantly exceeds 
the absorption linewidth, most of the laser emission passes 
through the absorbing medium without any interaction with 
atoms or molecules, and as a consequence, the attenuation of 
the total, frequency-integrated laser beam intensity is substan-
tially reduced.

The situation is different when we measure the absorption 
by comparing the fluorescence intensity at two points along the 
laser beam propagation axis. In this case, the portion of light 
which does not interact with the absorber is not observable. 
Therefore, the attenuation of the fluorescence intensity along 
the excitation laser beam is readily observable even for laser 
with virtually infinite linewidth. Let us consider this case.

The intensity of the laser at wavenumber � starting at 
the point x = −L varies along the x axis according to the 
Beer–Lambert law as follows:

The observed fluorescence signal, S(x), carrying the infor-
mation about the variation of the laser beam intensity, is, 
therefore, expressed by the following:

Thus, Eq. (6) for the experimentally observable extinction 
function R(x) transforms into a more elaborate expression 
as follows:

(8)I(x, �) = I0(−L)l(�)e
−g(�)�12 ∫ x

−L
N1(�)d�

(9)
S(x) =A(x)�

∞

−∞

I(x, �)g(�)�12d�

=A(x)�12I0(−L)�
∞

−∞

l(�)g(�)e−g(�)�12 ∫ x

−L
N1(�)d�d�

Following Eq. (7) the experimentally measured R(X) func-
tion can be numerically differentiated to yield information 
concerning N1(x) as follows:

where F(x) = ∫ x

−L
N1(�)d�  ,  and �F = ∫ x+�x

x
N
1
(�)d�

∼ N
1
(x)�x = N

1
(−x)�x . We also omit (�) in the equations 

for brevity. Since �F is small, the exponential function can 
be approximated by its first series expansion term as follows:

Equation (12) can be rewritten as follows:

where

and

For the case of purely monochromatic laser light, its 
lineshape can be approximated by Dirac delta function 
l(�) = �(� − �0) . In such case �(x) = g(�0) and, therefore,

Thus, Eq. (16) is identical to Eq. (7).
The situation with a broadband laser, where l(v) can be 

treated as a constant over the frequency range of the absorp-
tion line g(�) , was considered by Stepowski [12]. He dem-
onstrated that �(x) is a linear function of F(x) in the case 
of Doppler broadening of the absorption line g(�) , as long 

(10)

R(x) = − ln

[

S(x)

S(−x)

]

= − ln

[ ∫ ∞

−∞
g(�)l(�)e−g(�)�12 ∫ x

−L
N1(�)d�d�

∫ ∞

−∞
g(�)l(�)e−g(�)�12 ∫ −x

−L
N1(�)d�d�

]

(11)

�R(x) =R(x + �x) − R(x)

= ln

[ ∫ ∞

−∞
gle−g�12F(x)d�

∫ ∞

−∞
gle−g�12F(−x)d�

∫ ∞

−∞
gle−g�12[F(−x)−�F]d�

∫ ∞

−∞
gle−g�12[F(x)+�F]d�

,

]

(12)�R(x) = ln

[ ∫ ∞

−∞
gle−g�12F(x)d�

∫ ∞

−∞
gle−g�12F(−x)d�

(∫ ∞

−∞
gle−g�12F(−x)d� + �F�12 ∫ ∞

−∞
g2le−g�12F(−x)d�)

(∫ ∞

−∞
gle−g�12F(x)d� − �F�12 ∫ ∞

−∞
g2le−g�12F(x)d�)

]

(13)

�R(x) = ln

[

1 + �F�
12
�(−x)

1 − �F�
12
�(x)

]

∼ �F�
12
(�(x) +�(−x))

= N
1
(x)�

12
(�(x) +�(−x))�x,

(14)�(x) =
∫ ∞

−∞
g2le−g�12F(x)d�

∫ ∞

−∞
gle−g�12F(x)d�

(15)N1(x) =
1

(�(x) +�(−x))�12

�R(x)

�x

(16)N1(x) =
1

2g(�0)�12

�R(x)

�x
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as the total absorption �12g(�0)F(x) is less than 4. The �(x) 
function depends on x through the function F(x); therefore, 
we can express it as �(�) , where � = �12g(�0)F(x) is the 
total absorption. Note, that for the clarity of presentation 
we assume that the absorption line-center coincides with the 
laser centerline frequency �0.

Figure 2 depicts the function �(�) , normalized by the 
centerline value of the absorber lineshape, g(�0) , for sev-
eral laser/absorber linewidth ratios ( ��laser∕��line ), shown by 
solid lines. We assume Gaussian profiles for both laser and 
absorber lineshapes. In the case of broadband excitation, 
corresponding to infinite linewidths of the laser, �(�)∕g(�0) 
coincides with Stepowski’s [12] result. Figure 2 also shows 
the result for laser/absorber linewidth ratio of 2.6 used in this 
work. The important feature of �(�) is that it can be fitted 
well by a linear function up to 𝛼 ≲ 4 (shown by the dashed 
lines in Fig. 2).

Thus, �(x) can be expressed by �(x) = A − BF(x) and

since F(x) + F(−x) = F(L) due to the symmetry:  
∫ −x

−L
N1(�)d� = ∫ L

x
N1(�)d�  The  sum �(x) +�(−x)

= A +�(L) does not depend on x as long as the total absorp-
tion is not excessively large. Therefore Eq. (15) can be 
rewritten as follows:

Equation (18) is very similar to the Eq. (16), valid for the 
case of monochromatic light, with exception of normaliza-
tion by the attenuation factor f, given by the following:

(17)�(x) +�(−x) = 2A − B(F(x) + F(−x)) = 2A − BF(L)

(18)N1(x) =
1

2�12g(�0)f

dR(x)

dx

(19)f =
A +�(L)

2g(�0)

In addition to the potentially known lineshapes l(�) and g(�) , 
�(L) depends on the function F(L) = ∫ L

−L
N1(x)dx . In order 

to find the dependence of this function on the measurable 
total extinction R(L), Stepowski [12] suggested using a spe-
cial calibration function. In this work we took a different 
approach.

The attenuation factor f depends on the lineshapes l(�) and 
g(�) and on the total extinction R(L) and does not depend on 
x and the specific shape of N1(x) . Thus, even applying the 
“monochromatic case” Eq. (16) to experimentally observed 
dependence of the fluorescence signal extinction on x, R(x), 
will yield an accurate radial concentration profile in rela-
tive units. This relative concentration profile differs from 
the absolute one by the attenuation factor f (see Eqs. (7) 
and (18)).

In order to determine the attenuation factor f, we mim-
icked the experimentally observable fluorescence signal 
extinction R(x) using an artificial symmetric function N1(x) 
as an input to Eq. (10). Subsequently, we used Eq. (16) for 
recovering back the apparent radial concentration profile 
N

app

1
(x) . The apparent radial concentration profile differs 

from the true concentration profile N1(x) only by the attenu-
ation factor f, which, therefore, can be obtained from the 
ratio between Napp

1
(x) and N1(x) : f = N

app

1
(x)∕N1(x).

This factor depends on the laser and the absorber 
linewidths ratio ��laser∕��line and on the total extinction R(L). 
As demonstrated above (see Eq. (16) ) for the case where the 
laser linewidth is much narrower than that of the absorber, 
the attenuation factor f is nearly unity and is practically inde-
pendent on the total absorption. Figure 3 depicts the depend-
ence of the attenuation factor f on the ratio of the laser and 
absorber linewidths and on the total extinction R(L).

The spectral width of Fe(I) a5 D ← y5D0 transition at 298.3 
nm recorded in 30 mbar flame is dictated predominantly by 
Doppler broadening which amounts to 0.1 cm−1 (FWHM) 
at  T = 1000 K. The exact collisional broadening param-

eters of the 298.3 nm line are not reported in the literature. 

Fig. 2   Function �(�)∕g(�0) —solid lines (see text) at different 
ratios of laser and absorber linewidths, dashed lines—linear fits of 
�(�)∕g(�0) for 𝛼 < 4

Fig. 3   Dependence of the attenuation factor f on the laser/absorber 
linewidth ratio, ��laser∕��line and on the total extinction R(L)
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Basing on the measured collisional broadening of the Fe 
371.99 nm line [37, 38] we estimated that under our condi-
tions it corresponds to a linewidth ��coll < 0.006 cm−1 , and, 
therefore, the Lorentzian contribution to the lineshape can 
be neglected. Figure 4 depicts the observed profile of the Fe 
spectral line fitted by a Gaussian lineshape. It corresponds 
to the convolution of the absorber lineshape g(�) and the 
laser lineshape l(�).

As mentioned above, ��line = 0.1 cm−1 , while the laser 
linewidths ��laser = 0.26 cm−1 is evaluated from the Gaussian 
fit of the observed 298.3 nm line spectral profile (see Fig.4), 
approximating both the absorber and the laser spectral pro-
files by Gaussian lineshapes:

The observed spectral profile linewidth (0.28 cm−1 ) is dic-
tated mainly by the laser linewidth (0.26 cm−1 ) and, there-
fore, the laser linewidth derived from Eq. (20) has little 
dependence on the absorber broadening. Furthermore, as 
has been stressed out earlier, due to the independence of the 
fluorescence trapping on the excitation frequency, it does not 
contribute to the absorber linewidth in the excitation-LIF 
spectrum. We did not observe any substantial variation in 
the observed spectral profile linewidth during fourfold Fe 
concentration changes. The temperature variation along the 
laser propagation axis does not exceed 100 K that results in 
maximum 5% variation of the Doppler linewidth. Thus, our 
assumption of the independency of the absorber linewidth, 
g(�) , on x is valid.

(20)��laser =

√

��2
observed

− ��2
line

Figure 5 shows the dependence of the attenuation factor f 
on the total attenuation R(L) for laser to absorber linewidth 
ratio ��laser∕��line=2.6, characteristic for this work.

For this value of laser to absorber linewidth ratio the 
attenuation factor f can be approximated by the following 
expression:

where z = R(L)

Thus, the concentration profile can be reconstructed by 
numerical differentiation of the experimentally observed 
LIF signal S(x) according to Eq. (16) followed by normali-
zation by the attenuation factor f calculated using calibra-
tion curve similar to the one depicted in Fig. 5.

The validity of the above described analysis relies on 
the symmetry of the function A(x) (see Eq. (2)). Indeed, 
our experimental observations confirm the symmetric 
distribution of the fluorescence quantum yield, �(x) and 
the experimental constant C(x) with respect to the burner 
center. To assess the distribution of the fluorescence quan-
tum yield, we mapped the distribution of the effective flu-
orescence lifetime of Fe-atoms electronically excited by 
298.3 nm laser radiation using the fast-gated ICCD cam-
era. It was found that the distribution of the effective fluo-
rescence lifetime is symmetric with respect to the burner 
center. The effective lifetime, �eff is given as follows:

where krad =
∑

j Ajk is the radiative decay rate given by sum 
of Einstein coefficients for spontaneous emission over all 
radiative pathways, and Q is collisional quenching. The fluo-
rescence quantum yield, � , is given by the following:

(21)f = 0.714 − 0.0539z − 0.016z2,

(22)�eff =
1

(krad + Q)
,

Fig. 4   The observed spectral profile of the a5 D → y5D0 transition of 
Fe(I); solid squares—experimental data-points, solid line—Gaussian 
fit; FWHM = 0.28 cm−1

Fig. 5   Dependence of the attenuation factor f on the total extinction 
R(L) for ��laser∕��line = 2.6, characteristic for this work
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Since both �eff (as was verified experimentally) and krad 
(which is independent of the local flame conditions) are 
symmetric with respect to the burner center, the fluores-
cence quantum yield, � , is, therefore, also fulfills the condi-
tion �(x) = �(−x) . The symmetry of the experimental con-
stant C(x) with respect to the burner center was assessed by 
recording the cumulative image of the light emerging from 
the opening of integrating sphere excited by the same laser 
beam used for LIF diagnostics.

The presence of the symmetry with respect to the 
burner center is also manifested by LIF signal of the OH 
radical in the flame—see Fig. 6. Due to lower absorption 
cross section of OH in comparison with that of Fe, the 
attenuation of the laser beam in the flame is negligible 
and, therefore, the LIF image appears to be symmetric 
with respect to the burner center.

The validity of our approach relies not only on the exist-
ence of the (axial or reflection) symmetry, which is valid 
for most of the commonly used burner configurations, but 
also on the accurate determination of the symmetry plane 
(or axis). For the accurate determination of the symmetry 
plane position we used the image of the burner or of the 
flame emission recorded on the CCD for long exposure 
times without the presence of the laser beam. In the case 
of the flame emission we compare the integrated intensity 
on the left- and right-hand sides of the dividing plane; 
the position of the dividing plane for which the integrated 
intensities on the left-hand side and the right-hand side are 
equal corresponds to the symmetry plane. We estimate of 
the symmetry plane determination to be ± 5 pixels which 
corresponds to ± 0.5 mm.

Figure 7 demonstrates the uncertainties in the recon-
structed Fe radial distribution induced by ± 0.5 mm uncer-
tainty in the determination of the symmetry plane position.

(23)� = krad�eff =
krad

krad + Q

Figure 7 also reveals that the radial distribution of Fe-
atoms is far from exhibiting a flat radial profile, despite 
the nominally uniform radial distribution of the gas flow 
delivered by the porous bronze sinter, designed to yield 
a flat, quazi-1D flame. Rather, strongly enhanced con-
centration of Fe is observed at the annular region, close 
to the edges of the porous sinter. Possible experimental 
uncertainties in the determination of the accurate position 
of the symmetry plane can affect the peak concentration 
magnitude, but obviously cannot account for the unflatness 
of the observed radial distribution.

4.2 � Absolute concentration of iron atom 
and comparison to model predictions

Figures 8 and 9 depict the observed LIF images and the 
corresponding reconstructed total concentration maps for 
flames doped with 50 and 200 ppm of IPC.

Fig. 6   Fluorescence signal 
resulting from planar LIF 
excitation of the R1(4) transition 
belonging to A-X(0,0) band of 
OH, recorded in Flame B

Fig. 7   Radial profile of Fe, reconstructed from the line fluorescence 
image recorded at 6 mm from the burner in Flame B. Note the varia-
tions in the reconstructed radial distribution when the position of the 
symmetry plane is artificially varied within the ± 0.5 mm uncertainty 
limits
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The total Fe-concentration was obtained from the state-
specific Fe-concentration (retrieved from the LIF image) 
with the Boltzmann factors calculated using the tempera-
ture distribution measured by OH-LIF thermometry. As 
expected, the radial asymmetry of the recorded LIF image is 
more profound in the case with 200 ppm IPC load, reflecting 
higher concentration of Fe-atoms leading to stronger attenu-
ation of the excitation laser light, compared to the 50 ppm 
case. From the reconstructed Fe-atom absolute concentra-
tion distributions, shown in Figs. 8 and 9, two observations 
are immediately apparent. First, the Fe radial distribution 
does not look as one would expect for a flat flame burner, 
that is, nearly uniform in the radial direction with slightly 
pronounced maximum at the burner center. Rather, signifi-
cant enhancement of the Fe-concentration is observed at the 

annular region of the burner, leading to toroidal, “donut-
like” shape. For example, in the flame doped with 200 ppm 
IPC (see Fig. 9) at distance from the burner DFB) ∼ 7.5 mm 
the Fe mole fraction at the annular region of the burner (at ∼ 
15 mm from the burner center) exceeds by a factor of ∼ 2 the 
Fe mole fraction at the burner center. Second, the conversion 
of IPC to Fe-atoms is far from being complete. While the 
Fe(CO)5 precursor undergoes a complete decomposition in 
the preheat zone of the flame it appears that only a fraction 
of the IPC precursor doped to the flame is channeled into 
atomic iron. For instance, at the flame doped with 200 ppm 
of IPC, the mole fraction of Fe (at the annular region of the 
burner) reaches only ∼ 30 ppm.

The observed radial distribution of Fe-atoms with 
substantial minimum of Fe-concentration at the burner 

Fig. 8   a LIF signal normalized to the maximum value and b reconstructed absolute concentration distribution of Fe in the flame doped with 50 
ppm of IPC. (Flame A);  DFB distance from the burner

Fig. 9   a LIF signal normalized to the maximum value and b reconstructed absolute concentration distribution of Fe in the flame doped with 200 
ppm of IPC. (Flame B);  DFB distance from the burner
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center is quite surprising, taking into account rather flat 
temperature [18] and OH profiles (see Fig. 6), with slightly 
pronounced maxima at the center of the burner. Further-
more, the relative flatness of the temperature distribution, 
and even more so, its good correspondence to the predic-
tions of two-dimensional computational fluid dynamics 
(CFD) model [17, 18] indicate that the observed toroi-
dal shape of the Fe-atom distribution cannot be related 
to possible imperfections of the burner matrix. Note, that 
the observation of deviations from uniform distribution 
of the concentration field is not without precedent for flat 
flame burners. For example, Migliorini et al. [39] found 
dramatic enhancement of soot volume fraction at annular 
region of McKenna burner-stabilized ethylene/air flames. 
This enhancement could be consistently observed by the 
authors [39] with several techniques including tomo-
graphic extinction measurements, scattering and laser-
induced incandescence. Similarly, to our case, the annu-
lar enhancement was observed despite nearly ideally flat 
temperature radial profile in the vicinity of the burner.

Previous studies including our own [40] demonstrated 
that gas-phase intermediate can exhibit radial distribution 
deviating from uniform flat flame profile: this observation is 
well documented for NH2 radical formed in ammonia-doped 
methane-air flames [40] and morpholine/oxygen/argon flame 
[41].

The experimentally observed Fe-atom concentration field 
was compared to the predictions of 2-D simulation using a 
reduced mechanism proposed by Nanjaiah et al. [18] (see 
Sect. 3). The simulation with and without inclusion of early 
iron cluster formation mechanism was attempted—see 
Fig. 10, but failed to quantitatively reproduce the experi-
mental observations. For the case where the mechanism 
neglects the early formation of iron clusters, the simula-
tion predicts nearly full conversion of IPC to atomic gas-
phase iron (see Fig. 10—left panel). When the early cluster 

formation is accounted for in the reduced mechanism [18] 
(Fig. 10—right panel), the simulation predicts 5 mm shift of 
the Fe concentration profile peak towards higher DFB and ∼ 
10% reduction in the IPC conversion efficiency into atomic 
iron, compared to the scheme without iron cluster forma-
tion, far more modest than nearly 85% reduction observed 
in the experiment. The observed toroidal shape of the Fe-
concentration distribution is also not captured by the model.

We show in the following that this discrepancy is most 
likely related to the shortcomings in the reduced mecha-
nism [18] that utilizes the mechanism of Wen et al. [32] as 
a reference in the optimization of the simplified iron cluster 
formation and destruction scheme. The reduced scheme [18] 
overpredicts gas phase Fe-atom concentration, since it does 
not include processes of Fe-atom consumption via surface 
condensation on nanoparticles in the size range of several 
nm, playing dominant role in the detailed mechanism of Wen 
et al. [32] . Furthermore, the early formed iron particles van-
ishing in the high-temperature, radical-rich reaction zone 
[26, 29, 30] are unlikely to decompose by evaporation. The 
fragmentation energies, D(Fen-Fe), were shown to increase 
with the cluster size and to level off to values above 300 kJ/
mol for iron clusters beyond Fe8 [31], hampering the evapo-
ration of larger clusters. In fact, the model of Wen et al. [32] 
disregards dissociation for particles larger than Fe8 . Hence, 
it is conceivable that iron particle consumption proceeds 
via surface chemical transport reactions leading to oxidation 
into gas phase Fe-O-H species. Scenario where a solid iron 
oxide heterogeneously forms as shell on the surface of the 
iron nanoparticles was also reported [42].

The incorporation of the comprehensive iron cluster 
and particle formation scheme proposed by Wen et al. [32] 
into the 2-D simulation cannot be done directly due to the 
computational cost. Even more fundamental obstacle to the 
direct incorporation of several nm diameter iron particles 
into flame model—is the lack of knowledge concerning the 

Fig. 10   Fe-atom concentration 
in the Flame B—experiment 
vs. simulation. Note the same 
scale for the simulated and the 
experimentally derived Fe-atom 
concentration. Left panel shows 
simulation performed without 
inclusion of early iron cluster 
formation. Right panel shows 
simulation accounting for early 
formation of iron clusters
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mechanistic details of their heterogeneous oxidation and 
decomposition. Therefore, we restricted ourselves in this 
case to a parametric study of gas phase Fe consumption for 
well-defined initial IPC concentrations, using a nucleation 
model approach, which was demonstrated to be instrumental 
for description of iron consumption during cluster and parti-
cles formation in shock-tube experiments [34] (See Sect. 3). 
This parametric study does not pretend to yield a fully quan-
titative prediction of the synthesis flame structure. Rather, 
it is introduced primarily as illustration, demonstrating how 
one can rationalize the observed concentrations of atomic 
iron and the shape of the concentration distribution.

In order to cover a large parameter space, the growth of 
Fe-particles was simulated for a set of initial IPC concentra-
tions in argon at different (constant) temperatures for fixed 
values of residence time. The investigated parameter space 
was prescribed by the thermodynamic state of the pre-heat 
zone of the flame. The decomposition of IPC begins approxi-
mately at 500 K. At temperatures above 750 K the precursor 
is completely decomposed into Fe-atoms. The temperature 
increases then monotonically and the main reaction zone 
of the flame is reached typically above 1000 K. The resi-
dence time between the decomposition of IPC and reaching 
the reaction zone in the low-pressure setup (30 mbar) was 
approximately 6–8 ms. Based on this set of process limits, 
the resulting parameters ranged from 25 to 200 ppm of IPC 
in argon at temperatures from 400 to 1200 K. The spacing 

in Fe-atom concentration was 25 ppm and 25 K in tempera-
ture, resulting in 264 support points. The total residence time 
was chosen to be 10 ms. Figure 11 depicts the key results 
of this parametric study in the temperature-time parameter 
space: panel (a) shows the waterfall plots of gas phase Fe-
concentration for initial IPC loads of 50, 100, 150 and 200 
ppm; panels (b) and (c) show the iso-line plots of Fe-atom 
concentration for initial IPC loads of 50 ppm and 200 ppm, 
used in this work.

For a given value of temperature, the Fe-concentration 
rises during the first 1–3 ms manifesting the IPC decompo-
sition; this rise is followed by a decay (except at the highest 
temperatures) once the supersaturated vapor of Fe-atoms 
starts to condense. For a given value of residence time the 
Fe-concentration at T < 450 K is negligible, since no precur-
sor decomposition occurs. As the temperature rises towards 
500 K, Fe-atoms emerge due to the IPC decomposition and 
then, the gas-phase Fe-concentration decays again, once the 
saturation vapor pressure is reached. With sufficient increase 
of the temperature (T > 1000 K), the saturation pressure 
rises, leading to the increase of gas-phase Fe, which is no 
longer consumed by condensation. This forms a “valley” 
of optimal Fe depletion in the temperature-time parameter 
space seen in Fig. 11.

Due to the small vapor pressure of bulk Fe, the Fe 
atoms are consumed from the gas phase quickly and the 
consumption increases with the growth of the initial IPC 

Fig. 11   Gas phase Fe-concen-
tration calculated using nuclea-
tion theory approach [34] in 
the temperature-residence time 
parameter space:  a waterfall 
plots considering four different 
initial loads of IPC: 50, 100, 
150 and 200 ppm;  b iso-line 
plot for initial IPC load of 50 
ppm;  c iso-line plot for initial 
IPC load of 200 ppm
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concentration. The initial nucleation is fast, followed by fur-
ther coagulation and strong surface growth, which drives 
further decline of the gas-phase Fe concentration The effect 
becomes apparent already at the initial IPC concentrations 
around 50 ppm. The Fe-consumption process is tempera-
ture-dependent and reaches an optimum at ∼ 650–700 K, 
matching well the early flame regime. At an initial IPC con-
centration of 200 ppm the IPC to Fe conversion efficiency 
drops to ∼ 25% after ∼ 1 ms residence time at 650 K. These 
findings indicate that realistic account for early iron nano-
particle formation, going beyond the incipient small clusters, 
can explain the fact that only a fraction of the initial IPC 
load is seen as gas-phase iron atoms. Note that the model 
based on the nucleation theory approach provides quite real-
istic estimation of the early iron particle size. The computed 
particle diameter reaches ∼ 2 nm for completely fused par-
ticles, which is consistent with the observations reported by 
Sellmann et al. [30]. Deviations are attributed to the lack of 
an oxidation mechanism for particles in the model and the 
effects stemming from invasive probing in the experiment.

The existence of the optimal temperature window of Fe-
atom depletion can provide a hint for the enhancement of Fe 
concentration at the annular region of the burner, observed 
in the flame experiments. Note, that at the low temperature 
boundary (see Fig. 11) the Fe-atoms depletion can increase 
by factor of about two when the temperature grows by sev-
eral tens of degrees. Therefore, it is conceivable that in the 
pre-heat zone of the flame, where the temperatures are in the 
ballpark of the low-temperature boundary, enhanced deple-
tion of Fe will be observed near the burner center, where 
the temperature is several tens of degrees higher than in the 
annular region.

5 � Conclusions

Two-dimensional maps of gas-phase iron atom absolute con-
centrations were measured in downward-firing, premixed, 
low-pressure H2/O2/Ar flames doped with Fe(CO)5 , using 
LIF. By utilization of the fluorescence emanating from 
excitation of the strong a5 D ← y5 D0 transition of Fe(I), we 
were able to observe attenuation of the fluorescence signal 
along the laser beam propagation direction due to substan-
tial absorption of the excitation laser radiation. Due to the 
reflection symmetry of the flame, this fluorescence attenua-
tion could be directly converted into local absorbance values 
and relative concentrations resolved along the line-of-sight. 
By taking into account the laser/absorber linewidth ratio, 
this relative concentration was straightforwardly converted 
to absolute values. This is a first-time elaborate demonstra-
tion of LIF utilization for absolute concentration imaging in 
a calibration-free fashion, similar to absorption techniques, 

while bypassing the use of dual counterpropagating beam 
arrangement or concurrent use of judiciously picked weak 
and strong transitions, utilized in previous studies. The pro-
posed method is applicable to a wide category of burner con-
figurations, possessing reflection symmetry, where strong 
absorber is monitored, e.g. metal atoms emerging during 
precursor decomposition in nanoparticle flame synthesis 
reactors, or OH radical in atmospheric pressure flames.

We find the measured Fe-atom concentration to be sig-
nificantly lower than the injected loads of the Fe(CO)5 pre-
cursor, indicating conversion of the IPC to species other 
than atomic iron already in the close vicinity of the burner 
surface, such as iron clusters and particles. The radial dis-
tribution of the iron atoms exhibits significant enhancement 
in the annular region of the burner, similar to the past obser-
vations for other species, such as soot and NH2 radicals, 
despite the nominally “flat” burner configuration. Both the 
low-conversion efficiency of IPC to iron atoms and the toroi-
dal shape of the iron atom distribution are not captured by 
two-dimensional CFD simulation incorporating recently 
proposed skeletal iron chemistry mechanism. These findings 
suggest that faithful description of atomic iron emerging 
from the IPC addition should employ mechanism including 
formation of realistic several nm size nanoparticles. These 
iron nanoparticles can contribute to Fe-atom consumption 
via surface condensation, while they hamper the release of 
Fe atom back to the gas phase via evaporation, decompos-
ing instead by heterogeneous chemical transport oxidation 
routes. To circumvent the difficulties associated with incor-
poration of such detailed mechanism into CFD simulation 
and the lack of knowledge of the processes associated with 
heterogeneous oxidation of early formed iron nanoparticles, 
we have performed a feasibility parametric study based on 
nucleation theory approach, probing the relevant range of 
temperature-residence time space. The nucleation theory 
approach predicts formation of nanoparticles in several nm 
size range, forming via nucleation, coagulation and surface 
condensation. The nucleation theory-based parametric study 
qualitatively supports the experimental observations of the 
low IPC to Fe conversion efficiency and the enhancement of 
Fe-concentration in the annular region of the burner.

Acknowledgements  We gratefully acknowledge the support by the 
Israel Science Foundation, ISF (Grant No. 2187/19) and by the Ger-
man Research Foundation, DFG, within the research group FOR 2284 
(Project No. 262219004), the priority program SPP 1980 (Project No. 
375692188).

Declarations 

Conflict of interest  The authors declare that they have no known com-
peting financial interests or personal relationships that could have ap-
peared to influence the work reported in this paper.



Absolute concentration imaging using self‑calibrating laser‑induced fluorescence:…

1 3

Page 13 of 14  126

References

	 1.	 K. Kohse-Hoinghaus, R. Barlow, M. Alden, E. Wolfrum, Combus-
tion at the focus: laser diagnostics and control. Proc. Combust. 
Inst. 30, 89–123 (2005)

	 2.	 S. Cheskis, Quantitative measurements of absolute concentrations 
of intermediate species in flames. Prog. Energy Combust. Sci. 
25(3), 233–252 (1999)

	 3.	 C. Schulz, T. Dreier, M. Fikri, H. Wiggers, Gas-phase synthesis of 
functional nanomaterials: challenges to kinetics, diagnostics, and 
process development. Proc. Combust. Inst. 37(1), 83–108 (2019)

	 4.	 T. Dreier, C. Schulz, Laser-based diagnostics in the gas-phase syn-
thesis of inorganic nanoparticles. Powder Technol. 287, 226–238 
(2016)

	 5.	 K. Smyth, Q. Crosley, Detection of Minor Species with Laser 
Techniques, in Applied Combustion Diagnostics. ed. by K. Kohse-
Hoinghaus, J. Jeffries (Taylor & Francis, New York, 2021), pp. 
9–68

	 6.	 D. Crosley, G. Smith, Laser-induced fluorescence spectroscopy 
for combustion diagnostics. Opt. Eng. 22(5), 545–553 (1983)

	 7.	 K. Kohse-Hoinghaus, Quantitative laser-induced fluorescence—
some recent developments in combustion diagnostics. Appl. Phys. 
B 50(6), 455–461 (1990)

	 8.	 J. Daily, Laser induced fluorescence spectroscopy in flames. Prog. 
Energy Combust. Sci. 23(2), 133–199 (1997)

	 9.	 R.S.M. Chrystie, F.L. Ebertz, T. Dreier, C. Schulz, Absolute SiO 
concentration imaging in low-pressure nanoparticle-synthesis 
flames via laser-induced fluorescence. Appl. Phys. B 125(2), 29 
(2019)

	10.	 W. Jacob, M. Engelhard, W. Moller, A. Koch, Absolute density 
determination of CH radicals in a methane plasma. Appl. Phys. 
Lett. 64(8), 971–973 (1994)

	11.	 J. Luque, D. Crosley, Absolute CH concentrations in low-pressure 
flames measured with laser-induced fluorescence. Appl. Phys. B. 
63, 91–98 (1996)

	12.	 D. Stepowski, in Auto calibration of OH laser induced fluores-
cence signals by local absorption measurement in flame. Twenty-
Third Symposium (International) on Combustion (Pittsburgh, The 
Combustion Institute, 1990), pp. 1839–1846

	13.	 M. Versluis, N. Georgiev, L. Martinsson, M. Alden, S. Kroll, 2-D 
absolute OH concentration profiles in atmospheric flames using 
planar LIF in a bi-directional laser beam configuration. Appl. 
Phys. B 65(3), 411–417 (1997)

	14.	 C. Hecht, H. Kronemayer, T. Dreier, H. Wiggers, C. Schulz, Imag-
ing measurements of atomic iron concentration with laser-induced 
fluorescence in a nanoparticle synthesis flame reactor. Appl. Phys. 
B Lasers Opt. 94(1), 119–125 (2009)

	15.	 Z. Tian, Y. Li, L. Zhang, P. Glarborg, F. Qi, An experimental and 
kinetic modeling study of premixed NH

3
∕CH

4
∕O

2
/Ar flames at 

low pressure. Combust. Flame 156(7), 1413–1426 (2009)
	16.	 D. Stepowski, A. Garo, Local absolute oh concentration measure-

ment in a diffusion flame by laser-induced fluorescence. Appl. 
Opt. 24(16), 2478–2480 (1985)

	17.	 I. Rahinov, J. Sellmann, M.R. Lalanne, M. Nanjaiah, T. Dreier, S. 
Cheskis, I. Wlokas, Insights into the mechanism of combustion 
synthesis of iron oxide nanoparticles gained by laser diagnostics, 
mass spectrometry, and numerical simulations: a mini-review. 
Energy Fuels 35(1), 137–160 (2021). https://​doi.​org/​10.​1021/​
acs.​energ​yfuels.​0c035​61

	18.	 M. Nanjaiah, A. Pilipodi-Best, M.  Lalanne, P.  Fjodorow, 
C. Schulz, S. Cheskis, A. Kempf, I. Wlokas, I. Rahinov, Experi-
mental and numerical investigation of iron-doped flames: FeO 
formation and impact on flame temperature. Proc. Combust. Inst. 
38(1), 1249–1257 (2021). https://​www.​scien​cedir​ect.​com/​scien​
ce/​artic​le/​pii/​S1540​74892​03017​23

	19.	 A. Kramida, Y. Ralchenko, J. Reader, N. A. Team, NIST Atomic 
Spectra Database (ver. 5.7.1), [Online]. https://​physi​cs.​nist.​gov/​
asd Accessed 12 Oct 2020. National Institute of Standards and 
Technology, Gaithersburg, MD. (2019). https://​doi.​org/​10.​18434/​
T4W30F

	20.	 K. Rensberger, J. Jeffries, R. Copeland, K. Kohse-Hoinghaus, M. 
Wise, D. Crosley, Laser-induced fluorescence determination of 
temperatures in low pressure flames. Appl. Opt. 28(17), 3556–
3566 (1989)

	21.	 J. Luque, D.R. Crosley. Lifbase: Database and spectral simula-
tion program (version 2.1.1). SRI International Report MP 99-009 
(1999). https://​www.​sri.​com/​case-​studi​es/​lifba​se-​spect​rosco​
py-​tool/

	22.	 OpenFOAM, Open source CFD library. (2021). http://​www.​openf​
oam.​org/

	23.	 R. Issa, Solution of the implicitly discretized fluid-flow equations 
by operator-splitting. J Comput. Phys. 62(1), 40–65 (1986)

	24.	 T. Poinsot, D. Veynante, Theoretical and numerical combustion. 
(RT Edwards, Inc, 2005)

	25.	 L. Deng, A. Kempf, O. Hasemann, O.P. Korobeinichev, I. Wlokas, 
Investigation of the sampling nozzle effect on laminar flat flames. 
Combust. Flame 162(5), 1737–1747 (2015)

	26.	 S. Kluge, L. Deng, O. Feroughi, F. Schneider, M. Poliak, A. 
Fomin, V. Tsionsky, S. Cheskis, I. Wlocas, I. Rahinov, T. Dreier, 
A. Kempf, H. Wiggers, C. Schulz, Initial reaction steps during 
flame synthesis of iron-oxide nanoparticles. CrystEngComm 
17(36), 6930–6939 (2015)

	27.	 D. Woiki, A. Giesen, P. Roth, Time-resolved laser-induced incan-
descence for soot particle sizing during acetylene pyrolysis behind 
shock waves. Proceedings of International Symposium on Shock 
Waves (2001)

	28.	 I. Wlokas, A. Faccinetto, B. Tribalet, C. Schulz, A. Kempf, Mech-
anism of iron oxide formation from iron pentacarbonyl-doped 
low-pressure hydrogen/oxygen flames. Int. J. Chem. Kinet. 45(8), 
487–498 (2013)

	29.	 M. Poliak, A. Fomin, V. Tsionsky, S. Cheskis, I. Wlokas, I. Rahi-
nov, On the mechanism of nanoparticle formation in a flame 
doped by iron pentacarbonyl. Phys. Chem. Chem. Phys. 17(1), 
680–685 (2015)

	30.	 J. Sellmann, I. Rahinov, S. Kluge, H. Jünger, A. Fomin, S. 
Cheskis, C. Schulz, H. Wiggers, A. Kempf, I. Wlokas, Detailed 
simulation of iron oxide nanoparticle forming flames: buoyancy 
and probe effects. Proc. Combust. Inst. 37(1), 1241–1248 (2019)

	31.	 P. Armentrout, Reactions and thermochemistry of small transition 
metal cluster ions. Annu. Rev. Phys. Chem. 52, 423–461 (2001)

	32.	 J.Z. Wen, C.F. Goldsmith, R.W. Ashcraft, W.H. Green, Detailed 
kinetic modeling of iron nanoparticle synthesis from the decom-
position of Fe(CO)

5
 . J. Phys. Chem. C 111(15), 5677–5688 

(2007)
	33.	 A. Breiter, V. Maltsev, E. Popov, Models of metal ignition. Com-

bust. Explos. Shock Waves 13(4), 475–485 (1977)
	34.	 A. Giesen, A. Kowalik, P. Roth, Iron-atom condensation inter-

preted by a kinetic model and a nucleation model approach. Phase 
Transit. 77(1–2), 115–129 (2004)

	35.	 S. Girshick, C. Chiu, Kinetic nucleation theory—a new expression 
for the rate of homogeneous nucleation from an ideal supersatu-
rated vapor. J. Chem. Phys. 93(2), 1273–1277 (1990)

	36.	 S. Panda, S. Pratsinis, Modeling the synthesis of aluminum par-
ticles by evaporation-condensation in an aerosol flow reactor. 
Nanostruct. Mater. 5(7–8), 755–767 (1995)

	37.	 R. Driver, G. Lombardi, Measurement of width and shift of Fe(I) 
3719.94 Å line broadened by helium. Astron. Astrophys. 59(3), 
299–301 (1977)

	38.	 B. Nizamov, P. Dagdigian, Collisional quenching and energy 
transfer of the z5Do

J
 states of the Fe atom. J. Phys. Chem. A. 

104(27), 6345–6350 (2000)

https://doi.org/10.1021/acs.energyfuels.0c03561
https://doi.org/10.1021/acs.energyfuels.0c03561
https://www.sciencedirect.com/science/article/pii/S1540748920301723
https://www.sciencedirect.com/science/article/pii/S1540748920301723
https://physics.nist.gov/asd
https://physics.nist.gov/asd
https://doi.org/10.18434/T4W30F
https://doi.org/10.18434/T4W30F
https://www.sri.com/case-studies/lifbase-spectroscopy-tool/
https://www.sri.com/case-studies/lifbase-spectroscopy-tool/
http://www.openfoam.org/
http://www.openfoam.org/


	 M. R. Lalanne et al.

1 3

126  Page 14 of 14

	39.	 F. Migliorini, S. De Iuliis, F. Cignoli, G. Zizak, How "flat" is the 
rich premixed flame produced by your McKenna burner. Combust. 
Flame 153(3), 384–393 (2008)

	40.	 I. Rahinov, A. Goldman, S. Cheskis, Absorption spectroscopy 
diagnostics of amidogen in ammonia-doped methane/air flames. 
Combust. Flame 145(1–2), 105–116 (2006)

	41.	 P. Nau, A. Seipel, A. Lucassen, A. Brockhinke, K. Kohse-Hoe-
inghaus, Intermediate species detection in a morpholine flame: 

contributions to fuel-bound nitrogen conversion from a model 
biofuel. Exp. Fluids 49(4), 761–773 (2010)

	42.	 J.Z. Wen, M. Celnik, H. Richter, M. Treska, J.B.V. Sande, M. 
Kraft, Modelling study of single walled carbon nanotube forma-
tion in a premixed flame. J. Mater. Chem. 18(13), 1582–1591 
(2008)


	Absolute concentration imaging using self-calibrating laser-induced fluorescence: application to atomic iron in a nanoparticle flame-synthesis reactor
	Abstract
	1 Introduction
	2 Experimental
	3 Modeling of the iron atom formation and consumption
	4 Results and discussion
	4.1 Measurement concept and data evaluation
	4.2 Absolute concentration of iron atom and comparison to model predictions

	5 Conclusions
	Acknowledgements 
	References




