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Abstract
In the present work, laser-induced plasma (LIP) of Mo is studied using both time and space resolved laser-induced break-
down spectroscopy (LIBS) in air as a function of incident laser energy. For this a second harmonic Q-switched Nd:YAG 
laser having pulse width of 7 ns and repetition rate of 1 Hz is used. The Boltzmann plot method is employed to estimate the 
plasma temperature of LIP using MoI and MoII lines separately. The stark-broadened profile of MoI-313.2 nm is exploited 
to measure the electron density. The temporal study in the time delay range of 0.5–5.0 μs shows that both the parameters, 
decay with the increase in delay time but increases with the increase in laser energy. It is observed that the plasma tempera-
ture estimated for MoII lines is higher than that of the MoI lines during the initial stage of plasma formation, delay time 
of 0.5–1.0 μs, but at a later time scale, both these species are found to possess nearly the same values of the temperature, 
indicating the coexistence of thermal equilibrium among the Mo atoms and ions in LIP. Therefore, in the second part of the 
experiment, time-integrated spatial evolution of the LIP of Mo is studied at a fixed delay of 2 μs as a function of axial dis-
tance normal to the target. It is found that emission intensity (MoI and MoII both), plasma temperature, and electron density 
initially increase with the increase in distance from the target, attains maximum value and then falls down. The Mc-Whirter 
criteria is applied to test the validity of local thermodynamic equilibrium (LTE). The relaxation time and diffusion length 
are estimated in time and space resolved studies respectively to take care of the transient and inhomogeneous nature of the 
LIP. The optical thin condition of LIP is verified by employing the branching ratio method. From these studies, a suitable 
spatio-temporal is identified where the LTE and optically thin plasma condition hold along with a high signal to noise ratio.

1  Introduction

In the last few years, there is increasing attention for laser-
induced breakdown spectroscopy (LIBS) as a spectrochemi-
cal analytical tool [1]. LIBS has some inherent properties 
that make it superior to other analytical techniques [2, 3]. 
It is free from any sample preparation, applicable to any 
sample irrespective of its physical state (solid, liquid, gases), 
non-destructive or minimally destructive technique as a sub-
microgram sample is enough for analysis by single laser shot 
ablation, capable of multi-elemental analysis simultane-
ously, simple, versatile and only optical access to the target 
and plasma radiation are required. The LIBS has potential 

for both in-situ and ex-situ analysis in the hostile and haz-
ardous environment [4–6]. Due to all these salient features, 
LIBS is being realized as a handy tool in every field of sci-
ence [1, 7–9]. In the LIBS technique, a high-power pulsed 
laser is focused on to the target under investigation to furnish 
a high density, high-temperature luminous laser-induced 
plasma (LIP). Immediately after the commencement of LIP, 
it starts expanding in the surrounding medium, cools down, 
and emits the characteristic line spectrum of the constitu-
ent elements making it feasible for the identification of the 
constituent elements [10]. In spite of the various applications 
of LIBS, the understanding of the dynamics of LIP remains 
insufficient and none of the available theoretical models are 
capable of unfolding the complex phenomenon in the laser-
matter and laser-plasma interaction [11–13]. The dynamics 
of LIP is strongly affected by the experimental parameters 
which in turn control the evolution of the electron density 
and plasma temperature. These plasma parameters influence 
the analytical performance of the LIBS technique and are 
very much dependent on the selection of the experimental 
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conditions which include laser parameters (i.e. laser energy, 
pulse duration and wavelength), chemical, physical and 
mechanical properties of the target material, the geometry 
of laser focusing to generate the LIP, collection optics for 
the detection of LIP radiation, the nature and pressure of the 
ambient gas and temporal as well as spatial evolution of tran-
sient inhomogeneous LIP [14–16]. The investigation on LIP 
as a function of various experimental parameters are well 
documented but limited to either only time-resolved or only 
space resolved one [17–23]. There is a scarcity of the num-
ber of publications addressing both the temporal and spatial 
evolution of the LIP under a similar experimental situation 
[11]. In the present manuscript, the spatio-temporal evolu-
tion of LIP of Mo in air is represented. The molybdenum is a 
promising candidate in nuclear fusion reactor as it possesses 
a high melting point, low sputtering yield, and high reflectiv-
ity for a broad range of wavelengths [24–26] and thus it is 
suitable for the first mirror in International Thermonuclear 
Experimental Reactor (ITER). Inside a fusion reactor in the 
harsh environment, the bombarding of high-energy particles, 
exposure to highly intense electromagnetic radiation, and 
deposition degrade the mirror and thus reduces its lifetime. 
To maintain and improve the quality of the first mirror, there 
is a need to perform online cleaning and monitoring. For this 
purpose, due to the inherent salient features of LIBS tech-
nique, it is suitable for the analysis of plasma-facing com-
ponent. Besides the application of Mo in a fusion reactor, 
it has many other applications, such as the nanostructures 
of compound elements of Mo like MoO3, MoS2 etc., are 
beneficial in sensing and optoelectronic devices [27], depo-
sition of high quantity thin films via pulsed laser deposition 
(PLD), micro structuring through laser ablation etc. in it. 
There are very few studies on LIP of Mo via the LIBS tech-
nique. Moreover, there is also a scarcity of atomic database 
for Mo transitions which is essential for LIP characterization 
using LIBS. The time and space-resolved LIBS for various 
incident laser energies on Mo target is reported in the present 
manuscript. The suitable temporal as well as spatial window 
are identified for the validity of LTE and optical thin condi-
tion of the LIP.

2 � Experimental details

The experimental setup to record the temporal evolu-
tion of LIP is reported in our earlier work [28]. Briefly, a 
Q-switched Nd: YAG laser (INNOLAS Split light 1200) 
working at second harmonic (λ = 532 nm), pulse duration 
of 7 ns and repetition rate of 1 Hz capable of delivering a 
maximum of 600 mJ energy is focused on the Mo target 
(99.9% purity) by a Plano convex lens1 of focal length 15 cm 
to a focal spot of ̴230 μm. The target is placed on to an X–Y 
linear translation stage to move the target sample across the 

laser beam to provide a fresh surface for each laser shots and 
avoid the formation of a deep crater.

For recording the temporal evolution of LIP, the radiation 
from the emitted LIP is collected at an angle of 45° with 
respect to laser pulse by a system of collection optics, the 
combination of mirrors and lens and focused on to the opti-
cal fiber having core diameter of 600 μm. The other end of 
which is coupled to the entrance of an echelle spectrograph 
(Andor Mechelle ME5000) equipped with ICCD detector 
interfaced to the computer enabling the recording of the 
spectrum over a wide wavelength range of 200–850 nm in 
one single-shot acquisition. The ICCD is operated in a gated 
mode to record the temporal evolution of the emission spec-
tra as a function of delay time with respect to the laser pulse. 
For the case of time-resolved studies, the spectra from LIP 
of Mo is recorded in the time range of 0.5–5.0 μs in a step 
of 0.5 μs by maintaining the gate width of 0.5 μs throughout 
the experiment.

The experimental setup used for space-resolved spectro-
scopic analysis of the LIP is nearly similar to that of the 
temporal evolution with slight difference in collection geom-
etry of the LIP emission. The setup is sketched in Fig. 1. In 
space-resolved studies, the ICCD gate delay is kept fixed at 
2 μs with respect to laser pulse.

In this, lens2 of focal length of 10 cm is used in one 
to one the configuration to form an inverted image of the 
plasma with a magnification of unity. The laser beam is 
assumed to be along z-axis, the plasma emission is col-
lected using an optical fiber of 400 μm core diameter posi-
tioned in the image plane (x–z plane) as shown in Fig. 1. 
The fiber is positioned on a motorized linear-translational 
stage. The plasma is imaged with the magnification of unity 
(one-to-one correspondence) on the optical fiber of diameter 
400 μm. Therefore, the spectra are recorded within the small 
window having cross-sectional area of the fiber integrated 
along y axis. Thus, the movement of fiber along the plasma 
expansion direction enables the record of the space resolved 
spectra of LIP. The scanning step is maintained at 0.4 mm 
to match the diameter of the optical. These space-resolved 
signals are transmitted through the optical fiber, fed to the 
echelle spectrometer.

3 � Results and discussion

LIP is characterized via the intensity of lines in its emitted 
spectrum and by analyzing the spectra emission, the plasma 
temperature and electron density are estimated. The esti-
mation of the plasma parameters are based on the assump-
tion of local thermodynamic equilibrium (LTE) and opti-
cal thin radiation condition. In the following sub-sections, 
results obtained from time-resolved LIBS studies at different 
delay time with respect to incident of laser pulse and space 
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resolved LIBS studies along the axial direction of plasma 
expansion presented.

3.1 � Time‑resolved studies of LIP of Mo

The temporal evolution of LIP is recorded in the range of 
0.5–5 µs delay with respect to the laser pulse. The time evo-
lution of MoI as well as MoII line intensity and measure-
ment of plasma temperature and electron density in the LIP 
of Mo are discussed below.

3.1.1 � Temporal evolution of emission spectra of LIP of Mo

The temporal evolution of LIP spectra of Mo recorded at 
four laser energies of 25, 50, 75 and 100 mJ in the spectral 
range of 220–850 nm. The expanded view of the spectra in 
the range of 277–288 and 550–560 nm are shown in Fig. 2a 
and b, respectively for the incident laser energy of 25 mJ. 
From the spectra, several MoI and MoII lines are identified 
using NIST database [29] and Kurucz database [30].

The spectral range of 287–288  nm is mainly com-
prised of ionic lines of Mo while that of the 550–570 nm 
is attributed to atomic lines. The temporal variation of 

MoII-248.4.8 nm and MoI-550.6 nm lines at four laser 
energies are fitted to an exponential decay function to esti-
mate the decay time. The variation of decay time with 
respect to the incident laser energies for MoII-284.8 and 
MoI-557.0 nm are shown in Fig. 3a. It is observed that the 
decay of ionic lines is faster than that of the atomic lines. 
The decay time of MoII-284.8 nm line is 0.75 (± 0.01), 
1.15 (± 0.04), 1.16 (± 0.03) and 1.18 (± 0.04) μs and that 
of the MoI-550.6 nm lines is 1.02 (± 0.04), 1.24 (± 0.4), 
1.26 (± 0.03) and 1.27 (± 0.01) μs for the incident laser 
energies of 25, 50, 75 and 100 mJ, respectively.

Due to the higher kinetic energy, ionic lines decay faster 
than that of the atoms. In both cases, decay time increases 
with the increase in the incident laser energy to a certain 
extent but beyond 75 mJ there is hardly any change. The 
temporal variation of signal to noise ratio (SNR) [31, 32] 
MoI-557.0 nm (as an example) at various incident laser 
energy is shown in Fig. 3b. It is observed that the SNR 
increases up to 3.5 μs for each incident laser energy and 
beyond this, it falls down with delay time. This gives an 
indication that the detection of spectra with high SNR 
in the LIP emission spectrum should be recorded in this 
optimized temporal window. A similar range of optimized 

Fig. 1   Schematic of experimental setup for recording spatially resolved spectra from LIP of Mo in air
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window is observed for all the spectral line in the present 
case.

3.1.2 � Temporal evolution of plasma temperature 
and electron density of LIP of Mo

Assuming that the LTE prevails in the LIP and emits opti-
cally thin lines, the population distribution of energy levels is 
governed by the Boltzmann distribution law. The line intensity 
of transition Inm from an upper level of n to a lower level m is 
related to its upper energy state En, and is given by the follow-
ing relation [33, 34]

(1)ln

(
Inm�nm

gnAnm

)
= −

1

kBTe
En + ln

(
FNs

Us(Te)

)
,

where λnm is the wavelength of corresponding radiation, gn 
is the statistical weight of the upper level, Anm is the tran-
sition probability, kB is the Boltzmann constant, Te is the 
plasma temperature, h is the Planck constant, c is the veloc-
ity of light, Ns and Us(Te) are the number density and par-
tition function of the particular species ‘s’(atoms/ions) of 
an element under consideration and F is an experimental 
factor. The plot of left-hand side of the Eq. (1) against En, 
the upper-level energy, for several transitions is a straight 
line. The temperature of the species can be thus obtained 
from the slope of the equation i.e. 1/kBTe without requir-
ing the information about partition function. Accuracy of 
the temperature measurement from the Boltzmann equation 
may be improved by involving a large number of different 
lines having upper energy sates widely apart [35]. The Boltz-
mann plot, Eq. (1) is used to estimate the plasma temperature 

Fig. 2   Expanded view of the temporal variation of a Ionic lines in the spectral range 277–288 nm, b atomic lines in the spectral range 550–560 
nm

Fig. 3   Variation of the decay time of a MoII-284.8 nm and MoI-550.6 nm transition and b SNR as a function of incident laser energy
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using a large number of MoI and MoII transitions having a 
wider spread over upper level energies. The atomic spectro-
scopic data required in Eq. (1) for MoI and MoII are listed 
in Tables 1 and 2 respectively. 

The temporal variation of plasma temperature as a func-
tion of incident laser energy from MoI and Mo II lines are 
shown in Fig. 4a and b, respectively. It is observed from the 
temporal evolution of the plasma temperature, it is decreas-
ing as the delay time increases, in both the cases, MoI and 
MoII lines but increases with the increase in incident laser 
energy. In the initial delay range of 0.5–1.0 μs the range 
of temperature is higher for the MoII lines than that of the 
MoI but at a later time range of 1.5–5 μs the temperature in 
both the case possess similar values. The difference in the 
temperature is due to the non-coexistence of equilibrium 
of atomic and ionic species among themselves at the ini-
tial stage of the formation of plasma [36] whereas at later 
stage there is the coexistence of thermodynamic equilibrium 
between neutral atoms and ions.

Electron density is an important plasma parameter that 
is used to describe the plasma environment and is also cru-
cial for establishing thermodynamic equilibrium. One of 
the most powerful spectroscopic techniques to determine 
the electron number density with reasonable accuracy is the 
measurements of the Stark-broadened line profile of an iso-
lated atom or singly charged ion. The full width half maxi-
mum (FWHM) of the Stark-broadened line, Δλ1/2, is related 
to the electron density by the expression [34].

w is the electron impact width parameter, A is the ion broad-
ening parameter and ND is the number of particles in the 
Debye sphere. The first term on the right side of Eq. (2) 
represents the broadening due to electron contribution and 
the second term is the ion correction factor. The electric 
field that causes Stark effect in LIP results primarily from 

(2)

Δ�1∕2 = 2w

(
Ne

1016

)
+ 3.5A

(
Ne

1016

)1∕4[
1 − 1.2N

−1∕3

D

]
w

(
Ne

1016

)
,

Table 1   Spectroscopic data of MoI lines used for plasma temperature 
estimation

λ (nm) Anm (107s1) Lower level 
energy
Em (eV)

Upper level 
energy
En (eV)

gm gn

357.0 7.2 3.178 6.650 15 15
406.9 3.25 2.080 5.126 13 11
423.2 3.17 2.076 5.004 9 11
438.1 2.93 2.080 4.909 13 13
453.6 5.00 3.501 6.233 13 15
476.0 4.67 2.646 5.250 11 13
550.6 3.61 1.335 3.586 5 7
553.3 3.72 1.335 3.575 5 5
557.0 3.30 1.335 3.560 5 3
592.8 5.30 3.586 5.676 7 9

Table 2   Spectroscopic data of MoII lines used for plasma tempera-
ture estimation

λ (nm) Anm (107s1) Lower level 
energy
Em (eV)

Upper level 
energy
En (eV)

gm gn

230.4 1.609 3.425 8.804 12 10
269.2 1.382 3.437 8.040 10 8
283.1 1.132 4.166 8.543 12 13
363.5 0.5531 3.141 6.551 8 10
374.2 1.90 4.499 7.811 6 4

Fig. 4   Temporal variation of plasma temperature from a atomic and b ionic lines as a function of incident laser energy
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collisions with electrons, with small contributions due to 
collisions with ions. Therefore, the second term can be 
neglected and the expression for Δλ1/2 can be simplified to 
Eq. (3).

The electron density in LIP of Mo is estimated using the 
stark-broadened profile of MoI-313.2 nm line using Eq. (3). 
For this, the electron impact width parameter is taken from 
the literature [37]. The line profile of MoI-313.2 nm, fitted 
to Lorentzian function at a delay time of 0.5 μs is shown 
in Fig. 5a. The temporal variation of electron density as a 
function of incident laser energies from Eq. (3) are shown 
in Fig. 5b. It decreases with the delay time. The variation in 
the electron density with the incident laser energy is more 
prominent in the initial temporal window of 0.5–1.5 μs as 
compared to that of the later delay time.

From the Figs. 2, 4 and 5b it is evident that the plasma 
emission intensity of MoI and MoII lines, plasma temper-
atures, and electron density decrease with the increase in 
delay time but increase with the increase of the incident laser 
energy. The decrease in plasma emission intensity, electron 
density, and plasma temperature with the delay time after the 
termination of the laser pulse is due to the three mechanisms 
i.e. thermal conduction, expansion, and radiative cooling 
[38]. This is due to the fact that with the incident of laser 
on to the target, plasma is generated by the initial part of 
laser pulse while its trailing part heats the plasma. During 
the laser pulse, plasma expands isothermally but after the 
end of the laser pulse there is no external source of energy 
available for the plasma. So, LIP expands adiabatically in 
the surrounding air and loses its energy which results in 

(3)Δ�1∕2 = 2w

(
Ne

1016

)
.

the decrease in plasma emission intensity as well plasma 
temperature and electron density. The increase in incident 
laser energy results in higher mass ablation and the plasma 
emission intensity and plasma parameters increases for the 
incident laser energy of 25–75 mJ but at the higher energy 
of 100 mJ the increment is not significant which may to the 
plasma shielding [17, 39].

3.1.3 � Assessment of local thermodynamic equilibrium 
(LTE) in LIP of Mo

The accuracy of estimation of plasma temperature depends 
on the validity of the LTE in LIP. Due to the highly transient 
and inhomogeneous nature of the LIP, the assessment of 
LTE is performed in three different cases i.e. (1) stationary 
and homogeneous, (2) transient but homogeneous and (3) 
stationary but inhomogeneous [40].

In the first case, the LIP can be described to be in LTE if 
the collisional process is dominant over the radiation pro-
cess. For this condition, the electron density needs to satisfy 
the following inequality known as Mc-Whirter criteria [41]

where Te and ΔEnm are expressed in kelvin and eV respec-
tively. To assure that the LIP is in LTE, the condition 
expressed in Eq. (4) should hold for the largest value of 
ΔEnm. Since ΔEnm decreases with increasing values of the 
level quantum number, the ground level, and the first excited 
level, corresponding to the first resonance transition, are usu-
ally considered for the evaluation of LTE in LIP.

In the second case, the temporal evolution of the param-
eters should be sufficiently slow so as to have sufficient time 

(4)Ne

(
cm−3

)
≥ 1.6 × 1012T1∕2

e

(
ΔEnm

)3
,

Fig. 5   a Lorentzian fitted profile of MoI-312.3 nm at 0.5 μs delay and b variation of electron density as function of incident laser energy
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to attain the thermodynamic equilibrium. This is given by the 
following inequalities [40]

where trel is the relaxation time, the time required for the 
establishment of excitation and ionization equilibrium, given 
by [40]

The third situation, stationary and inhomogeneous plasma, 
the diffusion length of the species in LIP should be shorter 
than the variation length of electron number density and tem-
perature. These can be described at location x in LIP [40]

λdif is the diffusion length given by following equation [40],

where MA is the atomic mass of the element emitting the 
transition and fnm is the corresponding oscillator strength.

(5)
Te(t + trel) − Te(t)

Te(t)
<< 1,

(6)
Ne(t + trel) − Ne(t)

Ne(t)
<< 1,

(7)trel =
6.3 × 10−4

Nefmn⟨g⟩
ΔEnm(kTe)

1

2 exp

�
ΔEnm

kTe

�
.

(8)
Te
(
x + 𝜆diff

)
− Te(x)

Te(x)
<< 1,

(9)
Ne

(
x + 𝜆diff

)
− Ne(x)

Ne(x)
<< 1,

(10)�dl = 1.4 × 1012
(kT)3∕4

Ne

(
ΔEnm

MAfnm

)1∕2

exp

(
ΔEnm

2kTe

)
,

In case of the temporal evolution of the LIP, LTE is tested 
in first two situations. The temporal variation of the mini-
mum required value of electron density from Eq. (4) as func-
tion of incident laser energy is shown in Fig. 6a. On com-
paring it with Fig. 5b, it is found that the electron density in 
the present experimental condition is nearly two orders of 
magnitude larger than minimum electron density as per Mc-
Whirter criteria thus validating the LTE. In the next case, 
the variation of relaxation time estimated using Eq. (7) as 
a function of delay time at various laser energy is shown 
in Fig. 6b. The calculated relaxation time is of the order 
10–10 s and is significantly shorter than the typical decay 
time of LIP which is of the order of 10–6 s in the present 
case, Fig. 3a, thus confirming the validity of LTE under the 
transient nature of LIP.

3.1.4 � Temporal evolution of optical thin condition of LIP 
of Mo

The measurement of temperature in LIP via using the Boltz-
mann plot method and the determination of electron density 
by Stark broadening effect not only require the validity of 
LTE condition but also the LIP should be optically thin for 
the emitted lines being employed for this purpose. If the LIP 
is not optically thin, then the spectral lines under consid-
eration for the characterization suffer from self-absorptions 
[42]. Due to this, the spectral line profile will exhibit distor-
tion in the line profile leading to enormously large error in 
the determination of electron density and plasma tempera-
ture. Undistorted spectral line profile and good linear fitting 
of Boltzmann plot ensure the optical thin condition of LIP. 
Under the optically thin condition, the intensity of the lines 
should be in accordance with the following equation [33, 
43]:

Fig. 6   Temporal evolution of a minimum electron density for LTE and b relaxation time at different laser energies
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The value of the experimental intensity ratio in accord-
ance with Eq. (11) confirms the LIP to be optically thin.

The theoretical value of intensity ratios of MoI-568.9/
MoI-579.1 is 1.16. The spatial variation of the experimen-
tal branching ratio is shown in Fig. 7 and the correspond-
ing theoretical value from Eq. (11) is also marked with 
the solid line. The variation in the experimental intensity 
ratios 1.41–1.23, 1.58–1.26, 1.62–1.17 and 1.61–1.29 
for the incident laser energies of 25, 50, 75 and 100 mJ 
respectively. The close proximity of the value of branching 
ratio obtained experimentally with that of the theoretical 
value is observed in the range of 1.5–4.5 μs confirming the 
optical thin condition in the LIP of Mo for this particular 
temporal window as seen from Fig. 7.

(11)
I1

I2
=

g1A1�2

g2A2�1

.
3.2 � Space–resolved studies of LIP of Mo

The LIP expansion is inhomogeneous in the perpendicu-
lar direction target surface. In the following sections results 
obtained from the space-resolved studies are described.

3.2.1 � Axial profile of emission spectra

The LIP emission spectra are recorded at a different loca-
tions along the axial expansion direction (z axis) of the LIP 
of Mo using the experimental set up sown in Fig. 1. The 
intensity profile along the axial direction of the plasma 
plume for the MoII-284.8 nm and MoI-550.6 nm lines at var-
ious laser energies are shown in Fig. 8a and b, respectively. 
From the axial distribution of plasma emission intensity, it 
is observed that the maximum in the emission intensity for 
ionic lines appears nearer to the target surface than that of 
the atomic lines. The ionic transition reaches a maximum at 
a distance of 1.6 mm distance from the target surface for the 
laser energy of 25 mJ and for other higher laser energies at 
2.0 mm. The atomic transition attains maximum intensity at 
2.4 mm distance from the target for the incident laser energy 
of 25–75 mJ but for 100 mJ this distance is extended 3.2 mm 
similar trend has been reported in the literature [11, 44]. 
The velocities of ions and atoms are different in the LIP and 
possess the different persistent time as seen from temporal 
studies Sect. 3.1.1. The persistence time of ions are less than 
that of the atoms as seen from the temporal study. As well 
as the kinetic energy of the ions are higher than the atoms, 
so the maxima in the ionic intensity appears close to the 
target surface as that of the atomic transition. The intensity 
of MoII-284.8 nm lines increases as the incident laser energy 
increase and after attaining the maxima in the ionic intensity 
there is a sharp decrease. While for MoI-557.0 nm line, the 
variation in intensity as a function of laser energy is not 
prominent as compared to ionic line, but its intensity extends 
to a higher axial distance for higher energy. This is due to 
the fact that with higher incident laser energy, the plasma 

Fig. 7   Temporal variation of the intensity ratio of MoI568.9/
MoI579.1

Fig. 8   Intensity variation of a MoII-284.8 nm, b MoI-550.6 nm along the axial expansion direction of the plasma and c SNR as a function laser 
energy
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plume length increases, and the emission from higher stages 
of ionization results from the hot inner core of the LIP while 
emission from neutral or lower stages of ionization occur in 
the outer part of the LIP, so the atomic transition reaches 
maximum towards the extended location as compared to that 
of ionic transition. It is concluded that intensity for both 
the MoI and MoII transitions increases up to a certain dis-
tance and after attaining the maximum intensity these start 
to decreases due to the various energy loss mechanisms [14, 
45, 46]. The spatial variation of SNR as a function of energy 
as obtained from MoI-557.0 nm line is shown in Fig. 8c. It 
is seen that SNR increases from the target surface up to a 
distance of 2.4 mm, and then it falls down.

3.2.2 � Axial profile of plasma temperature and density 
of LIP of Mo

The same atomic transitions are used to measure the plasma 
temperature at the various axial position of plasma as are 
listed in Table 1. The spatial variation in plasma tempera-
ture obtained from the Boltzmann plot Eq. (1) is shown in 
Fig. 9a.

It follows a similar trend as that of the intensity profile 
of MoI line, the temperature approaches a maximum value 
at a position of 2 mm distance from the target surface for 
the incident laser energy of 25 mJ and for other higher laser 
energies it is at 2.4 mm from the target surface. This is in 
agreement with that of the reported in the literature [4, 11, 
14, 45–47]. The value of the temperature is increasing with 
incident laser energy. After the 4 mm distance from the tar-
get, it is not possible the estimate the plasma temperature 
correctly as the intensity is extremely low.

The electron density profile distribution along the plasma 
axis for various laser energies obtained from Eq. (3), is 
shown in Fig. 9b. From the Fig. 9b, it is evident that the 
electron density reaches a maximum value at a distance of 
2 mm away from the target. Normally it is expected that the 
electron density decreases away from the target surface but 
in the present study spatial profile is recorded at a fixed delay 
of 2 μs, at which the LIP is already detached and moving 
away from the targets and simultaneously expanding. The 
maxima of the electron density and temperature are always 
within its core. Thus, both these parameters attain the maxi-
mum value at a certain distance away with respect to the 
target at a later time scale.

3.2.3 � Assessment of LTE along the axial direction 
of the plasma plume

The Fig. 10a displays the estimated minimum value of elec-
tron density as per Mc-Whirter criteria from Eq. (4) as a 
function distance from the target at all the four values of 
incident laser energies. Close to the target surface, the value 
of the estimated electron density is 1.47 × 1016 cm−3 while 
the required electron density from Mc-Whirter criteria is 
4.58 × 1016 cm−3 for the incident laser energy of 25 mJ. So, 
the minimum value is less than one order of magnitude than 
that of the experimentally measured electron density thus 
confirming the LTE in the entire spatial region. The diffusion 
length is estimated by Eq. (10) as a function of distance and 
is shown in Fig. 10b. At all the locations within the LIP, the 
diffusion length is of the order 10–4 mm which much less 
than the overall dimension of the plasma further confirming 
the LTE condition in the case of inhomogeneous LIP.

Fig. 9   a Temperature and b electron density variation along the axial direction of the plasma at different laser energies
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3.2.4 � Spatial window for the optically thin condition of LIP 
of Mo

In space-resolved studies, the same pair of MoI lines are 
used for branching ratio as mention in the Sect. 3.1.4 
for the temporal evolution to investigate the optical thin 
condition of LIP in various segments of plasma and the 
experimental results are shown in Fig. 11. The experi-
mental intensity and for MoI-568.9/MoI-579.1 nm, are 
in close proximity of the theoretically estimated values, 
Eq. (11), up to a distance of away 4 mm from the target at 
all the energies and it deviates beyond this distance from 
the target.

4 � Conclusion

The purpose of the present work is to study the LIP of Mo 
in air using time and space-resolved LIBS as a function of 
incident laser energy to get the optimized temporal and spatial 
window where the LTE and optical thin conditions are valid. 
The LIP emission intensity of atomic and ionic lines, plasma 
temperature and electron density are studied in both cases. 
From the temporal evolution, it is observed that the emitted line 
intensity of LIP and the plasma parameters are decaying with 
the increase in delay time from 0.5 to 5 μs. All these param-
eters increase with an increase in the incident laser energies. 
The intensity of atomic lines persist for a longer time duration 
than that of the ionic lines and the decay time of atom and ion 
increases with the increase of incident laser energy. The SNR 
of the spectra initially increases up to delay time of 3.5 μs and 
beyond this it falls down. The plasma temperature estimated 
from MoI and MoII lines separately, acquires nearly the same 
value in the temporal window of 1.5–4 μs thus affirming the 
coexistence of thermal equilibrium among atoms and ions. 
The LTE condition is verified by Mc-Whirter criteria as well 
as considering the transient nature of plasma. The obtained 
relaxation time is of 10–10 s is much less than the plasma decay 
time, of the order of 10–6 s. Both these observations confirm 
the validity of LTE in the LIP. The LIP is observed to be opti-
cally thin in the temporal window of 1.5–5 μs as it is verified 
via branching ratio. So, from the temporal evolution of plasma 
emission intensity, SNR, plasma parameters as well as LTE 
and optically thin condition of plasma, an optimum tempo-
ral window for LIBS study is identified in the delay range of 
1.5–3.5 μs with respect to laser pulse. The space-resolved spec-
tra were recorded at different locations of the LIP plume along 
the axial plasma expansion direction. The maximum attainable 
value of the plasma emission intensity, the temperature and 

Fig. 10   a Minimum required electron density for LTE, b diffusion length of the plasma at the various axial position at various energies

Fig. 11   Variation of the intensity ratio of MoI-568.9/579.1 at differ-
ent location of plasma along the direction of expansion as a function 
of laser energy
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electron density is found at a certain distance away from the 
target surface and decreases close to the target as well as 
towards the plasma edge. The maximum intensity for the ionic 
line appears slightly closer to the target as compared to that of 
the atomic lines. From the axial profile of plasma temperature, 
it is also observed that the maximum value is around at 2.4 mm 
from the target surface. The fall in temperature near to the 
target is less while a sharp fall towards the leading edge of the 
plasma is observed. From the axial profile of electron density, 
it is observed that it reaches a maximum value at a distance of 
2 mm away from the target surface but decreases beyond this. 
The LTE criteria are verified in the case of inhomogeneous 
expansion of plasma. The experimentally obtained branching 
ratios are in good agreement with the theoretical ratios in the 
space-resolved studies up to the axial distance of 4 mm. Thus, 
the optimum spatial window is within the range of 0.8–3.2 mm 
from the target for all the laser energies. These studies on the 
LIP of Mo using time and space-resolved studies presented in 
the manuscript will be helpful in offering important reference 
data for the design and optimization of LIBS systems involved 
in various field of applications.
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