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Abstract
Time-resolved laser-induced incandescence is used to infer the size distribution of gas-borne nanoparticles from time-
resolved pyrometric measurements of the particle temperature after pulsed laser heating. The method is highly sensitive to 
aspects of the measurement strategy that are often not considered by practitioners, which often lead to discrepancies between 
measurements carried out under nominally identical conditions. This paper therefore presents a well-documented calibration 
procedure for LII systems and quantifies the uncertainty in pyrometric temperatures introduced by this procedure. Calibra-
tion steps include corrections for: (1) signal baseline, (2) variable transmission through optical components, and (3) detector 
characteristics (i.e., gain and spectral sensitivity). Candidate light sources are assessed for their suitability as a calibration 
reference and the uncertainty in calculated calibration factors is determined. The error analysis is demonstrated using LII 
measurements made on a sooting laminar diffusion flame. We present results for temperature traces of laser-heated particles 
determined using two- and multi-color detection techniques and discuss the temperature differences for various combina-
tions of spectral detection channels. We also summarize measurement artifacts that could bias the LII signal processing and 
present strategies for error identification and prevention.

1  Introduction

Laser-induced incandescence (LII) is a diagnostic for in situ 
nanoparticle size and volume fraction measurements of both 
soot [1–3] and inorganic aerosols [4–12]. The measurement 
principle is based on pulsed laser heating of gas-borne 
nanoparticles within a sample volume. At incandescent 
temperatures (typically higher than 2000 K), the spectral 
incandescence emitted by the nanoparticles at two or more 
discrete wavelength bands is used to define an instantaneous 
effective temperature of the ensemble through pyrometry. 

The particle volume fraction can be inferred from the sig-
nal intensity, while the temporal variation of the spectral 
incandescence (and thus particle temperature) yields the 
nanoparticle size, as small nanoparticles cool more quickly 
than large ones. Measurements of the decaying incandes-
cence is commonly called time-resolved LII (TiRe-LII) and 
focuses on the determination of nanoparticle size [7, 13, 
14] along with other parameters associated with the heat 
transfer model. The analysis of TiRe-LII signals is typically 
split into two major parts: (1) modeling the spectral charac-
teristics, which describes the nanoparticle–light interaction 
both for absorption and emission, and relates the observed 
spectral incandescence to the effective temperature, and (2) 
heat transfer modeling, which uses the effective temperature 
decay to infer the mean nanoparticle diameter.

Because of the high dynamic range of the signal, its fast 
temporal variation, and the strong dependence on ratiomet-
ric evaluations, the LII method is highly sensitive to experi-
mental details and the chosen hardware. Variations of the 
results reported for measurements under nominally identical 
conditions are attributed to seemingly minor variations in the 
experimental approaches. Discussions during the biennial LII 
workshop series [15–17] revealed that strategies for detector 
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calibration/operation and signal processing vary widely and, 
despite their fundamental importance, these topics are rarely 
addressed in a rigorous manner. This paper shows that these 
variations can lead to measurement artifacts that significantly 
impact how the LII signal is interpreted. We examine the origin 
of these artifacts, and present strategies for error mitigation.

The incandescence signal is usually measured with fast 
photomultiplier tubes (PMT) or gated cameras equipped 
with bandpass filters, gated spectrometers, or streak cam-
eras. The measurement strategy can be classified based on 
the number of discrete detection wavelength bands, or, in the 
case of spectrometers and streak cameras, the detection of a 
nearly continuous spectrum. For single-color TiRe-LII, one 
PMT equipped with a bandpass filter is used to measure the 
incandescence decay rate of the laser-heated nanoparticles. 
This incandescence is compared with simulated incandes-
cence traces generated using a heat transfer model to recover 
the nanoparticle size. While this approach can be used to 
make comparative measurements (e.g., how soot primary 
particle sizes vary within a flame), it is insufficient for abso-
lute size measurements, since the peak nanoparticle tem-
perature needed for this calculation must be inferred from 
the absorption cross-section and the local gas temperature, 
which are rarely known with a high degree of certainty.

More accurate results can be obtained by incorporating 
additional spectral detection bands, which provides a route 
to calculate the particle temperature directly. While at least 
two detectors equipped with different bandpass filters [7, 
14, 18, 19] are required for this approach, recent work is 
increasingly considering three or more wavelengths [20, 21] 
or nearly continuous spectra as measured by a spectrometer 
coupled to a streak camera [12, 22].

All these approaches require the detectors to be cali-
brated with respect to their relative spectral sensitivity and 
to account for issues of linearity, measurement artifacts, 
and interference from other light sources (particularly 
within flames). Inadequate calibration practices and poor 
signal quality can lead to large errors in quantities inferred 
from LII. This is highlighted by the fact that there are often 
discrepancies in the temperatures inferred using different 
channel combinations of two-color LII and that the analy-
sis of the resultant temperature traces from previously pub-
lished LII models often yields very different particle sizes 
[21]. Moreover, these errors can be easily misinterpreted as 
“physical” processes resulting from time-varying thermo-
physical properties or increasingly complex spectroscopic 
and transport phenomena, resulting in the development of 
faulty measurement models.

This work proceeds by defining the requirements for the 
detection setup and a summary of measurement artifacts that 
may affect LII signals. This is followed by an overview of 
photomultiplier characteristics and a mathematical descrip-
tion of the calibration procedures for PMT sensitivity, PMT 

gain, and variable optical components within an LII setup. 
The LII signal-processing steps and the spectroscopic model 
used to determine the temperature are described along with 
their implementation within the Bayesian framework, which 
provides an estimate of the uncertainty introduced by the 
calibration procedures and the measurement. The subsequent 
section gives an overview of the experimental apparatus that 
is used to evaluate the best-suited calibration strategy. The 
apparatus consists of four calibration light sources, the LII 
detection setup and a laminar diffusion flame that is used as 
a target. The calibration procedures are shown for this setup, 
and the suitability of various light sources for calibration is 
evaluated. For the uncertainty analysis, reference measure-
ments are carried out on an ethene-fueled laminar diffusion 
flame and the temperatures inferred using two-color and 
multi-color pyrometry are discussed within the context of 
the Bayesian framework. Additional measurement artifacts 
that can cause a bias during LII signal acquisition are pre-
sented in the supporting materials section.

2 � Theory

2.1 � Detector requirements and measurement 
issues in LII

The TiRe-LII detection system should be designed with com-
ponents selected according to several criteria: (1) absolute 
and spectral sensitivity; (2) linearity, gain and dynamic range; 
(3) rise- and fall-time characteristics; (4) reproducibility and 
drift; and (5) chromatic aberrations of the focusing optics and 
apertures. Problems with any of these aspects of the detection 
system will cause measurement errors that bias the signals, 
their temporal variation and, by extension, the pyrometrically 
inferred temperature and quantities derived therefrom (e.g., 
nanoparticle size). Linearity of the detection system ensures 
that the electronic signal generated by the detector is pro-
portional to the irradiance incident on the detector. While 
most LII studies presume linearity, nonlinear PMT behavior 
has been reported in some experiments [23, 24], as well as 
in other applications like laser-induced luminescence [25] 
and phosphor thermometry [26]. Nonlinear detector behav-
ior can introduce large errors into the ratio-based pyrometric 
temperature. This is particularly challenging for LII experi-
ments where the incandescence signal strength varies by 
several orders of magnitude over a single measurement trace 
(e.g., five orders of magnitude between 1500 and 4000 K 
in the visible range). This requires that the detector has a 
large dynamic range to obtain robust estimates of the aerosol 
attributes. The detectors can also be gated by temporally disa-
bling the gain circuit, thereby avoiding saturation by back-
ground flame radiation or damage caused by strong excita-
tion light (as in the case of double pulse LII [5, 27]). Gated 
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operation can also be used to block a part of the initial LII 
signal and increase the dynamic range by a sequential detec-
tion of parts of the signal trace with adapted gain settings 
and ND filters [28]. At the same time, the rise- and fall-time 
characteristics of the detectors need to be sufficiently fast 
(< 2 ns rise-time) to resolve the rapidly varying LII signal. 
Slow detector response, either caused by a slow detection 
technology or built-in low-bandwidth electronic components 
(e.g., low-bandwidth amplifiers), can falsely suggest larger 
particle sizes in cases with fast signal decay [29, 30]. To 
obtain an unbiased pyrometric temperature estimate, multi-
ple detectors (working in different wavelength ranges) must 
operate reproducibly and must be drift free. Additionally, 
the detection system must be calibrated for relative spectral 
sensitivity. Absolute sensitivity calibration is not required 
for time-resolved LII but is essential for determining the soot 
volume fraction using the auto-compensating LII technique 
[14]. The detection system could also include chromatic 
errors through focusing optics and apertures [31], which can 
be particularly important when using low f-number optics 
[32]. Will et al. [33] noted that a short-pass filter could still 
show significant transmission in the near IR, which can cause 
unexpected interference from background radiation. In sum-
mary, it is important to correctly identify common measure-
ment artifacts to distinguish signal bias from effects associ-
ated with incandescence from the laser-heated nanoparticles.

2.2 � Photomultiplier tubes

Most LII detection systems are based on photomultiplier 
tubes (PMTs). Accurate calibration and measurements 
require knowledge of PMTs and which of their components 
can influence the signal quality. Figure 1 shows a schematic 
of a PMT, including its three major components: photocath-
ode, electron multiplier, and anode.

In a PMT, the primary emission (photocathode) and sec-
ondary emissions (dynodes) of electrons can both be sub-
ject to nonlinearity. The photocathode resistivity increases 
with increasing incident photon flux, which results in the 

release of fewer photoelectrons. In other cases, when the 
electron multiplier gain is too high, space-charge effects at 
the last dynode stages limit the anode current [34, 35]. The 
first effect is more likely for semi-transparent photocathodes 
[34], while the latter effect is most likely to occur at low 
light levels with high gain [35, 36]. The photon flux dur-
ing the LII signal peak is usually much higher compared 
to measurements at lower light levels and nonlinearity has 
been reported for anode current levels lower than the man-
ufacturer-specified limit [24]. In this context, it was demon-
strated that bi-alkali photocathodes (SbKCs) are more prone 
to nonlinear behavior than multi-alkali (SbNa2KCs) pho-
tocathodes [24]. It is important to keep this in mind when 
using gated PMTs as the electrical gate circuit only inter-
rupts the high-voltage power supply of the dynode stages 
rather than preventing primary photoelectron emission from 
the photocathode. Consequently, even when the gate is inac-
tive, the photocathode can be depleted, affecting the linearity 
of the measurement or calibration.

This study focuses on compact PMT modules with a 
built-in high-voltage power supply, voltage-divider circuit 
and gate circuit, which have recently become commercially 
available. This leaves the experimentalist with three adjust-
able operating parameters: (1) the incident light flux, via 
variable neutral density (ND) filters; (2) the electron gain, by 
changing the control voltage of the voltage-divider circuit; 
and (3) the gate-opening time and duration. The PMT gain 
characteristics depend on the number and type of dynode 
stages, the voltage-divider circuit design, and the applied 
gain voltage. It can be approximated experimentally by 
plotting the gain and gain voltage on logarithmic axes [35, 
37]. An additional advantage of gated PMTs is that the sig-
nal baseline (dark current) can be determined immediately 
before the gate opening of each individual signal trace; while 
for ungated operation, the baseline needs to be determined 
prior to the experiment.

2.3 � Calibration procedure

Calibration can be done either directly or indirectly [2, 38]. 
Indirect approaches calibrate by comparing an LII-inferred 
aerosol attribute (e.g., particle volume fraction or particle 
size) against values obtained from as independent meas-
urement techniques, most often extinction measurements 
[39–43], gravimetric sampling [44, 45], or transmission 
electron microscopy (TEM) [12, 46]. Indirect approaches 
may also consider aerosol sources with properties reported 
in literature [4, 47–49] or those generated by aerosolizing 
commercially available, pre-characterized powders [4, 50, 
51]. In direct calibration, by contrast, the spectral emission 
is measured from a source of known radiance, and the rela-
tive instrument sensitivity is obtained from the ratio of the 
measured spectrum and the reference spectrum. The relative Fig. 1   Schematics of a photomultiplier tube
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sensitivity calibration of the measurement system is essen-
tial when determining the pyrometric temperature from the 
response of two or more detectors. While direct calibra-
tion allows the measured signals to be directly related to 
a physical quantity (i.e., spectral incandescence) that acts 
as an input for the LII model, indirect approaches simply 
scale the measured signal to match an expected particle size 
or volume fraction. As the properties or calibrated aerosols 
tend to be uncertain (e.g., varying with process condition 
or time), this results in significant uncertainties in indirect 
calibration procedures. Therefore, the remaining discussion 
focuses on the direct calibration procedure.

Typically, direct calibration is carried out by placing 
a well-characterized light source at the LII probe volume 
position thereby including all of the optical components in 
the sensitivity calibration. The most common source is the 
calibrated tungsten filament lamp [14, 20, 31, 52–54], which 
can be approximated as a gray body at temperatures between 
2000 and 4000 K, depending on the lamp current. However, 
the lamp cannot be modeled as spatially uniform or diffuse 
(i.e., the emitted intensity varies with angle and location). 
Consequently, calibration accuracy depends strongly on the 
ratio of filament size and LII probe volume, and further opti-
cal elements (e.g., a pinhole, a diffuser, or an integrating 
sphere) may be introduced to account for a non-Lambertian 
intensity distribution. Ryer et al. [55] used an integrating 
sphere in combination with a halogen lamp to homogenize 
the intensity distribution. Smallwood [53] used a calibrated 
spectrometer attached to an integrating sphere to trace the 
lamp performance and calculate a reference spectrum. Irra-
diance standards are light-source systems that are calibrated 
against an independent standard and optimized for homo-
geneity and reproducibility with various optical elements. 
Recent studies used irradiance standards with a calibrated 
tungsten/halogen lamp equipped with a diffuser system [20, 
56] or a quartz halogen lamp scattered off the surface of a 

Lambertian surface [53]. In contrast, Cenker and Roberts 
[57] calibrated their detectors for relative sensitivity using 
incandescence from a well-characterized reference flame. 
A drawback of this approach is that variations in process 
conditions could affect the temperature profile of the flame 
and thus directly affect the calibration. Spectral incandes-
cence at typical flame temperatures (~ 1600 K) is also quite 
weak at the shorter detection wavelengths typical in most 
LII measurements.

The following sections demonstrate the optical sensitiv-
ity calibration procedures and error calculation for a multi-
wavelength LII device. Before the signals from multiple 
PMTs can be used for LII signal processing, four calibra-
tion steps need to be performed to account for: (1) signal 
baseline, (2) relative channel sensitivity, (3) PMT gain char-
acteristics, and (4) variable optical components (i.e., neutral 
density (ND) filter, collection optics). Figure 2 shows a sche-
matic of a typical LII setup and indicates the components 
affected by the individual calibration steps. The following 
calibration procedures can be applied to any LII system with 
two or more PMTs.

2.3.1 � Baseline correction and signal range

The baseline signal, Vbaseline
i

 , is related to the PMT signal 
measured in a dark environment and represents the reference 
zero line for all subsequent processing steps. The baseline 
can be nonzero if thermal noise in the PMT produces a dark 
current or if the oscilloscope offset is nonzero. Baseline drift 
can occur if the electronics are not in thermal equilibrium 
with the surrounding (see “Appendix”). The baseline should 
not be confused with the bias caused by background illu-
mination, e.g., flame radiation along the optical path. For 
ungated PMTs, the baseline signal level is found using an 
independent dark measurement, which is later subtracted 
from the measured signal, while for gated PMTs the signal 

Fig. 2   Schematics of a typical LII setup indicating the components affected by the individual calibrations. The calibration light source is usually 
placed at the LII probe volume position
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before the gate opening can be used to obtain a mean base-
line signal level. Figure 3 illustrates typical signals obtained 
from four gated PMTs, along with the corresponding signal 
sections used for various calibration procedures. Section A 
is used for baseline correction and section B is averaged to 
calculate a mean signal and its standard deviation from a suf-
ficiently large number of signals (> 100). Section B needs to 
be sufficiently distant (> 1 µs) from the PMT gating to avoid 
any biases introduced by the gating characteristics.

2.3.2 � Relative PMT sensitivity calibration

In two- or multi-color LII measurement systems, the PMTs 
must be calibrated relative to one another. For this purpose, 
the irradiance of a spectrally known light source is meas-
ured at constant gain voltage, which defines a reference 
point, Vg,ref , that is discussed in Sect. 2.3.3. The PMT signal 
response of all of the LII channels can then be used to cal-
culate the relative spectral sensitivity of the PMT at this gain 
voltage. Depending on the light level of the calibration light 
source or LII signals, it may also be necessary to reduce the 
light intensity using calibrated ND filters to avoid biases like 
nonlinearity. The spectral transmittance of the ND filter is 
usually sufficiently flat over the bandpass filter widths that it 
can be approximated by a mean transmittance, �ij , for the i th 
channel and j th filter. Repeating the sensitivity calibration at 
various light levels using different ND filters will determine 
if a PMT and its calibration are affected by nonlinearity [24]. 
Figure 4 shows a reference spectrum of an integrating sphere 
light source and the transmission spectra of the bandpass 
filters in front of the individual PMTs transmission curves 
of the bandpass filters used in this study.

Let Eik represent the irradiance detected by the i th sensor 
due to emission from the k th light source. If the detector is 
equipped with a bandpass filter with center wavelength �c,i 
and bandwidth 2�i , Eik can be calculated by integrating the 
product of the reference spectral irradiance, Eref

k
(�) , and the 

spectral sensitivity of the LII system, �(�) , over the spectral 
width of the bandpass filter

Assuming that the spectral transmittance of the band-
pass filter and the spectral sensitivity of the detectors are 
constant over the narrow filter bandwidth, the spectral sen-
sitivity of the LII system can be approximated at the center 
wavelengths of the detectors [14, 20], �i = �

(
�c,i

)
 , to give

where

While this approximation will introduce an additional 
bias into the measurement, we assume that this bias is 
small relative to the other biases considered in this work. 
The irradiance Eik , can be related to the measured PMT 
voltage with an additional instrument calibration factor 
�i that scales the irradiance measured with a detector to 
a voltage:

Knowledge of the exact value of �i�i is only needed 
to measure the particle volume fraction and requires an 
absolute calibrated light source (see Ref. [14]). For light 
sources that are only calibrated for relative sensitivity, the 
true value of �i�i is unknown and a relative sensitivity 
calibration factor can be defined according to

For the present analysis, the relative sensitivity calibra-
tion factor D∗

ijk
 for the i th PMT channel, j th ND filter, and 

(1)Eik =

�c,i+�i

∫
�c,i−�i

�(�)Eref
k
(�)d� ≈ �iE

ref
ik
.

(2)Eik ≈ �iE
ref
ik
,

(3)Eref
ik

=

�c,i+�i

∫
�c,i−�i

Eref
k
(�)d�.

(4)Vmeas
ik

− Vbaseline
i

= �iEik = �i�iE
ref
ik
.

(5)D∗
i
∝
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k th light source is defined from the measured mean signal 
voltage, the baseline voltage, the ND-filter transmittance, 
and the reference spectrum:

As we only consider the relative sensitivity here, calibra-
tion sets resulting from measurements with light sources of 
varying intensity and different ND filters can be compared 
by scaling the relative sensitivity calibration factors by the 
mean value for each light source:

In general, the calibration factors can be envisioned 
as normally distributed random variables due to imper-
fect knowledge of the reference spectra and variations in 
measured quantities for which a mean and standard devia-
tion are often known. This results in calibrated LII signals 
that will also follow a normal distribution. To quantify 
the uncertainty associated with the calibration factors, 
the mean, D̄i , and standard deviation, �Di

 , of Dijk over the 
various light sources and ND filters are incorporated into 
a Bayesian approach when processing signals in the fol-
lowing sections.

2.3.3 � PMT gain calibration

The gain of a PMT is the ratio of the incident photon flux 
to the generated anode current, which can be controlled by 
varying the gain voltage of the high-voltage divider circuit 
in the PMT. Variation of this quantity increases the dynamic 
range of PMTs and allows measurements over a wide range 
of light levels. The anode current is usually measured as a 
voltage signal using the internal impedance of the oscillo-
scope (typically 50 Ω). While neutral density filters reduce 
the light level only by a fixed factor, the gain can be used 
to increase the PMT signal to match the range of analog-to-
digital converter (ADC) voltages measurable by the oscil-
loscope. This allows users to make full use of the digitiza-
tion depth, thereby maximizing the signal-to-noise ratio. In 
cases where PMT measurements are taken at a range of gain 
voltages, the calibration coefficient of each channel must 
additionally be multiplied by a gain correction factor.

The mean baseline-corrected anode current, ia
i
 , produced 

by a PMT can be related to the actual gain voltage, Vgain

i
 , in 

the linear range of the PMT by

(6)D∗
ijk

≡ �ijE
ref
ik

Vmeas
ijk

− Vbaseline
i

.

(7)Dijk =
nm∑m

i

∑n

j
D∗

ijk

D∗

ijk
.

(8)ln
(
ia
i

)
= Ai ln

(
V
gain

i

)
+ Bi.

The coefficient B can be eliminated by normalizing about 
a reference gain voltage, Vg,ref

i
 , and a corresponding anode 

current, ia,ref
i

,

This relationship can be rewritten in terms of the gain cor-
rection function,

such that the anode current expected at the reference gain 
voltage can be calculated from the anode current at any other 
gain voltage,

The value of Ai can be determined by applying weighted 
least squares to Eq. (9) using anode currents measured at a 
range of gain voltages,

where �ia
i
 is the standard deviation of ia

i
 , which can be esti-

mated by making multiple measurements of the anode cur-
rent. By approximating the problem as locally linear, uncer-
tainties in Ai can be determined using traditional statistical 
techniques and propagated through to G using the propaga-
tion-of-error formula [58]:

It should be noted that �Gi
 goes towards zero when measure-

ments are made at the reference gain voltage (e.g., for the 
channel sensitivity calibration described in the previous sec-
tion). The gain calibration should be repeated with various 
ND filters to ensure linear operation over the entire range of 
signal intensities relevant for the experiment [24] and that 
gain voltages and anode currents remain within the specifi-
cations of the manufacturer. Sample PMT signals generated 
following this procedure are shown in Fig. 5, including an 
indication of the temporal range over which the PMT signal 
is averaged to obtain ia

i
 and for which the variance is used to 

estimate �ia
i
 . The increase in noise for higher signals is con-

sistent with the standard Poisson–Gaussian noise model 
[59].
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2.3.4 � Correction for variable optical components

For some LII experiments, additional optical components 
must be introduced to adapt to experimental conditions. 
For example, variable ND filters may be used to attenu-
ate the light/signal intensity, or the collection optics may 
be adjusted to alter the collection solid angle. Usually, the 
calibration light source is placed at the LII probe volume 
position and the efficiency of collection optics is included 
in the PMT sensitivity calibration. In this study, we use an 
arrangement based around a collecting integrating sphere 
to separate the collection optics calibration from the PMT 
sensitivity calibration. The efficiency of the collection optics 
� and the transmittance of ND filters � are therefore incorpo-
rated as additional factors in the signal processing.

2.3.5 � Summary of LII signal calibration

By combining the various calibration procedures in the pre-
ceding sections, the calibrated relative irradiance Jexp

�,i
 can be 

calculated from the measured signal response Vmeas
i

 of the 
i th channel at time t by

This will act as the input to subsequent signal processing.

2.4 � Spectroscopic model

Following calibration, LII signal processing proceeds with 
two consecutive steps: (1) calculation of a temperature trace 
from calibrated LII signals using a spectroscopic model and 
(2) inferring the quantities of interest (e.g., particle size) 

(14)J
exp

i
(t) =

D̄iGi

𝜏ij𝜙i

[
Vmeas
i

(t) − Vbaseline
i

]
.

by comparing the measured temperature traces to those 
obtained using a heat transfer model. The spectroscopic 
model is given by

where I�i,BB and C�i,abs
 are the blackbody spectral intensity 

and wavelength-dependent absorption cross-section of a par-
ticular particle diameter at the center wavelength of the i th 
channel, respectively, which are integrated over the particle 
size distribution using the probability density of the parti-
cle diameter, p

(
dp
)
, and scaled by the volume fraction of 

particles in the measurement volume during the given laser 
pulse, fV , and the geometry and optical efficiencies of the 
detection system Bi . For spherical nanoparticles, the spectral 
absorption cross-section C�,abs is often calculated assuming 
the Rayleigh limit of Mie theory [60],

provided that 𝜋dp∕𝜆 ≪ 1 and ||m𝜆
||𝜋dp∕𝜆 < 1 , where E

(
m�

)
 

is the absorption function and m� is the complex index of 
refraction. In the current work, a monodisperse particle size 
distribution is assumed and the temperature is considered as 
an “effective” temperature of an ensemble of nanoparticles 
of the same size that is a biased estimate of the true mean 
particle temperature. Accordingly, Eq. (15) can be written as

The wavelength-independent properties of Eqs. (16) and 
(17) (i.e., the particle diameter, the particle volume fraction, 
and the detection efficiency) can be combined into a sum-
mary parameter [61], � , which further simplifies Eqs. (16) 
and (17) to

For the calculation of temperature traces from measured 
irradiances, two methods are widely used: (1) two-color 
pyrometry and (2) fitting of the spectral incandescence to 
two or more spectral measurements bands or to full spectra. 
The temperature calculation is repeated at each measure-
ment time to obtain a temporally resolved temperature trace 
that serves as an input to the heat transfer model used in 

(15)

J mod
i

(
Tp
)
∝ fVBi

∞

∫
0

p
(
dp
)
C�i,abs

(
dp
)
I�i,BB

[
Tp
(
dp
)]
ddp,

(16)C�,abs

(
dp
)
=

�2d3
p

�
E
(
m�

)
,

(17)

J mod
i

(
Tp,eff

)
∝ fVBiC�i,abs

2hc2
0

�5
i

[
exp

(
hc0

kB�iTp,eff

)
− 1

]−1
.
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J
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(
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(
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= �
E
(
m�i

)

�
i
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determining the nanoparticle size and other attributes of the 
aerosol.

Two-color pyrometry (e.g., [7, 14, 18, 19]) requires 
calibrated LII signals at two independent wavelengths and 
involves taking the ratio of the spectral irradiance at both 
wavelengths

where Tp,eff is the effective particle temperature, h is the 
Planck constant, c0 is the speed of light in vacuum, kB is the 
Boltzmann constant, and �i is the center wavelength of the 
detector bandpass filter. This is the default method used by 
practitioners.

When two or more spectral detection channels are avail-
able, the temperature can be inferred through nonlinear 
least-squares regression to the experimentally determined 
calibrated irradiances, Jexp

i
:

For multi-wavelength pyrometry using more than two 
channels, the variance of different channels needs to be 
considered as standard deviation of the measurement data 
�i . The magnitude of the variance of each channel is related 
to detector noise, detector sensitivity, and the measured sig-
nal intensity and can vary significantly between channels. 
It can be experimentally determined by pooling the results 
of multiple laser shots or estimated using a noise model as 
outlined in Ref. [59]. Assigning equal influence of all chan-
nels by assuming �i = 1 would falsely give more influence 
to a channel that is affected by higher uncertainty and thus 
bias the inferred temperatures.

2.5 � Statistical considerations

There is an increasing trend in the LII community to account 
for how measurement noise and model-parameter uncer-
tainty affect quantities derived from LII measurements 
[10–12, 62, 63]. In this study, the Bayesian approach was 
used to investigate the influence of calibration parameters 
and measurement noise on pyrometrically determined tem-
peratures from multi-color LII detection using photomulti-
plier tubes. The Bayesian approach treats the various quanti-
ties as random variables that follow some distribution [64]. 
The observations contained in � and the quantities of inter-
est (QoI, here the effective temperature) are then related by 
way of a likelihood, plike

(
�|Tp,eff

)
 , which defines the likeli-

hood of the observed data (spectral incandescence, or, more 

(19)
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hc0

kB

(
1

�2
−

1

�1

)[
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J
exp

1
(t)
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2
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(
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)]−1

,

(20)Tp,eff = arg min
Tp,�

⎧⎪⎨⎪⎩

�
i

�
J
exp

i
(t) − J mod

i

�
Tp,�

�
�i

�2⎫⎪⎬⎪⎭
.

fundamentally, PMT voltages) occurring for a hypothetical 
temperature. Assuming that the noise and model errors in � 
are independent and normally distributed, the likelihood can 
be phrased as a multivariate normal distribution

where b mod
i

 is a model of the measured quantity and �b,i is 
the standard deviation of the measurement data for the i th 
channel. Moreover, the maximum of this distribution cor-
responds to the weighted least-squares solution, that is

In the current study, the data are taken as the average 
signal measured by the PMTs, corrected for the baseline, 
the transmittance of the ND filters, and the efficiency of 
the collection optics, which are considered deterministic 
parameters,

where the overbar indicates an average over multiple shots 
and i denotes the i th channel. This quantity is normally dis-
tributed according to the central limit theorem, justifying 
the form chosen for the likelihood. Moreover, in this case, 
�b,i is the standard deviation of the mean signal, correspond-
ing to the standard deviation over multiple shots reduced 
by the square root of the number of shots and by �ij and �i . 
By this definition, b mod

i
 is the modeled data evaluated at 

some hypothetical Tp,eff , which incorporates the gain correc-
tion function Gi and the relative PMT sensitivity calibration 
factor Di . In this study, we focus on the PMT sensitivity 
calibration and consider only measurements at the gain ref-
erence voltage, so that Gi = 1 . The expected signal for the 
i th channel is then

Unfortunately, this approach neglects the uncertainty 
introduced through the calibration procedure described 
above. This can be incorporated by defining the cali-
bration factors as additional nuisance parameters to be 
solved along with the unknown pyrometric temperature, 

(21)
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� =
[
D1,D2,…Dn

]T . These can be incorporated into the 
likelihood by adding them to the vector of QoIs, such that

where b mod
i

 becomes a function of both Tp,eff and � . In con-
sidering the nuisance parameters, it is crucial to incorporate 
prior information known about the nuisance parameters and 
QoI before a measurement, via the prior probability, ppri(�), 
in addition to information extracted from the data [64]. The 
result is the posterior probability, p

(
Tp,eff, �|�

)
 , which is 

described by Bayes’ equation. If the nuisance parameters 
and QoI are statistically independent before the measure-
ment [63] and no prior information is known about Tp,eff a 
priori, the posterior is given by

where p(�) is the evidence that acts to scale the product of 
the priors and likelihood so that the law of total probability 
is satisfied. Information known about the nuisance param-
eters are also encoded in a normal distribution,

where ��,i and ��,i are the expected value and standard devia-
tion of each calibration coefficient. The distribution of the 
effective temperature alone can then be derived by marginal-
izing over the nuisance parameters

Moreover, the maximum of the posterior distribution, 
called the maximum a posteriori (MAP) estimate,

(25)
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represents the most probable value of Tp,eff and � based on 
the observed data and priors. The posterior distribution also 
indicates the uncertainty attached to each inferred tempera-
ture. This information can then be compared across different 
channel combinations to evaluate the combined uncertainty 
introduced by the calibration coefficients and measurement 
noise.

3 � Experiment

Consider now a multi-color LII detection setup combined 
with various calibration light sources.

3.1 � Calibration light sources

For this study, four different light sources are used: (1) halo-
gen lamps built into an integrating sphere (IS), (2) a laser-
driven light source (LDLS), (3) a stabilized tungsten halogen 
light source (SLS), and (4) light-emitting diodes (LED). The 
IS and the LDLS have been calibrated previously for spec-
tral irradiance by external certified calibration laboratories. 
The key parameters for all light sources are summarized 
in Table 1. The center wavelengths of the LEDs closely 
match the detector’s bandpass center wavelengths and were 
used in a previous study to investigate the linearity of PMTs 
[24]. The characterization procedure of the light sources is 
described in Sect. 4.1.2.

3.2 � Detector arrangement

Figure 6 gives a schematic overview of the experimental 
setup. The central element is an integrating sphere (diameter 
5 cm, Thorlabs IS200-4) with four ports that ensures repro-
ducible radiance measurements for any attached light source 
and detector. The broadband light sources and the LED array 
(3 LEDs) are connected to two ports and the spectral emis-
sion profiles can be observed with a fiber-coupled spec-
trometer (Ocean Optics USB-4000). As an alternative, an 
optical fiber (core diameter: 1000 µm) is used for coupling 
to an LII experiment where the light is collected via fiber-
coupled collection optics. The collection optics consists of 
two achromatic doublets with 100 mm and 150 mm focal 
lengths. Homogenized light from the integrating sphere 
exits through a pinhole and is collimated before passing an 
ND-filter wheel (100, 79, 50, or 10% transmission) and two 
dichroic beam splitters with edge wavelengths of 605 nm 
(FF605-Di02) and 740 nm (FF740-Di01) or a 50:50 beam 
splitter (Thorlabs BSW10R). The light is then focused on to 
four gated PMTs: three with a multi-alkali (MA) photocath-
ode (Hamamatsu H11526-20) and one with a super bi-alkali 
(SBA) photocathode (Hamamatsu H11526-110).
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For spectral separation, bandpass filters are attached to 
the PMTs that are specified for spectral ranges often used 
for two-color LII measurements [65] with center wave-
lengths and bandwidths (FWHM) of 500 ± 13 nm (PMT1 
and PMT2, Semrock FF01-500/24), 684 ± 13 nm (PMT3, 
Semrock FF02-684/24), and 797 ± 9 nm (PMT4, Semrock 
FF01-800/12). For the LII measurements, soot particles 
are heated by a pulsed (10 ns FWHM) Nd:YAG laser at 
1064 nm (Continuum, Powerlite 7000). A circular 3.2-mm 
aperture is used to shape the laser profile. Signals are col-
lected with a 500-MHz oscilloscope (PicoScope 6404C) 
with an ADC resolution of 8  bit and 0.8-ns sampling 
intervals.

The use of an integrating sphere within the LII detec-
tion optics makes the system more robust to alignment 
errors and thus variations in the intensity of the attached 
light sources. Furthermore, it allows superimposing the 
light from various sources for linearity measurements 
and facilitates comparison of detection devices without 
introducing additional optical elements that could bias 
the spatial intensity distribution. However, the integrating 
sphere could introduce a distortion in the temporal inten-
sity measurement that needs to be considered [61, 66]. 
Multiple reflections within the sphere result in a long light 
path compared to the nanosecond time resolution of the 
detector, which temporally stretches the signal. This effect 

can be identified as temporal blurring and the FWHM was 
determined for this sphere as below 12 ns.

3.3 � Laminar diffusion flame

Validation measurements are performed using a lami-
nar non-premixed flame [67] that has been the subject of 
numerous TiRe-LII studies [1]. The burner is operated at 
its standard conditions of 0.194 standard liters per minute 
(slm) ethene (C2H4) and 284 slm air, and measurements 
are performed at the standard reference position of 42 mm 
height above burner (HAB). For this position, the gas tem-
perature was previously determined to be 1730 ± 25 K [67] 
and 1740 K [68], respectively, using coherent anti-Stokes 
Raman spectroscopy (CARS).

4 � Methodology and results

The calibration procedure outlined above, including consid-
eration of uncertainties, is demonstrated with the presented 
detector arrangement and light sources. The acquired set 
of calibration factors is used to calibrate LII signal traces 
obtained from in-flame measurements and the uncertainty of 
the calibration factors is propagated through the analysis to 

Table 1   Light sources used for the calibration procedure in this paper

IS LDLS SLS LED

Type Halogen lamps built into 
an integrating sphere

Laser-driven light source Stabilized tungsten halogen 
light source

Light-emitting diodes

Model K-150WH (LOT-Oriel) EQ-99X LDLS (Energetiq) SLS201L (Thorlabs) EOLD-505-534
EOLD-685-524
EOLD-810-525
(EPIGAP)

Power supply SLP120-80 (Gossen-
Metrawatt)

Internal Internal GPS-2303 (GW Instek)

Calibration Dec. 2016 opto.cal (Swit-
zerland)

Sept. 2017 PTB (Germany) – –

Spectrum Broadband Broadband Broadband Narrow band around center 
wavelength

Spatial intensity 
profile

Homogeneous Spatial intensity profile not homogeneous, coupling with diffuser optics/integrating sphere 
recommended

Advantages Homogeneous spatial 
intensity profile, reduces 
alignment errors

Strong emission from UV to 
near-infrared enables cover-
ing most detection wave-
length bands

Compact and low cost Intensity can be individually 
controlled for each LED; 
very low cost

Disadvantages Weak emission in the UV 
increases uncertainty 
of calibration at short 
detection wavelengths

Xenon plasma atomic emis-
sion lines can interfere with 
detection wavelength bands 
and introduce errors (very 
strong > 820 nm)

Weak emission in the UV 
increases uncertainty of 
calibration at short detec-
tion wavelengths

Center wavelengths should 
match detection wavelengths, 
but not all center wavelengths 
are commercially available

Price Moderate High Low Very low
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evaluate the corresponding uncertainty in the inferred tem-
peratures for different channel combinations.

4.1 � Calibration

The calibration procedure can be divided into five steps: 
(1) spectrometer validation, to ensure linearity and a cor-
rect wavelength calibration; (2) calibration of the transmis-
sion through ND filters; (3) measurement of the spectral 
transmission through collection optics and sensitivity to 
chromatic aberration; (4) light-source characterization for 
spectral irradiance; and (5) PMT gain and sensitivity calibra-
tion. All of the light sources are operated for at least 60 min 
before the experiment to ensure thermal equilibration. The 
intensity of each LED is adjusted with series resistors to 
ensure approximately equal intensity levels for all channels.

4.1.1 � Characterization of collection optics

A configuration of the collection optics with achromatic 
doublets is compared to the configuration with uncoated 
plano-convex lenses to investigate the influence of chro-
matic aberration. For the alignment/focusing of the collec-
tion optics, a fiber-coupled diode laser (635 nm) is used. The 
influence of chromatic aberration is investigated relative to 
this wavelength.

The spectrometer is attached to the fiber port of the inte-
grating sphere broadband light source (IS) (Fig. 7—Posi-
tion A) and the calibrated spectrum of the light source is 
recorded as a reference. The spectrometer is then attached to 
Position B to measure the transmitted light through the col-
lection optics. Dividing the reference spectrum by the atten-
uated spectrum gives then the spectrally resolved transmit-
tance of the collection optics. To experimentally identify the 
influence of chromatic aberration, a variable aperture (VA) 
is mounted in front of the IS light source and a fiber-coupled 
diode alignment laser is attached to Position B. The opening 

diameter of the VA is then reduced to match the fiber core 
diameter (1000 µm) as visualized by the diode laser.

Figure 8 shows the measured spectra at Position A (blue) 
and Position B with the variable aperture opened 1 mm (yel-
low) and opened 4 mm (red) for achromatic doublets (a) and 
uncoated plano-convex lenses (b). While the spectra meas-
ured with the achromatic lenses show almost no differences 
between the aperture opening diameters, the normal lenses 
reveal significant influence of chromatic aberration with 
decreasing opening diameters. As a consequence, for wave-
lengths longer and shorter than the alignment wavelength, 
the focal length shifts and less light are collected by the fiber. 
Similar effects are expected when focusing light on to the 
entrance slit of a spectrometer or a pinhole for spatial filter-
ing. For the achromatic lenses, the reduced intensity, meas-
ured for wavelengths longer than 700 nm can be explained 
by the reduced spectral transmittance of the lenses as speci-
fied by the manufacturer.

For LII measurements, it is often desired to spatially limit 
the detection volume by imaging the signal light through a 
pinhole, a slit, or by focusing the signal light on the entrance 
face of a fiber (which then acts as a pinhole). The resulting 
detection solid angle, combined with the spatial laser profile, 
defines the probe volume. When these components are used 
without achromatic optics, chromatic aberration can strongly 
bias pyrometrically determined temperatures. The compari-
son of two-color peak temperatures at detection wavelengths 
of 500 and 800 nm for the conditions described in Sect. 4.2 
revealed a reduction in the peak temperature of 500 K for the 
lenses affected by chromatic aberration relative to the ach-
romatic doublets. In several recent LII studies, achromatic 
lenses are already standard components of the collection 
optics [20, 69, 70]. To account for the transmission through 
collection optics, a correction for the collection efficiency, 
�i , for each channel is included in the signal processing. The 
values for �i for the achromatic lenses used in this study are 

Fig. 6   Four-PMT setup with 
collecting integrating sphere, 
LED array, broadband light 
source, and a fiber-coupled 
spectrometer
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1.0, 0.98, and 0.87 for the 500-, 684-, and 797-nm channel, 
respectively; they are included in Eqs. (14) and (23).

4.1.2 � Characterization of the calibration light sources

The arrangement shown in Fig. 6 can be used to characterize 
various light sources and calibrate the PMT setup. For these 
measurements, the spectral reflectivity of the collecting inte-
grating sphere (IS200-4) is assumed to be flat (99 ± 0.2%) 
between 350 and 850 nm as specified by the manufacturer. 
For the analysis, the fiber-coupled spectrometer is attached 
to the fiber port to collect spectra for the various light 
sources [i.e., halogen lamps built into an integrating sphere 
(IS), laser-driven light source (LDLS), stabilized tungsten 
halogen lamp (SLS), and the three continuously operated 
LEDs].

The spectra collected with the spectrometer (Fig. 9) must 
be corrected for the dark signal. The spectra of the light 
sources with known calibration (IS and LDLS) are then used 
to calculate two independent instrument sensitivity spec-
tra (Fig. 10) that can then be used to calibrate other light 
sources.

The spectrometer sensitivity peaks at 518 nm. The instru-
ment sensitivity spectrum becomes noisier at shorter wave-
lengths due to the low intensity of the IS below 450 nm 
and the low sensitivity of the spectrometer at these wave-
lengths. The higher emission of the LDLS results in a 
smoother instrument sensitivity spectrum, particularly at 
lower wavelengths. Unfortunately, the fluctuating intensity 
of atomic emission lines from the xenon plasma results in 
narrow wavelength-specific anomalies that lead to errors in 
the LDLS calibration spectrum.

Figure  11 shows the relative intensities of all light 
sources, calculated from the calibration spectra of the IS 
(a) or the LDLS (b). The intensity of the IS decreases con-
tinuously towards the UV and can thus introduce errors in 
the calibration of shorter wavelengths. The LDLS intensity 
spectrum is stronger in the near-UV and is therefore suitable 
for calibration at short detection wavelengths (< 450 nm); 
however, for wavelengths longer than 820 nm, measurements 
can be biased by strong atomic emissions from the plasma 
source. The error between the two calibration sources is 
smaller than 1% for the detection wavelengths used in this 
study. Therefore, the IS calibration spectrum is used to cali-
brate the spectrometer sensitivity in subsequent sections.

The light exiting the pinhole from the collecting integrat-
ing sphere is now characterized and can be used for the rela-
tive sensitivity calibration of the PMTs. The characterization 
of the LEDs revealed that the LED peak wavelengths dif-
fered slightly from the manufacturer specification and were 
determined as 500, 689, and 820 nm.

4.1.3 � PMT calibration

The arrangement shown in Fig. 6 is used to calibrate the 
PMTs. The gain correction and sensitivity calibration are 
related to the same reference voltage (i.e., 450 mV). Two 
hundred signals are collected at 10 Hz with a PMT gate time 

Fig. 7   Setup for spectrometer calibration and characterization of the 
collection optics
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of 8 µs (same as for the LII measurements). The widths of 
the temporal sections were arbitrarily chosen as 400 ns (A) 
and 3000 ns (B) according to Fig. 3.

4.1.3.1  PMT gain calibration  Any stable light source can 
be used for calibrating the PMT gain. The measurements 
in this section are performed using the LDLS as its spec-
tral intensity is nearly uniform over the detection spectrum. 
The gain calibration is performed at gain control voltages 
between 300 and 550 mV. The maximum gain voltage for 
each channel is set so as to ensure that the measured signal 
does not exceed the ADC voltage range of the oscilloscope. 
The gain characteristics are investigated by varying the gain 
voltage from the maximum possible value down to 300 mV 
in − 2 mV increments. The signal response for each volt-
age is measured after 5  s of stabilization. This sequence 
is then repeated with 1 mV offset and − 2 mV increments 
to achieve a total resolution of 1 mV. If the light source 
exhibits a temporal drift, an offset in the data from the two 

sequences can be identified. To increase reproducibility, a 
LABVIEW algorithm is used to automate the calibration 
sequence. Figure  12 shows the ND-filter-corrected results 
for PMT 1 and 2 across three ND filters (i.e., 10, 50, and 
79% transmission). For PMT 1 (Fig. 12a), the offset between 
the filter curves can be interpreted as nonlinearity over the 
varying light levels.

For PMT 2, the gain correction function is determined for 
three ND filters and is shown in Fig. 13. This analysis gives 
the gain correction function Gi and its standard deviation �Gi

 , 
as described in Sect. 2.3.3. The scatter in the signal data for 
gain voltages below 400 mV indicates an unstable behavior 
of the PMTs such that these gain voltages are avoided.

4.1.3.2  Relative PMT sensitivity calibration  The light 
sources described in Sect. 3.1 are used for the relative PMT 
sensitivity calibration. The PMT response is recorded for 
various ND-filter transmissions and for a constant gain con-
trol voltage (i.e., 450 mV) (Fig. 14). Calibration factors for 
all channels and light sources can then be calculated accord-
ing Sect. 2.3.2, and the standard deviation from the complete 
set can be used in an uncertainty analysis of the calibration.

The calculated calibration factors are summarized in 
Fig. 15. PMT 1 shows strong non-linear behavior with 
increasing light level, which causes the calibration fac-
tor to increase with increasing light level, while PMT 2, 
which measures at the same wavelength, is not affected. 
This can be traced back to the photocathode material of 
PMT 1, which is more sensitive to nonlinearities [24]. The 
non-linear behavior can also be observed for PMT 3 and 
PMT 4, albeit to a lesser extent.

For the calibration of PMT 4, an offset between the signal 
detected with the LEDs and the other light sources is visible. 
This is attributed to the fact that the detection center wave-
length of PMT 4 (i.e., 797 ± 9 nm) is offset from the LED 
center wavelength (820 nm) by more than the bandpass filter 
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FWHM. The integral calculation method (cf. Eq. 3) is more 
sensitive to intensity fluctuations and wavelength errors 
when the edge of the narrowband spectrum is analyzed over 
the center region. The mean calibration factors used for the 
further analysis are summarized in Table 2.

4.2 � Reference LII experiment

The uncertainty in the calibration is incorporated into the 
signal processing of the measured data from an LII experi-
ment to determine the uncertainty in the temperature trace. 
For the present analysis, we assume E

(
m�

)
 to be wavelength 

independent [62]. Measurements are carried out at the gain 
reference voltage of all PMTs (i.e., 450 mV) to neglect the 
error introduced by the gain correction function. The laser 
energy is adjusted to obtain a fluence of 1 mJ/mm2, and LII 
signals for 100 laser shots are acquired. Figure 16 shows the 

baseline-corrected LII signal traces for all four channels. 
Four data points are selected for further analysis: (A) flame 
emission without laser interaction, (B) the LII signal peak, 
and the LII signal at (C) 1 µs, and (D) 2.5 µs after the peak.

Spectral fitting is investigated using various channel com-
binations, taking into account uncertainties from the detector 
calibration and measurement noise. Table 3 shows the chan-
nel combinations used for the spectral fitting. T1 represents 
the spectral fitting of all channels, and T2–T6 represent all 
possible two-color combinations given the four available 
channels, excluding the combination of channels 1 and 2, 
which are at the same wavelength.

The standard deviations of the various calibration fac-
tors, calculated as shown in Table 2, are used as a prior 
for the uncertainty analysis and the standard deviation from 
the multi-shot averaging is incorporated in the calculation 
of the likelihood (cf. Sect. 2.5). The credibility intervals in 
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this section represent the interval in which the measurement 
values lie with a probability of 95%.

Figure 17 shows the spectral fits for all channel combina-
tions for the temporal sections A–D. The difference in tem-
perature between the different channel combinations cannot 
be explained by the uncertainty introduced by measurement 
noise and the calibration. This could indicate that the soot 
absorption function has some variation with respect to wave-
length or that there may be additional chromatic aberrations 

within the LII setup that were not included in the calibra-
tion procedure. The signals of channel 1 and 2 are meas-
ured at the same bandpass filter wavelengths and therefore 
they should match after calibration. However, for a strong 
signal (e.g., the peak intensity), the signal from channel 1 
is higher than channel 2. This is because the calibration of 
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Table 2   Mean calibration factors with standard deviation

Channel 1 
(500 nm)
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Fig. 16   LII signal traces for 1 mJ/mm2; letters A–D indicate points in 
time used for further analysis
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PMT 1 is strongly affected by nonlinearities, which leads 
to an overestimation of the signals in the experiment. This 
could lead to differences in the evaluated temperatures of 

100–200 K. Weak signals (i.e., A and D) are affected by a 
low signal-to-noise ratio and, while containing large dis-
crepancies between the channel combinations, are associated 
with large uncertainties (up to ± 442 K).

It can be seen that the temperatures determined by two-
color ratios, Eq. (17), (T2–T6) are very sensitive to calibra-
tion errors. In principle, these estimates can be made more 
robust by increasing the number of detection wavelengths 
(T1). However, other sources of errors may be introduced 
into the analysis beyond that which is considered in this 
study. For example, the calibration light source spectrum 
could have changed due to lifetime drift (i.e., bulb coating, 
deposits on optical components). Polydispersity [71, 72] or 
non-uniform laser heating [69, 73] can cause the particles 
in the probe volume to be heated to different temperatures 

Table 3   LII signal channels used for the calculation of the particle 
temperature traces

Channel 1 
(500 nm)

Channel 2 
(500 nm)

Channel 3 
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Fig. 17   Spectral fits of data as indicated in Fig. 16 for all temperature traces (T1–T6). Error bars indicate the standard deviation of the measure-
ment for each data point �

b
 . a Flame emission without laser interaction, b LII signal peak, and the LII signal at c 1 µs and d 2.5 µs after the peak
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such that the measured incandescence spectrum is poorly 
represented by a single particle temperature. Further, the 
present study did not consider uncertainties in the radiative 
properties of the nanoparticles, which, especially in the case 
of soot, are highly uncertain and could vary significantly 
with wavelength.

5 � Conclusions

This study demonstrates the detector calibration methodol-
ogy for multi-color time-resolved LII measurements. The 
calibration procedure consists of: (1) baseline correction, (2) 
sensitivity calibration, (3) gain calibration, and (4) calibra-
tion of variable optical components. Multiple light sources 
are compared and calibration factors at various light levels 
are determined. A reference LII experiment is performed 
on a laminar diffusion flame to quantify the uncertainties 
introduced by the calibration. A Bayesian approach is used 
to propagate uncertainties in the calibration procedure and 
measurement to those in LII temperature traces.

When using a light source for calibration, the spectral 
profile should be compared with the detection wavelength 
band for lamp artifacts (i.e., atomic plasma emission). For 
LEDs, proper selection of the peak wavelengths and band-
widths according the bandpass filter ranges is essential.

While PMTs are normally assumed to behave linearly, 
this assumption is often invalid in the initial phase of the 
signal trace where there are sharp features in LII signals. 
This work showed that nonlinear effects can impact the cali-
bration, leading to biased calibration factors that result in 
a larger signal amplitude and thereby influence the pyro-
metrically determined temperature. Repeated measurements 
at different light levels using multiple ND filters can be used 
to diagnose nonlinear detector response.

Chromatic aberration of the detection optics can also 
introduce significant errors into the detector calibration and 
the measurement data used in the spectroscopic model. If 
the system is affected by chromatic aberration, this effect 
cannot be easily identified during calibration. In this work, 
a fiber-coupled measurement arrangement is presented that 
can identify chromatic errors in the collection optics. This 
effect can be avoided using achromatic lenses, though one 
must be aware that these lenses are often optimized over a 
limited wavelength range.

Apparent particle temperatures are determined by apply-
ing pyrometry to all possible two-color channel combina-
tions and by fitting a spectrum to all four channels simul-
taneously. The temperatures determined from the various 
two-color ratios often differed by up to several hundred Kel-
vin, highlighting the weakness of two-color ratio pyrometry. 
This is affirmed by the fact that the largest uncertainties are 
encountered when combining two-color pyrometry with the 

two longest detection wavelengths (i.e., 684 and 800 nm), 
while the lowest uncertainties are encountered when fitting 
a spectrum to all of the detection channels simultaneously. 
This suggests that one should always use spectral fitting to 
multiple wavelengths, whenever possible. However, addi-
tional aspects that can affect the analysis need to be consid-
ered to affirm this conclusion, such as including the effect 
of approximating � as constant over the filter bandwidth, 
primary particle polydispersity, non-uniform particle heat-
ing, and wavelength-dependent optical properties of the 
investigated materials’ systems (soot in this case).
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Appendix

Additional measurement issues

Several other commonly encountered issues, in addition to 
the calibration errors introduced in the main text, can be 
encountered when interpreting LII measurements. This sec-
tion therefore summarizes the observed effects and identifies 
strategies to avoid these anomalies.

Baseline drift

In the first 30 min of operation of the PMTs/oscilloscope, the 
baseline is observed to drift by up to 2% of the oscilloscope 
ADC voltage range before stabilizing, as the electronics 
thermally stabilize. Meaningful measurements and calibra-
tions should therefore only be carried out after sufficient 
time is given for the equipment to warm up. The manufactur-
ers of the PMTs used in this study recommend allowing a 
warm-up period of 30–60 min at similar gain supply voltages 
as will be used in the experiments and at anode currents of 
several µA [35].

Rise‑time differences between channels

Differences in the rise time of different PMT channels can 
be caused by different cable lengths or by different pho-
tocathode materials, gain voltages, and PMT gates. The 
wavelength dependence of the photocathode material can 
only account for rise-time differences of less than 1 ns 
[74–76]. A more important factor is the PMT gate char-
acteristics, which caused an observable rise-time delay 
between PMTs containing different photocathode materi-
als. Figure 18 shows the PMT gate-opening characteristics 
for a continuous light source with a 10-ns difference in rise 
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time (A) and for a gated PMT in which the gate is opened 
1 µs before a pulsed LED, resulting in no significant dif-
ference in rise time (B). The difference in rise time could 
strongly influence ratio pyrometry and lead to nonphysi-
cal temperatures, particularly near the peak signal. In this 
scenario, temporal alignment of the LII signal peaks or the 
rising edge of two channels, which is a common procedure 
among LII practitioners, may introduce a strong bias in the 
calculated temperatures. Instead, it is recommended to use 
other signal artifacts for alignment (i.e., Q-switch noise 
patterns, spikes, or PMT gate opening noise) that do not 
coincide with the peak signal.

PMT gain stability/reproducibility

In many PMT configurations, the gain can be controlled 
by an external control voltage. If this voltage is not set 
and measured precisely, the resulting error strongly affects 
the gain correction calibration. Unstable power supplies 
for the PMTs/gain control can introduce ripple noise that 
propagates to the measured LII signal. Setting the gain 
voltages below the minimum value recommended by the 
manufacturer can also decrease the reproducibility of the 

measurements. In cases where the gain is set too high, the 
noise component can increase and the measured signals 
can exceed the ADC voltage range of the oscilloscope. 
This can cause a bias for very low (i.e., baseline) and high 
(i.e., LII signal peak) signal levels.

Oscilloscope ADC voltage range overflow

Single-shot LII signals are usually affected by a strong 
noise component, and, consequently, signals must be aver-
aged over several hundred laser shots to obtain a sufficient 
signal-to-noise ratio. When the LII signal peak intensity is 
close to the maximum of the ADC voltage range of the oscil-
loscope, clipping of single signal maxima can occur, biasing 
the average. This effect may not be obvious when examining 
the averaged traces.
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Signal overshooting

Signal overshooting (i.e., the signal falls below the baseline) 
can be caused by the charging of the capacitors in the high-
voltage divider circuit of the PMT [77]. The overshooting 
increases with increasing gain voltage and can be detected 
by repeating the measurement at various gain voltages. Fig-
ure 19a shows a PMT signal measured for a pulsed LED as 
the gain voltage is increased. At the end of the light pulse the 
signal drops rapidly and the PMT signal becomes negative 
(b). Figure 19c shows the dependence on gain voltage for the 
section before the signal (A), immediately after the signal 
(B), and a further 2 µs later (C). The bias increases with gain 
voltage and can persist for several microseconds. This effect 
can occur for fast-decaying LII signals and significantly 
biases the temperature determination at later decay times.

Signal bias and artifacts

Several general measurement artifacts have been observed 
that are not directly connected to the LII technique, but may 
also lead to nonphysical results or low signal quality:

1.	 Signal ringing can be caused by signal reflection result-
ing from an impedance mismatch [78, 79].

2.	 Q-switch noise of the laser unit can interfere with the LII 
signal trace and bias the result (Fig. 20). Proper shield-
ing of the electronics or increasing the distance between 
detection electronics and laser can help prevent this.

3.	 Crosstalk with other devices connected to the same 
power circuit can introduce measurement artifacts in 
the LII traces. Fast-switching electronic circuits (e.g., 
transistor circuit for shutter, pulsed light sources), for 
example, often appear as small spikes within the PMT 
signal traces.

4.	 Incorrect coupling of trigger/timing circuits could 
induce crosstalk between the oscilloscope channels. 
Figure 21 shows the crosstalk between the oscilloscope 
trigger channel and the oscilloscope signal input for two 
different coupling settings on the pulse/delay generator. 
While the spike in the beginning of the LII signal can be 
neglected (due to high SNR), the drift in the later part of 
the LII signal could bias temperature determination.

5.	 Low-bandwidth integrated amplifier circuits within the 
PMT may limit the bandwidth of the measured temporal 
LII signal profile. Figure 22 shows the signal response 
of a pulsed LED (500 nm, 3 µs FWHM) for a commer-
cially available PMT system (PMT A) with integrated 
amplifier circuit (SMT MEA 1030 V8DA with Hama-
matsu R7400U) and a directly coupled PMT (PMT B) 
from this study (Hamamatsu H11526), recorded with 
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the same oscilloscope. The integrated amplifier circuit 
influences the rise and fall characteristics, which can 
also bias the LII signal by limiting the temporal resolu-
tion.
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