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Abstract
A novel Lagrangian interpolation-based direct laser absorption spectroscopy (LI-DLAS) technique was presented to suppress 
noise in infrared gas detection by incorporating Lagrangian interpolation and nonlinear least-square fitting (NLLSF). An 
LI-DLAS analyzer was reported for methane  (CH4) detection using a 1654 nm distributed feedback (DFB) laser, a compact 
digital signal processor (DSP), and a multi-pass gas cell (MPGC) with a 16 m optical path length. The performance of 
the developed LI-DLAS  CH4 analyzer was evaluated by means of laboratory experiments. Compared with the traditional 
DLAS-based sensor without Lagrangian interpolation, the detection sensitivity was improved from 6 ppmv to 2 ppmv, and 
the detection stability was enhanced as the Allan–Werle deviation was dropped from 1.514 to 0.531 ppmv for a 1 s averag-
ing time. Compared with a DLAS analyzer based on LabVIEW platform, the DSP-based  CH4 analyzer shows the merits of 
compact size and low cost with potential filed-deployable applications in industrial monitoring and control.

1 Introduction

Methane  (CH4), the second worldwide greenhouse gas after 
carbon dioxide  (CO2), has a 25 times enhancement com-
pared to the global warming potential of  CO2 [1]. Hence, 
atmospheric  CH4 monitoring is significant for the observa-
tion and analysis of the climate trends [2–4]. Besides, as an 
inflammable gas,  CH4 leakage during the exploration and 
transportation of natural gas is a vital safety hazard [5, 6]. 
Therefore,  CH4 detection has received considerable attention 
in industrial process control [7–9]. Among the existing  CH4 
detection techniques, infrared laser absorption spectroscopy 
has wide industrial and academic applications owing to their 
high-precision sensing capability and fast response [10, 11].

Tunable diode laser absorption spectroscopy (TDLAS) is 
a mature technique extensively developed in  CH4 detection 
for high sensitivity, long-term stability, and fast response 
[12]. There are two well-established methods derived from 
TDLAS: wavelength modulation spectroscopy (WMS) [13] 
and direct laser absorption spectroscopy (DLAS) [14]. WMS 
requires frequent sensor calibration, which makes the sensor 
structure and signal processing procedure complicated. On 
the contrary, DLAS has the ability to offer quantitative con-
centration directly from the relative change in light intensity 
according to Beer–Lambert law, resulting in a much simpli-
fied system structure [15]. To avoid interference from other 
absorption lines and to improve detection accuracy, DLAS 
requires a tunable laser source with single-frequency emis-
sion and a narrow line width at the target absorption line of 
a gas molecule. Considering that the fabrication technology 
of a near-infrared (NIR) semiconductor laser is mature and 
an NIR laser source can be easily fiber-coupled, a continu-
ous-wave (CW) NIR-distributed feedback (DFB) laser is an 
attractive choice for the development of DLAS-based gas 
sensors [16, 17].

However, DLAS possesses the inherent drawbacks of 
being highly susceptible to the noise across a large band-
width, especially the low-frequency noise due to its sim-
ple data processing procedure [18]. To improve the signal-
to-noise ratio (SNR) and detection accuracy, apart from 
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reducing the interference from optical path, some effective 
data processing algorithms can be adopted [19, 20]. In our 
previously reported traditional DLAS systems, besides the 
nonlinear absorption line fitting, a sliding average filtering 
was performed to suppress the electrical-domain background 
noise and interference [2, 8]. However, this data process-
ing method averages the measured data and, thus, probably 
changes the signal’s statistical characteristics.

For noise suppression, we developed an alternative tech-
nique by introducing Lagrangian interpolation (LI) [21] 
into DLAS technique. Considering the fact that the noise 
point exhibits an even or odd symmetry, a filtering range was 
set by means of the mathematical model of Beer–Lambert 
law, and then, the filtered data were recovered by LI. After 
that, the gas concentration was retrieved from the processed 
data by the real-time nonlinear least-square fitting of the 
interpolated signal to an absorption line profile, which were 
widely used in baseline fitting and absorption line fitting 
[2, 14]. To meet the needs of mobile and field-deployable 
gas measurements, a compact gas sensor system should be 
available. In this work, an LI-DLAS analyzer for  CH4 detec-
tion was realized based on a compact digital signal proces-
sor (DSP) board with low-power consumption. Compared 
to our reported LabVIEW-based system for DLAS  CH4 
detection [3, 22], the DSP-based  CH4 analyzer has a lower 

power-budget and realizes miniaturization in electrical sys-
tem. The LI-DLAS  CH4 sensing performance was evalu-
ated by laboratory measurements, which was enhanced in 
terms of sensitivity and stability compared with a traditional 
DLAS-based  CH4 analyzer without such data processing.

2  Structure and design of the LI‑DLAS  CH4 
analyzer

2.1  Selection of  CH4 absorption line and optical 
source

According to the high-resolution transmission (HITRAN) 
molecular absorption database [23], the  CH4 absorption line 
located at 6046.965 cm−1 is the strongest absorption line in 
the near-infrared 2ν3 absorption band, as shown in Fig. 1a. 
Simultaneously, the absorbance of 2%  H2O and 100 ppmv 
 CH4 in Fig. 1b indicates that absorption strength of  H2O is 
much less than  CH4’s, and could be omitted [24]. Hence, 
the NIR absorption line at 6046.96 cm−1, whose detailed 
information is listed in Table 1, was selected as the target 
line. The DFB laser emitting at a center wavenumber of 
6046.95 cm−1 with an output power of 5.5 mW requires 
an operation temperature of 17 °C and a driving current of 
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Fig. 1  HITRAN-based absorption spectra of a  CH4 from 5900 to 
6200 cm−1, and b 100 ppmv  CH4 and 2%  H2O at a pressure of 1 atm, 
an effective optical path length of 1600  cm and a temperature of 

297 K. b DFB laser emission wavenumber as a function of the driver 
current at a laser operation temperature of 17 °C

Table 1  Detailed information 
of the  CH4 absorption line at 
6046.96 cm−1

Parameters are cited from HITRAN2012 database [23]
v0 center frequency, S line strength, γair air broadening factor, γself self-expansion coefficient, nair tempera-
ture coefficient

Isotopologue v0  (cm−1) S  (cm−1 
(mo cm−2)−1)

γair  (cm−1 atm−1) γself  (cm−1 atm−1) nair

12CH4 6046.9647 1.335 × 10−21 0.0621 0.082 0.85
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70.0 mA. According to the linear relation between the DFB 
laser emitting wavenumber and driving current shown in 
Fig. 1b, the current range was decided to be 55.5–83.0 mA 
at an operation temperature of 17 °C to scan the  CH4 line.

2.2  LI‑DLAS analyzer structure

The structure of the DSP-based LI-DLAS analyzer for  CH4 
detection is depicted in Fig. 2, consisting of an optical and 
an electrical part. In the optical part (Fig. 2a), a CW NIR 
butterfly packaged DFB laser (Sichuan Bolian Photonics 
Technology, China) was used to target the  CH4 absorption 
line at 1.654 μm. The laser beam was collimated and coupled 
to a multi-pass gas cell with an effective optical path length 
of 16 m (physical size: 290 × 90 × 80 mm3, Liujiu Sensing 
Technology, Wuhan, China). After passing through the cell, 
the output laser beam was focused onto an InGaAs photode-
tector which generated an electrical signal.

As shown in Fig. 2b, the electrical part includes a tem-
perature controller (TED200C, Thorlabs, USA), an inte-
grated laser current driver (LDC202C, Thorlabs, USA), 
and a DSP-based direct laser absorption signal processor 
with a dimension size of 10.0 × 6.1 cm2. The used DLAS 
technique for  CH4 detection only requires a saw tooth scan 
signal. This scan signal was generated by a direct digital 
synthesizer (DDS) module (model #AD9834). The detec-
tor signal output from the InGaAs photodetector was sent 
to the DSP for data processing. The processed absorption 
signal was recorded and displayed on a liquid crystal display 

(LCD) screen and also could be delivered to a laptop via an 
UART port for post-data analysis. The supply voltage and 
power consumption of the compact DSP board are ± 12 V 
and ~ 3.612 W, respectively. In addition, a pressure controller 
(model 649, MKS Instruments, USA) and a vacuum pump 
(N838.3 KN.18, KNF, Germany) were used to control and 
maintain the pressure inside the MPGC.

2.3  Absorption fundamental

The absorption of a target gas specie can be determined 
by measuring the attenuation of light intensity when light 
transmits through the gas, as defined by the Beer–Lambert 
law [25]:

where ν  (cm−1) is the laser frequency, I(v) and I0(v) are the 
transmitted laser light intensity with and without the pres-
ence of the target absorbers, respectively, P(atm) is the gas 
pressure, c is the mole fraction of the gas, S(T)  (cm−2 atm−1) 
is the absorption line intensity at temperature T, �(v) (cm) 
is the line-shape function, and L (cm) is the absorption path 
length.

A polynomial was used to fit the transmitted laser light 
intensity I (ν) to generate a baseline Ib (ν) (the detailed fitting 
method can be seen in Sect. 3.1), which is considered as the 
background light intensities I0 (ν). Then, the absorbance α 
(ν) can be expressed by the following equation:

(1)I(�) = I0(�) exp [−PcS(T)�(�)L],
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Fig. 2  Schematic illustration of the LI-DLAS analyzer for  CH4 detec-
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The linear function ϕ (ν) is related to pressure, temperature, 
composition, and diagnostic wavelength. The line type func-
tion ϕ (ν) can take three different form of function: Gaussian, 
Lorentzian, and Voigt [26, 27].

2.4  Line‑shape function selection

The DLAS analyzer was operated at an atmospheric pressure 
(1 atm) and room temperature (296 K). The spectroscopic 
models with an NIR absorption line at 1.654 μm under this 
operation condition are shown in Fig. 3 [24]. Since the selected 
model of the absorption line has a direct effect on filtering 
parameters, the quantitative measurement of  CH4 concentra-
tion requires a more refined spectral model. As shown in Fig. 3, 

(2)
�(v) = − ln

[
I(v)

/
I0(v)

]
= ln

[
Ib(v)

/
I(v)

]
= PcS(T)�(v)L.

a validation of HITRAN 2012 yielded a generally good agree-
ment with the Lorentzian profile fitting in the [6046.0 cm−1, 
6048.0 cm−1] range at 296 K and 1 atm. ϕ (ν) can be expressed 
as a Lorentzian line-shape function, written as follows:

Here, ΔvL is the half width at the half maximum 
(HWHM), and v0 is the central wavenumber of the absorp-
tion line [28].

3  LI‑DLAS technique

The traditional DLAS technique used in  CH4 detection is 
shown in Fig. 4a, which requires a baseline fitting (BF) algo-
rithm to get the background signal without a reference chan-
nel and a nonlinear least-square fitting (NLLSF) to obtain 
the  CH4 absorbance for concentration determination. The 
sensitivity of traditional DLAS is limited by low-frequency 
noise, and therefore, an improved LI-DLAS technique is 
proposed to improve the measurement precision. As shown 
in Fig. 4b, the LI-DLAS technique includes three steps: BF 
based on least-square fitting (LSF), data processing algo-
rithm based on LI, and NLLSF of absorption line profile.

3.1  Background fitting

A periodic triangular signal generated by the DDS module is 
used to adjust the output wavelength of the DFB laser, which 
can be expressed as follows:

(3)�(v) =
ΔvL

�

[
1(

v − v0
)2

+ Δv2
L

]
.
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where Atri and Ttri are the amplitude and the period of the 
scan signal, respectively. Without gas absorption, the laser 
optical intensity Ib (t) received by the InGaAs detector is as 
follows:

where I0 is the laser output optical intensity and m is the 
light intensity modulation coefficient. According to Eqs. (1) 
and (5), the electrical signal ur generated and amplified by 
the photoelectric detector can be expressed as follows:

where K is the amplifying factor and Doe is the photoelectric 
conversion parameters.

The transmitted laser light intensities in the [6046.0, 
6046.5]  cm−1 and the [6047.5, 6048]  cm−1 region were 
extracted and fitted by applying a polynomial to generate 
a spectral baseline, which is considered as the background 
light intensity. Divide the  CH4 absorption band [6046 cm−1, 
6048 cm−1] into N subbands with a length of h = 1∕N  cm−1 
each, and define xi = 6046 + ih(i = 1,2,…,N). Then, the 
polynomial expression ub = k1x + k2 is considered as the 
mathematical expression of background signal, where k1 
and k2 can be calculated according to the following equation:

3.2  Data processing algorithm based on Lagrangian 
interpolation

Given the systematic and random noise of the DLAS, it is 
necessary to use a simple and fast algorithm for data process-
ing. Let y(x) = 1∕ ln(ub(x)∕u(x)) = 1∕�(x) , and the second-
order differential equation of y��(xi) will be the following:

where 2π/(PcLS(T)ΔvL) is a definite value. Then, we set a 
constant as a threshold for filtering. Replace the derivatives 
by the second-order finite-difference Si [29]:

Then, Eq. (8) can be re-written as follows:

(4)u(t) =

{
−kAtri +

(
2Atri∕Ttri

)
t, kTtri ≤ t ≤ (2k + 1)Ttri∕2

2(k + 1)Atri −
(
2Atri∕Ttri

)
t, (2k + 1)Ttri∕2 ≤ t ≤ (k + 1)Ttri

, k = 0, 1, 2…,

(5)Ib(t) = I0[1 + mu(t)],

(6)ur(t) = KDoeI0[1 + mu(t)] exp [−PcS(T)�(t)L],

(7)
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,

(9)Si = 2y
(
xi
)
−
[
y
(
xi+1

)
+ y

(
xi−1

)]
.

Define S̄ as the average value of the array {Si}, and 
Eq. (11) can be obtained as the following form:

Note that S̄ only relates to the edge data. From a long-
term monitoring of ||Si − S̄||normal

 for the normal data points 
and ||Si − S̄||abnormal

 for the abnormal data points, we can 
derive a statistical threshold value W1 to distinguish the nor-
mal and abnormal data points. That is to say, when a data 
point satisfies ||Si − S̄|| > W1 , it is abnormal; otherwise, it is 
normal.

The selected data at the ith deposition should be pro-
cessed to minimize the distortion of the recovered data. An 
LI function was used to obtain the predictive values. The 
interpolation data L2(xi) of the three data points near 

(
xi,yi

)
 

can be regarded as the ith predictive value, which is written 
as follows:

Besides, the data estimated by the above method may 
be far from the true data due to spikes and interference of 
abrupt noise. Therefore, the interpolation point is modified 
by adding another judging criteria W2 for preserving more 
information from the measured data. Then, we have the 
following:

The corresponding limit can be evaluated as 
W2 = 2

(
ymax − ymin

)/
N.

3.3  Nonlinear least‑square fitting of absorption line 
profile

The line-shape function �(v) is determined by the line pro-
file. The data perturbed by random noise can be fixed by 
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means of an NLLSF. A regression function f (x) represents 
the fitting formula y(x) as follows:

where pk is the fitting parameters, and �k(x) = xk . The key 
issue is to build the profile fit with correct parameters pk. 
Let P =  [p0, p1, p2], and the n-dimensional nonzero vectors 
�k(xs) = xk

s
 . Define a matrix A and vectors b, which satisfies 

the following:

where the elements aij in matrix A becomes aij = �i ⋅ �
T
j
 

and the elements bj in vectors b is bi = �i ⋅ � . A is a positive 
definite matrix because aij is equal to aji. For reducing the 
calculation complexity, A can be decomposed into a lower 
triangular matrix L and a transpose of L:

The element lij of matrix L becomes the following:

Supposing that �� = � and �T� = � , the elements of T 

can be described as tk =
bk−

k−1∑
j=1

ljk tj

lkk
 . The optimal coefficient is 

determined as pk =
tk−

n∑
j=1

ljkxj

lkk
 . Then, the regression function f(x) 

can be achieved for the inversion of  CH4 concentration.

3.4  LI‑DLAS technique evaluation

As shown in Fig. 5, the developed analyzer was used to detect 
 CH4 (1 atm, 297 K, 16 m, 10 ppmv) for evaluating the data 
processing performance of the LI-DLAS algorithm. The 
scan signal was a triangular signal with a variation range 
from ~ 1.2 V to ~ 2.8 V and a frequency of 1 Hz. The first half-
period (rising part) of the detector signal was sampled and was 
processed at the second half-period (downing part). The two 
wings of the sample signal were extracted and the BF algo-
rithm was used to get the baseline, which is shown in Fig. 5b. 
Subsequently, the background signal was removed from the 
absorption signal, resulting in an absorbance signal, as shown 
in Fig. 5c. In the traditional DLAS sensor, the absorbance 
curve is obtained directly using NLLSF as depicted in Fig. 5d. 
The subgraph of Fig. 5d shows that there is a big difference 

(14)f (x) =

2∑
k=0

pk�k(x),

(15)�� = �,

(16)� = ��T.

(17)lij =

⎧
⎪⎪⎨⎪⎪⎩

�
aij −

j−1∑
k=1

likljk

��
ljj(i ≠ j)

�
ajj −

j−1∑
k=1

l2jk(i = j)

.

between the fitted and theoretical absorbance curve, which 
affects the concentration retrieval. The processed data obtained 
using the LI algorithm to effectively decrease the noise is 
shown in Fig. 5e. It can be seen from the subgraph in Fig. 5f 
that the fitted absorption curve obtained almost coincides with 
the theoretical curve, which confirms the denoising operation 
of the LI-DLAS algorithm.

3.5  Detection procedure and software

We compiled a C program for the DSP processor 
(TMS320F28335) using CCS 6.0 platform. The entire pro-
gram can be overviewed by a flowchart in Fig. 6. The flowchart 
illustrates the logic of the developed LI-DLAS algorithm, in 
comparison with a traditional DLAS method (i.e., the flow-
chart without the program contained in dashed box).

4  Application of the LI‑DLAS analyzer 
for  CH4 sensing

4.1  Absorbance measurements

A multi-component gas mixing system (Environics 4000, 
Environics, USA) was used to prepare  CH4 samples with 
eight concentration levels of 26, 27, 28, 30, 32, 38, 52, and 
74 ppmv by mixing a standard 100 ppmv  CH4 sample and 
pure nitrogen  (N2). Each sample was tested for ~ 10 min. 
The amplitude of the normalized absorbance signal 
( uabsorbance(t) = − ln

(
u(t)∕ub(t)

)
 ) for each concentration 

is plotted in Fig. 7a. The relationship between the meas-
ured concentration and the theoretical  CH4 concentration 
is shown in Fig. 7b. The fitting curve indicates that the 
measured concentration is basically equal to the theoretical 
concentration.

4.2  Detection sensitivity

To show the superiority of the algorithm proposed in Sect. 3, 
we carried out an experiment with and without the algo-
rithm. The minimum concentration change that can be dis-
tinguished by the analyzer is defined as detection sensitiv-
ity. The gas cell was first filled with pure  N2, and then, a 
standard 100 ppmv  CH4 sample was injected. To observe 
the detection performance, we obtained 60 absorbance peak 
readings for each gas sample and the detected amplitudes are 
shown in Fig. 8. The measurement results without data pro-
cessing algorithm are shown in Fig. 8a. The variation ranges 
of the detected amplitude under 27.5, 27, 28, 30, and 32 
ppmv are overlapped. In addition, there are some abnormal 
concentration data dots during measurement. This can be 
attributed to the absorption line fitting error because of the 
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abnormal data point in the absorption signal. After removing 
these abnormal data points using LI, Fig. 8b shows reduced 
overlap in the detected amplitude and no abnormal concen-
tration data dots. The minimum detected amplitude at 28 
ppmv is larger than the maximum detected amplitude under 

26.5 ppmv. It means that, under certain concentration, the 
detection sensitivity using a traditional method was about 6 
ppmv (Fig. 8a), while the detection sensitivity is decided to 
be about 2 ppmv using the developed algorithm (Fig. 8b).
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Fig. 5  Data processing based on the LI-DLAS analyzer for the detec-
tion of the  CH4 sample with a concentration level of 10 ppmv. a The 
output signal from the detector with no absorption. b The output 
signal from the detector and its baseline fitting for a 10 ppmv  CH4 
sample. c The measured absorbance curve and d the fitting curve of 

the measured signal using the traditional DLAS, where the subgraph 
shows the fitted absorbance curve and the theoretical curve. e The LI-
processed absorbance signal and f the fitting curve of LI-processed 
signal, where the subgraph shows the fitted absorbance curve and the 
theoretical curve
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4.3  Allan variance and detection stability

To examine the long-term stability of the developed LI-
DLAS analyzer, long-term measurement of a 4 ppmv  CH4 
sample was carried out for ~ 2 h. The measured concen-
tration results without using the algorithm and using the 
algorithm were recorded and are exhibited in Figs. 9a and 
10a, respectively. A histogram plot was used to observe the 
distribution of the measured concentration, as shown in the 
insets of Figs. 9b and 10b, respectively. The Allan–Werle 
deviation plots obtained from the time-series measurement 
result in Figs. 9a and 10a are depicted in Figs. 9b and 10b, 
respectively, under the two cases. As shown in Fig. 9b, in 
the traditional DLAS, the distribution of the measured  CH4 
concentration fits to a normal distribution. When the averag-
ing time is < 109 s, the Allan deviation is proportional to 1/
sqrt(τ), implying that the sensor was mainly dominated by 
White-Gaussian noise. However, the Allan deviation derived 
using the algorithm does not follow a 1/sqrt(τ) dependence, 
which indicates that the Gaussian white noise was sup-
pressed and the LI-DLAS gas analyzer was mainly domi-
nated by sensor drift. The Allan deviation of the traditional 
DLAS analyzer is ~ 1.514 ppmv for a 1 s averaging time. 
While at the same averaging time, the Allan deviation of 
the proposed LI-DLAS system is ~ 0.531 ppmv. Therefore, 
the detection stability was enhanced through the use of the 
LI-DLAS technique with an observation time of 1 s. With 
increasing the averaging time (e.g., up to > 10 s), the Allan 
deviation of the traditional DLAS system drops to the same 
level as that of the LI-DLAS system, and thus, the traditional 
DLAS system reveals a similar stability but at the expense 
of a longer measurement time than the LI-DLAS system.

Initialization

Read  ur(t) for one scanning period

Perform baseline fitting (BF) to get 
the  background signal ub(t)

Perform data processing on  α(ν)
using Lagrange interpolation 

formula (LI)

Perform the profile fitting based on
nonlinear least square fitting (NLLSF)

Calculate CH4 concentration

Record  the concentration and 
display it on a LCD screen 

Stop the detection?

End
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Yes

Get CH4 absorption lines α(ν) using 
Beer–Lambert law 

Fig. 6  Flowchart of the developed C program using the proposed 
LI-DLAS technique for baseline fitting, Lagrangian interpolation, 
and nonlinear absorption line fitting shown in the dashed box. A tra-
ditional flowchart of the C program can be shown by removing the 
algorithm shown in the dashed box
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5  Conclusions

To suppress the electrical-domain background noise, 
a novel LI-DLAS analyzer for  CH4 detection was pro-
posed by incorporating an LI data processing algorithm, 
a nonlinear least-square fitting (NLLSF) algorithm, and a 
1654 nm distributed feedback (DFB) laser. Comparative 
experimental results of the traditional DLAS sensor and 
the developed LI-DLAS sensor prove the superiority of the 
LI-DLAS technique. Using the developed algorithm for 

Gaussian white noise suppression, the detection sensitivity 
was decreased from 6 to 2 ppmv, and the Allan deviation 
was decreased from 1.514 to 0.531 ppmv for a 1 s averag-
ing time. Compared with the traditional DLAS analyzer 
based on LabVIEW platform, the DSP-based  CH4 sensor 
shows the merits of compact size and low cost with poten-
tial filed applications in industrial monitoring and control. 
Meanwhile, the demonstrated LI-DLAS sensor architec-
ture is also applicable in other infrared gas sensing.
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