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Abstract
The measurement of pressure using laser-induced thermal grating spectroscopy, LITGS, with improved accuracy and pre-
cision is reported. Pressure values are derived from the record of the time-profile of LITGS signals by fitting of modelled 
signals to experimental data. The procedure is described for accurate modelling of the LIGS signals involving a sequence 
of calculation steps with appropriate weighting and calibration to determine the best-fit value of pressure-dependent param-
eters for averaged and single-shot measurements. Results are reported showing application of this model-fitting method 
to measurements of pressure in static cells using LITGS generated from NO in mixtures containing N2 at pressures in the 
range 0.5–5.0 bar with accuracy of 1–3% and single-shot precision of 4–7%. Time-resolved measurements of pressure, 
using LITGS signals generated in toluene-seeded fuel vapour, during the compression and expansion strokes of a motored 
optically accessible engine are reported with pressure-dependent accuracy ranging from better than 10 to around 20% over 
the cycle and single-shot precision in the range 5–15% over the same range. Measurements in the engine under firing condi-
tions were obtained over a limited range and slightly increased uncertainties associated with varying composition resulting 
from exhaust gas residuals. The method was found to be of limited utility for measurements in high temperature flames at 
around ambient pressures.

List of symbols
LITGS	� Laser-induced thermal grating scattering
MFM	� Model-fitting method
P	� Pressure
T	� Temperature
Λ	� Inter-fringe spacing of laser-induced grating
cs	� Local speed of sound in the gas
fosc	� Oscillation frequency of LIGS signal
γ	� Ratio of specific heats of gas at constant pressure 

and volume
m	� Mean molecular mass of gas molecules
kB	� Boltzmann’s constant
µ	� Viscosity of the gas

τo	� Time delay off-set on LIGS signal relative to 
zero of time reference

τg	� The inter-fringe transit time given by Λ/cs
Re	� Reynolds number
Q1	� The ‘fast’ quenching rate
Q2	� The ‘slow’ quenching rate
r	� The branching ratio between the ‘slow’ and ‘fast’ 

quenching channels.
BBO	� Beta barium borate
TDC	� Top dead centre
CAD	� Crank angle degree
NIST	� National institute for standards and technology 

(USA)

1  Introduction

Pressure is an important parameter in a variety of techni-
cal situations involving combusting and non-combusting 
gases and in both static and dynamic conditions. The meas-
urement of gas pressure is normally, and very effectively, 
achieved using transducers which are usually mounted in 
the wall of the containing vessel. In some situations, how-
ever, such as hostile or rapidly changing environments, or 
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where a local pressure fluctuation occurs remote from the 
walls, such devices will not be able to record accurately any 
localised or dynamic pressure variations. In such cases a 
non-invasive or remote sensing capability can be advanta-
geous. For example, dynamic pressure measurements are 
valuable in high-speed wind-tunnels and shock-tube stud-
ies of non-combusting flows. Localised pressure variations 
associated with pre-combustion chemistry are also important 
factors in auto-ignition and ‘knock’ effects in internal com-
bustion engines. Few methods exist for making remote and 
non-invasive measurement of gas pressure that can provide 
time and space resolution. Pressure-broadening of spectral 
lines recorded using wavelength-modulated spectroscopy 
with cw lasers has been successfully employed for pressure 
measurements in gas flows. Spatial resolution was achieved 
by detection of fluorescence from a point and time-resolu-
tion by the rapid scan across the absorption lineshape [1, 
2]. The technique was extended using tunable diode laser 
absorption spectroscopy, TDLAS, to give higher temporal 
resolution but a loss of spatial resolution [3]. These tech-
niques require detailed knowledge of the line-broadening 
mechanisms determining the spectral lineshape. Spatially 
and temporally resolved measurements have been demon-
strated using nonlinear optical processes such as CARS [4, 
5]. More recently a technically simpler nonlinear technique 
of laser-induced grating scattering, LIGS, has been demon-
strated for time- and space-resolved pressure measurement 
[6–9]. This paper reports on further developments of barom-
etry using this technique.

The basic physics of LIGS, or laser-induced thermal 
acoustics, LITA, has been reviewed elsewhere and so is 
described only briefly here [10–12]. The process involves 
the interference of two degenerate frequency pump beams 
crossing at a small angle to produce a grating pattern. This 
grating is written into a gas medium by the mechanism of 
absorption and quenching or by electrostriction. Absorp-
tion and quenching processes lead to an exponentially 
decaying stationary temperature and density grating and 
the rapid density perturbation also induces two counter-
propagating acoustic waves. The resulting standing acous-
tic wave modulates the scattering efficiency from the sta-
tionary thermal grating leading to a signal in the form of 
a decaying exponential with a super-imposed sinusoidal 
modulation at a frequency, fosc, determined by the grat-
ing spacing Λ and the local sound speed cs. In the case 
where the signal is dominated by absorption and quench-
ing processes the technique is more precisely known as 
laser-induced thermal grating scattering, LITGS. In the 
absence of absorption, the electrostriction effect induces 
the standing acoustic wave alone, and this also provides a 
signal with an oscillating intensity, decaying by diffusion 
and viscous damping effects, but without the exponen-
tially decaying background signal [11]. Measurement of 

the oscillation frequency of the LITGS signal, fosc, yields 
a value for the speed of sound when the grating spacing, Λ, 
is known. The oscillatory behaviour of the signal may be 
characterised also by the time taken for the sound waves to 
cross the distance between the grating planes—the inter-
fringe or grating transit time, τg. Measurement of τg or 
fosc, allows the temperature to be derived from the speed 
of sound using an appropriate equation of state. The decay 
rate of the signal is determined, inter alia, by the pressure-
dependent diffusion and viscous damping rates. Thus, in 
principle, the pressure may be derived from measurement 
of the signal decay rate.

LITGS signals from thermal gratings have been used 
to measure temperature and pressure at a point in a high-
pressure flame although only in the high-pressure regimes 
between 10 and 40 bar. The accuracy in this work was lim-
ited to around 7% at the highest pressures and 22% at 20 bar 
with single-shot precision in the region of 10% [6]. In cell-
based studies the accuracy was improved by a more detailed 
treatment of relaxation and quenching processes achieving 
a single-shot precision of 1.4% and accuracy, limited by 
uncertainty in the values of gas kinetic parameters, of 5.7% 
over the whole pressure range of 3–40 bar [8]. The method 
has also been extended to give measurements of temperature 
and pressure along a 1-D line [9]. Since the duration of the 
LITGS signal decreases with decreasing pressure, as a result 
of faster decay of the grating by molecular diffusion, meas-
urements using the technique are less accurate and precise 
in lower pressure environments such as, for example, high-
speed flows. Hart et al. measured pressure in a supersonic 
(low pressure) air flow using the pressure-dependent decay 
of the two counter-propagating acoustic wave packets, or 
gratings, launched at the speed of sound cs, upstream and 
downstream of the flow. The two wave packets arrived at a 
displaced probe beam at different times since, in the labora-
tory frame, their speed was increased or decreased by the 
flow velocity vector. The different signal strengths gave a 
measure of the pressure-dependent decay of the acoustic 
wave from which the pressure was derived with an uncer-
tainty of around 4% [13].

The present work extends the previous pressure measure-
ments to a range of lower pressures in both cell-based studies 
and in a gasoline direct injection (GDI) internal combustion 
engine. In general, the relationship between the signal decay 
and pressure is complex and this work presents a refined 
approach to deriving the pressure from measured LITGS sig-
nals. This method, the model-fitting method, MFM, relies on 
fitting of a theoretically modelled signal to the experimental 
data using pressure-dependent parameters to obtain a best-fit 
value for the pressure. The application of the method to cell-
based measurements in NO/N2 mixtures and to in-cylinder 
measurements in an optically accessible GDI engine using 
toluene absorption in gasoline fuel/air mixtures is reported. 
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In addition the application of the method for pressure meas-
urement in flames at around ambient pressures is briefly 
discussed.

2 � Derivation of pressure from LITGS signals

In general the derivation of pressure from LITGS signals 
presents significant theoretical and data analysis challenges. 
In the first application of the method, using excitation of 
thermal gratings in the OH radical in a high-pressure meth-
ane/air flame, a simple approach was used to calculate model 
signals based on the solution to the linearized hydrodynamic 
equations governing the evolution of the induced grating [6, 
14, 15]. At lower pressures the uncertainty increased owing 
to inadequacies of the model regarding the quenching times 
that are comparable to the timescale of the grating evolu-
tion and decay. Calculation of accurate model signals based 
on the equations describing the dynamics of the induced 
grating evolution is a difficult computational problem even 
when certain simplifying assumptions are made, e.g., the 
time to establish the grating is much shorter than the grating 
transit time, τg, and the Reynolds number is large, Re ≫ 1. 
The source function describing the grating evolution must 
also include effects having timescales that are similar or 
greater than τg, such as quenching times and the duration of 
the pump pulses (typically ~ 10 ns). A numerical solution 
involves a computationally stiff problem especially when 
fitting of the model signal to experimental data. This issue 
was addressed by Stevens and Ewart using a Fourier domain 
approach that could more readily incorporate quenching pro-
cesses occurring on different time scales and other experi-
mentally determined parameters such as laser pulse duration, 
etc. [8]. This approach achieved reasonable results in pres-
sure determination from LITGS signals in NO2/N2 mixtures 
in the range of 3–40 bar.

2.1 � Derivation of pressure by fit of model 
to experimental signals: model‑fitting method, 
MFM

The present work is also based on computation of a model 
LITGS signal and finding the best fit to experimental 
data—the model-fitting method, MFM. As in previous 
work, the model used to calculate a “theoretical” LITGS 
signal is based on the general approach of Paul et al. using 
a set of linearized hydrodynamic equations describing the 
evolution, i.e. growth and decay, of the induced grating 
and acoustic waves [8, 14]. The signal is determined by 
geometrical parameters determining the dimensions of the 
grating, the medium properties, including thermodynamic 
and gas dynamic parameters, which determine the evolu-
tion of the grating and the speed of sound. The grating 

transit time, τg and the Reynolds number, Re, incorporate 
several of these factors. The energy transfer to the bulk 
gas medium following molecular absorption proceeds, in 
general, by several quenching mechanisms and internal 
energy conversion processes.

It is possible, in principle, to model the quenching pro-
cess involving multiple decay channels [8, 14]. This has 
been done in some special cases where the decay routes 
can be identified with known energy level structures in the 
molecule [16]. In other cases it is possible to model com-
plex decay cascades by assuming only two channels char-
acterised by a fast and a slow decay rate. The slow channel 
represents by a single process, with a single decay rate, 
a chain of sequential decay processes [17]. In a similar 
manner, the model used here approximates these relaxa-
tion mechanisms by assuming two quenching channels 
with different rates, Q1 and Q2. This approach was found 
previously to provide accurate values of temperature and 
pressure by fitting to LIGS signals in NO2 in cell-based 
studies [8]. The branching ratio, r, describing the rela-
tive contribution of each decay route, is specified here by 
the proportion decaying by the ‘slow’ channel at rate Q2. 
These factors lead to five parameters that may be used to 
characterise the LITGS signal;

•	 τg, the inter-fringe transit time given by Λ/cs
•	 Re, the Reynolds number
•	 Q1, the ‘fast’ quenching rate
•	 Q2, the ‘slow’ quenching rate
•	 r, the branching ratio between the ‘slow’ and ‘fast’ 

quenching channels.

In practice an experimental LITGS signal is recorded 
relative to some time-zero reference, usually associated 
with the triggering of the oscilloscope or data recording 
device. Therefore, an additional parameter specifying the 
“time-offset”, τo, needs to be adjusted to align the model 
signal to the experimental data for fitting purposes. Thus 
six parameters are required to model the signal and it is, in 
principle, possible to determine values giving a “best fit” 
to the data. In particular, the determination of the value of 
the Reynolds number provides a parameter from which the 
pressure, P, may be derived using the relation,

where µ is the viscosity of the gas, kB is the Boltzmann 
constant, T is the temperature and m is the mean molecular 
mass of the gas. This equation is derived simply from the 
equation of state for an ideal gas and the definition of the 
Reynolds number using the sound speed, cs, as the character-
istic velocity and the grating spacing Λ as the characteristic 

(1)P =
� kB T Re

csΛ m
,
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length. Derivation of the pressure by use of this relation is 
a reasonable approach since the ideal gas equation remains 
valid throughout the range of pressures encountered in the 
present work. Applications involving diesel engine condi-
tions of very high pressures may require modification as a 
result of changes to the gas dynamic parameters. Such modi-
fications have been employed in previous work using LIGS 
at elevated pressures in a compression machine to simulate 
diesel engine conditions [18].

It will be apparent immediately that a “fitting” in a six-
dimensional parameter space comprised of τo, τg, Re, Q1 , Q2,

and r is unlikely to produce a single, well-defined value for 
each of the parameters. The problem is, however, not totally 
intractable since the physics of the situation will constrain 
values within limits that can be reasonably estimated and it 
will usually be possible to give a sufficiently accurate esti-
mation to provide starting values for an iterative fitting pro-
cedure. Nonetheless, having several parameters that affect 
the signal decay in a similar manner will almost certainly 
provide local minima that will not correspond to accurate 
values of the parameters in question. This is particularly 
true in the present case, where the parameters are not all 
orthogonal. In particular, the decay rate will be affected by 
both Re and Q2 and gas dynamic parameters are affected by 
both temperature and pressure. This challenge is addressed 
by finding first those parameters that are independent, or 
approximately so, and second those that are, at least within 
an acceptable range, independent of temperature and pres-
sure. Calibration procedures are then used to account for 
variation in the other parameters over the range of experi-
mental conditions. In addition, by considering the sensitiv-
ity of the signal to the various parameters, it is possible to 
minimise errors by suitable weighting of the fitting proce-
dure to parts of the signal that are less sensitive to errors in 
some of the parameters. For example, the fast quenching 
rate, Q1, directly affects the build-up time of the grating and 
thus affects more significantly the first part of the signal. 
Therefore, by weighting the fit to the later parts of the sig-
nal, which are still sensitive to pressure, the effects of errors 
in Q1 are minimised. A four-stage fitting procedure was 
adopted to take advantage of the independence of several 
of the parameters.

The first step, however, inevitably requires making an 
educated guess for the values of each of the parameters. For-
tunately, it is possible to make a reasonable estimation of the 
two time parameters, τo and τg, from the observed signals. 
The “time-offset”, τo, can be determined with reasonable 
accuracy and precision by measurement of the time delay 
between the arrival of the pump pulse and the start of the 
LITGS signal itself by recording both on a 2-channel oscil-
loscope. The value of τg is readily estimated directly from 
the signal or from the inverse of the oscillation frequency, 
fosc, found by a Fourier transform of the signal.

The second step involves assuming some values for Q1 , 
Q2 , and r to find a value for Re. Here, again, we may make 
a physically reasonable assumption that the “fast” rate, Q1 , 
will be less than the inter-fringe transit time and, based on 
a realistic collision rate at the range of pressure expected, a 
value of 1–10 ns is assumed for the “fast” quench time, i.e. 
Q1 , ~ 109–108 s−1. The time scale associated with the “slow” 
quench rate is then assumed to be in the range ~ 50–300 ns, 
where the lower bound is set to be approximately ten times 
the fast quench time and the upper bound is based on the 
duration of the typical LITGS signal observed. Thus Q2 is 
set to the range 2 × 107–3 × 106 s−1. The initial value of r is 
more arbitrary but must allow for most of the energy to be 
transferred by quenching fast enough to generate an observ-
able oscillatory signal. Typical “starting” values of r, defined 
by the proportion of the branching to the slow channel, will, 
therefore, be in the range 0.05–0.3. Using the values esti-
mated for τo, τg, with fixed “starting” values for Q1 , Q2 , and 
r, with an initial guess at Re, the fit may be optimised to find 
a “best fit” value for Re.

The third step consists of fixing the values of τo, τg and Re 
and adjusting the values of Q1 , Q2 , and r to find the “best fit”. 
The fourth, and final, step is to allow all parameters to vary, 
starting with the optimised initial values obtained in steps 
1–3, in a nonlinear least-squares fitting to find an optimum 
set of values for all the parameters.

The description of the fitting procedure so far has ignored 
the fact that different parameters can affect the signal in the 
same way. For example, the signal decay rate is affected by 
both the value of Re and the quenching rates, with Q2 having 
a particularly strong influence. Similarly, the effects of Q1and 
r can also not be totally ignored. To address this problem, a 
calibration procedure is used to constrain the values of Q2 
and r and so the fitting procedure at step 3 will be allowed 
to focus on optimising Q1. Residual uncertainties in Q1will 
subsequently be addressed by a weighting procedure. The 
“fixing” of Q2 and r is, of course, a simplification but it 
turns out to be valid over a large range of temperature and 
pressure. This was verified by fitting to the signals under the 
calibration conditions over the range from 0.5 to 5.0 bar as 
shown in Fig. 2 in addition to two conditions in the engine 
at low and high pressure and temperature.

Calibration was achieved by recording a LITGS signal at 
a chosen “calibration” point close to atmospheric pressure 
and room temperature. The values of Q2 and r were selected 
after running an exhaustive search across both parameters 
to obtain the pair of values yielding a value of derived pres-
sure closest to that recorded on a calibrated pressure gauge. 
Some residual uncertainty remained since several combina-
tions of Q2 and r could lead to equally good fits. However, 
it was found that variation of the decay time for rate Q2 in a 
range of ± 10 ns led to an error of only ± ~ 4% in the derived 
pressure.
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The sensitivity of the fitting procedure to the value of Q1 
was reduced by the following weighting process. The fast 
quenching rate has its strongest effect on the initial build-
up of the signal as the induced grating develops. Thus, 
by weighting the fitting process to the later stages of the 
signal the effects of uncertainty in Q1 are minimised. A, 
somewhat arbitrary, objective criterion was set by which 
the area under the signal curve was calculated to determine 
the time at which 50% of the signal has been produced. 
The fitting at stage 4 was then constrained to find the best 
fit to only that part of the signal that came later than this 
50% point. In practice it was found that cutting off the 
first 30% rather than 50% produced a very similar result. 
Changing the fraction cut-off from 0 to 60% led to a vari-
ation in the derived pressure of only 6–7%. Although diffi-
cult to quantify, this degree of uncertainty, in the absolute 
value of the derived pressure, was deemed acceptable to 
reduce the potentially more serious errors introduced by 
uncertainty in the value of Q1.

The procedure developed for fitting a modelled LIGS 
signal to experimentally acquired signals described above 
was implemented using MATLAB®.

2.2 � Temperature effects

Having derived a “best fit” value for Re, the pressure-
dependent parameter, account must be taken of the tempera-
ture, T, and the temperature dependence of µ, the viscosity, 
and γ, the ratio of specific heats at constant pressure and 
volume, for the gas mixture. The temperature is first esti-
mated from the measured value of fosc, using an approximate 
value for γ:

A more precise value of γ is then obtained from the NIST 
data base, Reference Fluid Thermodynamic and Transport 
Properties—REFPROP, before iterating to a consistent solu-
tion for γ and T [19]. The viscosity µ is then also obtained 
from the database, allowing for further iteration to accom-
modate any slight pressure dependence in the database. We 
note that, following Eq. 1, any error in the tabulated value 
of µ from REFPROP will directly affect pressure. Any error 
in the REFPROP value of γ will also affect pressure, but this 
comes as a result of determining T incorrectly, in turn caus-
ing the wrong value of µ to be selected. This is not possible 
to directly quantify since the exact form of the dependence 
of µ(T) is not known analytically. In the limit of elastic scat-
tering of spheres, �(T) ∝ T

1∕2 , which indicates that inaccu-
racy in tabulated values of γ is less important compared to µ.

(2)T = f 2
osc
�2 m

�kB
.

2.3 � Composition effects

To choose the correct value of γ and also of the mean 
molecular mass, m, however, knowledge of the gas com-
position is required. For cell-based measurements, where 
the gas composition is known, the appropriate values can 
be determined with good accuracy. For measurements in 
engines, on the other hand, it may be necessary to make 
some approximations based on the best estimate of the gas 
composition. The effects of uncertainties in gas composi-
tion have been discussed in detail previously for temperature 
measurements using LITGS in a GDI-spark ignition engine 
[20]. This previous work showed that early injection of the 
fuel in a motored DI engine produced a sufficiently homoge-
neous mixture such that local variations in composition were 
insignificant. When the engine was fired, the composition 
was changed by the presence of exhaust gas residuals. How-
ever, this work showed also that these did not appreciably 
affect the value of γ/m for the mixture. The impact of com-
position on quenching rates will be considered in Sect. 3.2. 
When measurements are based solely on thermal grating 
scattering, resulting from absorption in a fuel component 
such as toluene, derivation of both temperature and pressure 
is possible only during the intake/compression stroke up to 
the point where the absorber is consumed by combustion.

3 � Experimental apparatus and procedure

Experiments to test the procedure for deriving pressure 
from LITGS signals were performed primarily in two situ-
ations—in gas cells at constant temperature and variable 
pressure and in a motored optical engine, i.e. a spark igni-
tion engine fitted with windows in the upper section of the 
combustion chamber. The engine provided an environment 
in which the temperature varied during a polytropic pro-
cess and measurements could be made at different crank 
angle degrees (CAD) during the compression and expan-
sion stroke. Some additional measurements were made in 
a methane/oxygen flame at slightly elevated pressures.

3.1 � Cell‑based measurements of pressure

In the cell-based experiments (see Fig. 1) the signals were 
generated in NO at a partial pressure of 3.5 mbar in N2 added 
at pressures in the range 0.5–5.0 bar. The gas mixture was 
contained in a stainless steel cell fitted with fused silica win-
dows to transmit the input pump and probe beams and the 
output signal beam. To create a thermal grating, pump laser 
pulses at 226 nm were used to excite absorption transitions 
in the (0, 0) γ-bands of NO. The laser system used consisted 
of a Q-switched Nd:YAG laser (Continuum Powerlite 8000) 
operating at 10 Hz and emitting both the second and third 
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harmonics at 532 nm and 355 nm, respectively. The second 
harmonic was used to pump a modeless dye laser whose 
output was spectrally narrowed to a linewidth of approxi-
mately 0.3 cm−1 [21]. Radiation at 226 nm was generated 
by sum frequency mixing, in a BBO crystal, the output of 
the dye laser, tuned to a wavelength of 624 nm, with the 
third harmonic of the pump laser at 355 nm. The precise 
wavelength of 226.12 nm was inferred from measurements 
of the wavelength of the Nd:YAG harmonic outputs and of 
the dye laser using a pulsed wavemeter (Burleigh WA-4500). 
The resulting output consisted of pulses of 5 ns duration and 

1 mJ energy which was sufficient to generate LITGS signals 
with adequate signal-to-noise ratio.

The temperature in the cell was monitored by a calibrated 
thermocouple in contact with the cell wall. The temperature 
was measured using the LITGS signals averaged over 100 
successive single shots of the laser system. The uncertainty 
in the measurement was indicated by the standard deviation 
of 0.7 K at a room temperature of 295 K, i.e. a single-shot 
precision of 0.2%.

A set of LITGS signals, averaged over 100 shots per set, 
is shown in Fig. 2 for pressures ranging from 0.5 to 5 bar of 
N2. The increase in decay time of the signal with increasing 
pressure measured by a pressure gauge, is clearly evident 
in this data.

To derive the pressure from the LITGS data, as explained 
above, it was necessary to decide upon the appropriate val-
ues of the Reynolds number, quenching rates, Q1 and Q2 
and the branching ratio, r. A sensitivity study showed that 
the optimum Q2 varied little with temperature and pressure 
over the range studied. The decay rate of the signal, in this 
range, is insensitive to Q1 as this rate affects mostly the ini-
tial build-up of the induced grating, its effects becoming less 
significant at longer times after the initial excitation. A value 
of the decay time for rate Q2 = 60 ns with r of 0.05 provided 
a good fit at the calibration point at 1 bar total pressure at 
room temperature. The data and fit are shown in Fig. 3. Vari-
ation of the decay time for rate Q2 by ± 10 ns introduced an 
error of only ± 0.02 bar.

Pressure values were then derived from the acquired 
LITGS data using the MFM and compared to the values 
obtained from the pressure gauge. The results are shown in 
Fig. 4a and show reasonable agreement with values derived 
from LITGS, averaged over 100 single shots. The accuracy 

Fig. 1   Schematic representation of the experimental layout for cell-
based LITGS measurements in NO:N2 mixtures. PMT photomulti-
plier tube (for detection of signal), DPSS diode-pumped solid state 
laser, providing probe beam at 671 nm, HeNe helium–neon laser used 
for alignment of signal beam to detector, SFG Xal sum frequency 
generation crystal mixing beams at 355 nm and 624 nm to produce 
pump beams at 226 nm. The Nd:YAG laser emits both third and sec-
ond harmonic beams at 355  nm and 532  nm, respectively, that are 
separated by a dichroic beam splitter, with the λ 532 nm beam used to 
pump the dye laser

Fig. 2   LITGS signals from NO at various pressures of N2 (see text 
for details), 0.5 bar—blue, 1 bar—red, 3 bar—orange, 5 bar—purple. 
The signals are averages over 100 single shots at each pressure



Pressure measurement in combusting and non-combusting gases using laser-induced grating…

1 3

Page 7 of 12  46

of the derived pressure values, relative to the value obtained 
using the pressure gauge, is between 1–3%, or 20–79 mbar, 
except for the first data point around 0.5 bar where the devia-
tion is 6%. The single-shot precision, based on the standard 
deviation of the individual measurements, varies between 
4 and 7%, i.e. 0.1–0.2 bar. The lowest data point at 0.5 bar, 
however, is again an exception where the uncertainty is 20%. 
The reduced precision of the measurements at the lowest 
pressure reflects the shorter duration of the LITGS signals 
under these conditions. These results represent a signifi-
cant improvement in pressure measurement accuracy and 
precision over previous work where similar experimental 

uncertainties were achieved only at high pressures in the 
10–40 bar range. The gradual increase in error with increas-
ing pressure suggests that the assumptions made regarding 
the constancy of quench rates and branching ratio break 
down with increasing difference in pressure from the cali-
bration point.

3.2 � Engine‑based measurements of pressure

LITGS measurements were performed in a single-cylinder 
optical engine, based on a Jaguar Land Rover AJ133 design, 
which was fitted with four fused silica windows (16 mm 
clear aperture) arranged at each quadrant of a metal annulus 
sandwiched between the barrel and the cylinder head. The 
optical arrangement of the laser beams is shown in Fig. 5. 
To obtain data around the full cycle, including the point 
of maximum compression, a custom piston was manufac-
tured with a rectangular slot machined to allow the pump 
and probe beams to be transmitted when the piston was at 
top dead centre (TDC) [22]. The crown of this “slotted pis-
ton” was shaped to compensate for the “missing” volume 
to maintain the same compression ratio. Fuel consisting of 
30% toluene and 70% iso-octane was mixed with air in a pre-
heated plenum at an intake pressure of − 0.479 bar (gauge) 
and maintaining an equivalence ratio of 1. The toluene con-
centration was then typically around 0.5% and maintaining 
the toluene absorber concentration at this low level avoided 
any significant perturbation to the temperature in the meas-
urement volume as a result of energy absorption from the 
pump beams. Previous studies have shown that for toluene 
concentrations below 0.5% the perturbation to the local tem-
perature is less than 1% and consequently, under ideal gas 

Fig. 3   LITGS signal, averaged over 100 single shots, (solid blue line) 
and model fit (dashed red line) using the ‘best fit’ value for ‘slow’ 
quench rate, Q2, of 60 ns and branching ratio r of 0.05

(a) (b)

Gauge pressure /bar

Fig. 4   Comparison of pressure values derived using LITGS, averaged 
over 100 single shots and analysis by the MFM, with those from a 
pressure gauge (see text for details), a data points (blue) are the val-
ues derived from the LITGS measurements and the solid line (red) 
is the line indicating equality with the measurement by the pressure 
gauge. Deviation of the data points from this line, therefore, gives an 

indication of the accuracy. b Variation in fractional error in measure-
ment of pressure by LITGS. The horizontal lines, green and red, indi-
cate the fractional error of 10% and 20%, respectively. The error bars 
indicate the standard deviation of the single-shot measurements and 
give a measure of the single-shot precision
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conditions, any perturbation of the local pressure will also 
be less than 1% [23].

The optical system used to generate the LITGS signals 
consisted of a portable device containing a Nd:YAG pump 
laser (Continuum Minilite II) and a cw probe laser (CNI 
MLL-H-671). The fourth harmonic of the Nd:YAG laser 
provided about 4 mJ at 266 nm in a 5 ns pulse at 10 Hz. The 
laser could be triggered in synchronism with the engine to 
make measurements at a particular time during the engine 
cycle (specified in crank angle degrees, CAD). The cw probe 
laser emitted 500 mW of light at 671 nm, a fraction of which 
was used to provide a guide beam along the direction of 
the LITGS signal to facilitate alignment of the photomul-
tiplier detector. The whole system consisting of the pump 
and probe lasers, beam splitting and directing optics was 
mounted on a compact base close to the engine so that the 
measurement volume could be conveniently positioned in 
the centre of the engine cylinder about 33 mm below the 
top of the pent-roof cylinder head. The spatial extent of the 
measurement volume was determined primarily by the diam-
eter and narrow crossing angle of the pump beams, 2.5°, to 
be approximately 1 mm in diameter and 10 mm in length 
[24].

Representative examples of LITGS signals from the opti-
cal engine under motored conditions (no combustion) are 
shown in Fig. 6. These figures show the LITGS signals, 
averaged over 50 single shots, recorded at four points in the 
compression and exhaust stroke labelled by the crank angle 

degree (CAD) relative to top dead centre (TDC). The best-
fit model signals, for each case, calculated using the MFM 
described above, are also shown. The effect of weighting the 
fit to the later part of the signals is apparent in the observed 
discrepancy between the modulation depth of the signal and 
simulation during the first few oscillations of the signal. As 
noted above this weighting aimed to minimise the depend-
ence on the less well-known parameters that affect more 
strongly the initial phases of the signal. This discrepancy 
does not significantly affect the accuracy of the derived pres-
sure which depends more on the fit to the later stages of the 
decaying signal. The gas composition was assumed to be 
76.66% N2, 20.66% O2, 1.65% iso-octane/toluene fuel and 
1.03% Ar, which gives a mean molar mass of ~ 30.4 g/mol. 
The values for the ratio of specific heats, γ, were estimated 
for the range of conditions using data from the NIST tables 
with the temperature-dependent values chosen in accord 
with the temperature derived from the measured oscillation 
frequency in an iterative procedure [19].

Derivation of the pressure was based on the determination 
of the Reynolds number according to Eq. (1) and the optimi-
zation of the fit-values for the other parameters. The value of 
Q1 was found to be not critical so a value of 5 ns was chosen 
for the decay time since values between 2 and 8 ns provided 
similarly good fits together with a range of values in the 
other parameters. The most critical parameters were found to 
be the value of Q2 and r, and an initial value was determined 
by adjustment to give the best fit at a calibration point in 

Fig. 5   a Schematic of arrange-
ment of system of lasers and 
optics to produce pump and 
probe beams for generating 
LITGS signals. L lens, M mir-
ror, BS beam splitter, P prism, 
CP compensator plate. See text 
for details. b Optical arrange-
ment of pump and probe beams 
for LITGS measurements in the 
optical engine (shown in section 
to indicate opposed windows 
in the cylinder head for optical 
access)
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comparison with a value from the pressure transducer. Using 
a calibration point at which the transducer registered around 
1 bar, a value of 60 ns for the decay time for rate Q2 with 
r = 0.1, gave optimal fitting over the range of CAD (and in-
cylinder pressures ~ 1–6 bar) as shown in Fig. 7a. An indica-
tion of the sensitivity of the derived pressure to the value of 
Q2 may be gauged by the fact that a change in the assumed 
value of the decay time for rate Q2 of ± 10 ns results in a 
change of only 5% (or ~ 0.2 bar) in the derived pressure at 
TDC. These results suggest that the analysis using the MFM 
of the LITGS data provides good accuracy over most of the 
pressure range encountered over the engine cycle.

The data shows that the accuracy and precision of the 
pressure values derived from the LITGS measurements rela-
tive to the pressure transducer values varies during the cycle, 
i.e. with changing pressure (and temperature) as shown in 
Fig. 7. Broadly speaking, two regimes can be identified for 
CAD values corresponding to pressures below and above 
1  bar, with a maximum pressure of around 6.5  bar. At 

pressures above 1 bar the accuracy, defined by the deviation 
from the pressure transducer value, is better than ± 10%, 
(0.4 bar at TDC, CAD = 0°). Within this range the single-
shot precision, given by the standard deviation over 100 
data points, lies between ± 3.5 and 10%. At pressures below 
1 bar the relative uncertainty increases with an accuracy of 
typically ± 20% or 0.1 bar and a precision of ± 15–20%. The 
variation in the relative error with pressure may be due to the 
difficulty of accurately fitting to the shorter duration signals 
observed at lower pressure that provide fewer data points.

Measurements in the engine under firing conditions 
encounter additional complications owing to added uncer-
tainties in the gas composition and temperature variations. 
Furthermore, combustion consumes the toluene tracer along 
with the fuel and so measurements are possible only up to 
around CAD  − 10°.

The gas composition was assumed (estimating 15% of 
the in-cylinder gases to be combustion products from the 
previous cycle) to be 76% N2, 17.4% O2, 1.39% iso-octane, 

(a) (b)

(c) (d)

Fig. 6   LITGS signals from optical engine under motored conditions, 
averages of 50 single shots (blue lines) obtained at CAD a 180, b 90, 
c 0 and d 180 with best-fit model simulations (red lines). Note that 

the fitting is weighted to the later part of the signal, hence the less-
than-optimum fit to the first few oscillation cycles in the signal (see 
text for details)
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1.97% CO2, 1.02% Ar and 2.21% H2O, which gives a mean 
molar mass of ~ 30.16 g/mol. The values for specific heat 
ratio, γ, and viscosity, µ, were again estimated from NIST 
data using temperature values derived from the LITGS sig-
nals [19]. Under these conditions an optimum value for Q2 
of 40 ns and r of 0.3 was found to give best agreement with 
pressure transducer measurements. Changes in the gas com-
position are expected to play a significant role in affecting 
the quenching parameters. In particular the presence of water 
vapour, H2O, and of carbon dioxide, CO2, has been shown 
to have a significant impact on quench rates [25]. As in the 
case of the measurements in the motored engine, the pres-
sure values derived from LITGS data were within ± 10% of 
the values obtained from the pressure transducer, but only 
for pressures above 1 bar and up to the point where the fuel 
mixture was consumed. The pressure transducer is likely to 
have an absolute accuracy of around 1% and so the accuracy 
of the pressure values derived from the LITGS measure-
ments, as defined above, is estimated by comparison with 
the transducer value.

These results, as those in the cell, indicate that LITGS 
does provide a viable method for time- and space-resolved 
measurement of pressure in both static and dynamic situa-
tions. The model-fitting method does, however, require sig-
nificant processing time. Typically the cycle of model fitting 
to derive pressure values for 1000 data points takes approxi-
mately 1 h on a laptop computer. Strategies for improving 
the speed of calculation to obtain pressure values in approxi-
mately “real time” are underway in our laboratory.

3.3 � Measurements of pressure in a flame

The same laser system used for the cell-based measurements 
in NO:N2 mixtures was used to generate LITGS signals in 

combustion-generated NO. A stoichiometric premixed CH4/
O2/N2 flame with O2/N2 ratio 25/75 was established on a 
small burner to create a high temperature to produce a suf-
ficient concentration of NO to provide LITGS signals with 
adequate S/N ratio. The burner was enclosed in an in-house-
constructed chamber which allowed measurements to be 
made over the range of 1–2.5 bar.

Although good fits to the experimental data could be 
obtained, and accurate and precise temperatures were 
derived it was not possible to derive accurate pressure values 
[26]. The main difficulty lies in finding an accurate value for 
the gas viscosity in the flame which is strongly dependent 
on temperature and composition. The NIST database used 
throughout this work does not provide reliable values for 
viscosity at flame temperatures and the viscosity cannot be 
calculated for mixtures containing high concentrations of 
water vapour [19]. Furthermore the NIST data acknowledges 
that values for viscosity of N2 are not accurate above 1800 K 
and so large errors are expected at the flame temperatures 
exceeding 2000 K encountered in the present work. Making 
the coarse approximation that the gas properties are domi-
nated by N2, a pressure derived from the best-fit value for 
the Reynolds number gave a value of 1.7 bar in comparison 
to a value of 2.5 bar registered by the pressure gauge. These 
results underline the present limitations of LITGS for meas-
urement of pressure in low pressure and high temperature 
flames.

3.4 � Sensitivity summary

The sensitivity (i.e. accuracy) of the derived pressure to each 
of the fitting parameters will now be summarised.

Parameter τg is measured from the oscillation frequency 
of the LIGS signal. The “time offset”, τo, is also measured, 

(a) (b) 

Fig. 7   LITGS measurements of in-cylinder pressure in motored 
engine using the MFM using a value of Q2 of 60 ns (a). Datasets 1 
and 2 were obtained during compression and expansion strokes, 
respectively. The pressure recorded by the pressure transducer is also 

shown (red solid line). The change in the fractional error (relative to 
the pressure transducer value) is shown in b for both datasets. The 
error bars represent the standard deviation of the data points (see text 
for discussion)
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from the time difference between the signal and pump pulse. 
Small errors in either parameters would lead to substantial 
pressure error, but since they are initially determined accu-
rately, the fitting routine is always able to deliver a reliable 
optimized value.

The derived pressure is linearly dependent on the Reyn-
olds number, Re.

The quenching parameters, Q1 , Q2 and r , are more chal-
lenging because they are not orthogonal and all contribute 
to the signal shape. However, we note that the lifetime of 
the decaying tail of the signal is the best indicator of pres-
sure. The “slow” decay rate, Q2 , is most dominant here, but 
the value of the branching ratio, r , is also important since it 
governs the quantity of energy delivered in the slow release 
rate. The “fast” decay rate, Q1 , by contrast, is responsible for 
the initial build-up of the signal. We, therefore, minimise the 
sensitivity to Q1 by fitting only to the tail of the signal in the 
fourth and final step of the algorithm where all parameters 
can vary. Of all the quenching parameters, the derived pres-
sure remains most sensitive to Q2 and r . In step three of the 
fitting algorithm, a calibration methodology is employed to 
“fix” them across the dataset. Further investigation revealed 
that changing the time constant associated with Q2 by 10 ns 
typically induced a pressure change of 4%.

4 � Conclusions

A viable method for analysing LITGS signals to extract pres-
sure values has been developed using a fitting procedure for 
simulated signals based on previous theoretical models with 
calibration measurements and reasonable physical assump-
tions to quantify the temperature- and pressure-dependent 
fitting parameters. The use of calibration measurements 
to optimise the fitting parameters, improved values of gas 
dynamic parameters by the use of REFPROP data and judi-
cious weighting of the fitting procedure have provided sig-
nificant improvement in the accuracy and precision of the 
pressure determination over previous work. This work has 
demonstrated that this model-fitting method, MFM, provides 
significant improvement in the accuracy and precision of 
pressure measurements using LITGS over previous results 
obtained in the range 10–40 bar. In particular, in cell-based 
studies, reasonably accurate and precise measurements have 
been extended down to lower pressures in the range 1–5 bar, 
at ambient temperatures. Based on averages over 50–100 
single shots an accuracy of 1–3% was obtained. The single-
shot precision in this range was 4–7%.

The method has been applied to barometry in an optically 
accessible engine under both motored and fired conditions. 
In the motored case, the accuracy of the measurements var-
ied from ± 0.1 to 0.4 bar over the range of 0.5–6.5 bar with 
single-shot precisions in the range of 5–20% over the cycle. 

The measurements under firing conditions were limited to a 
range of CAD up to the point at which the toluene absorber 
was consumed by combustion. Nonetheless, the measure-
ments in this case showed similar single-shot precisions and 
only a small decrease in accuracy as a result of uncertainty 
in the gas composition arising from exhaust gas residuals.

The application of the method to flames at relatively low 
pressures, 1–2.5 bar, and high temperatures ~ 2300 K, illus-
trated the limitation of the technique. Rapid diffusion at the 
elevated temperatures results in much shorter signal duration 
and consequently reduced precision in the measurement of 
the decay times. Furthermore, a high degree of uncertainty 
in the relevant gas kinetic and dynamic parameters in flames 
results in significant experimental error in deriving the pres-
sure under conditions of high temperature and (relatively) 
low pressure.

In conclusion, this work has demonstrated that LITGS 
provides a viable method for space- and time-resolved meas-
urement of pressure in both static and dynamic conditions. 
Accurate and precise measurements have been shown to 
be possible especially under conditions of ambient tem-
peratures and pressures in excess of 1 bar. These properties 
should allow application of the method in a range of situa-
tions where remote and non-invasive measurement of local 
pressure is required.
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