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of increasing cycle efficiency and reducing the cost and 
complexity of propulsion systems [1].

Rotating detonation engines (RDEs) have a disk-like 
combustion chamber, where reactants are feed from the 
bottom and are consumed as a detonation wave continu-
ously propagates circumferentially around the annulus. 
RDEs have several inherent advantages over the more 
widely studied pulse detonation engines (PDEs). Although 
PDEs are operable over a wide range of conditions and 
Mach numbers, they require the repeated use of a robust 
detonation initiator. In addition, the mechanics involved 
with purging and refueling the detonation chamber restrict 
PDEs to operating frequencies on the order of 100 Hz or 
less. This, in turn, limits the ability of the PDE to scale to 
higher thrust levels and produces unfavorable vibrational 
effects. RDEs, on the other hand, require only a single 
detonation initiation and have cycle frequencies in the kHz 
range, which greatly reduce the adverse vibrational effects 
inherent in the PDE concept [2], produce a much more con-
tinuous level of thrust, and result in a much higher thrust-
to-weight ratio [3].

Several studies have been conducted over the years 
involving diode-laser absorption-spectroscopy measure-
ments in detonation-based devices. The vast majority of 
these measurements has been performed in PDEs. For 
example, a sensor that was based on rapidly swept, vertical-
cavity surface-emitting lasers (VCSELs) and cesium-vapor 
seeding has been used in the past to determine temperature 
in a PDE following a detonation wave [4]. H2O absorp-
tion-spectroscopy techniques employing both wavelength-
division multiplexing [5] or tuning one [6] or multiple [7] 
time-division-multiplexed diode techniques have also been 
used in PDEs to characterize the detonation process. In 
RDEs, however, laser-spectroscopy measurements to date 
have been limited to measuring the post-detonation exhaust 

Abstract  Cycle-resolved measurements of H2O tem-
peratures and number densities taken within the detona-
tion channel of a hydrogen—air rotating detonation engine 
(RDE) at a 100  kHz repetition rate using laser absorp-
tion spectroscopy  are presented. The laser source used is 
an MEMS-tunable Vertical-Cavity Surface Emitting laser 
which scans from 1330 to 1360 nm. Optical access into and 
out of the RDE is achieved using a dual-core fiber optic. 
Light is pitched into the RDE through a sapphire window 
via a single-mode core, retroreflected off the mirror-pol-
ished inner radius of the RDE annulus, and collected with 
the multi-mode fiber core. The resulting absorption spec-
tra are used to determine gas temperatures as a function of 
time. These measurements allow characterization of the 
transient-temperature response of the RDE.

1  Introduction

Detonations are an extremely efficient means of combust-
ing a fuel-oxidizer mixture and releasing its chemical-
energy content. A detonation is a supersonic combustion 
wave; as a result, it is a much more energetic process than 
deflagration and produces large overpressures. The use of 
detonation combustion is of significant interest as a means 
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gases at the combustor exit [8, 9]. The objective of the 
present study was to make non-intrusive measurements of 
gas temperatures and H2O concentrations within the RDE 
channel, where the detonation occurs for multiple cycles at 
sufficient bandwidth to temporally resolve the individual 
cycles. To our knowledge, these in-situ measurements are 
thought to be the first such measurements of their kind.

2 � Experiment design

2.1 � Laser source

The optical-measurement strategy chosen for this study 
was laser absorption spectroscopy, covering the υ1+υ3 
rovibrational water band using a single, high-repetition 
rate, broadly tuning, vertical-cavity surface-emitting laser 
(VCSEL) tuned by any electrostatically driven micro-elec-
tro-mechanical system (MEMS) mirror [10]. MEMS-tun-
able VCSELs have been available for more than 10 years 
[11] and have recently demonstrated spectroscopic meas-
urements of H2O at high-kHz repetition rates [12] and over-
all scan repetition rates of more than a MHz [13], making 
them a viable tool for cycle-resolved measurements within 
an RDE.

Although multiplexed discrete-wavelength [14] or 
piecewise-continuous swept sources [15] can be optimized 
to monitor only those wavelengths in the H2O absorption 
spectrum that provides the highest temperature sensitiv-
ity, the relatively narrow spectral coverage of these sources 
restricts the range of operating conditions that can be sat-
isfactorily measured, especially in higher pressure gases 

in which the collisional broadening of the H2O absorp-
tion features necessitates broader spectral coverage. Multi-
plexed systems typically are designed to be operated within 
a relatively narrow range of gas conditions; hence, such 
sensors were deemed to be unsuitable for the wide range 
of pressures and temperatures expected within the RDE. 
The single MEMS VCSEL used for the present meas-
urement, on the other hand, was capable of continuous 
sweeps of 7325–7520 cm−1 (1335–1365 nm) at repetition 
rates of 100 kHz, covering thousands of spectral features. 
As a result, spectral features with temperature sensitivity 
over the entire range of conditions could be probed using 
a single compact source. In addition, wavelength-depend-
ent baseline errors caused by effects, such as beam steer-
ing within the measured gas, could be assessed and com-
pensated for much more easily with the broad continuous 
scans. Fourier-domain mode-locking lasers (FDML) have 
also demonstrated these sweep rates and spectral cover-
age in high-pressure combustion [16]; however, the FDML 
linewidths in the GHz range restrict these sources to well 
above atmospheric pressure, and the inherent multi-mode 
nature of the source requires careful referencing strategies 
to overcome modal noise. The MEMS-tunable VCSEL has 
a much narrower linewidth (<600 MHz [12]), is single-
mode, and is less susceptible to spectral drift as compared 
to the FDML and, thus, was deemed a superior light source.

The schematic of the experimental setup is shown in 
Fig. 1. The core of the system was a MEMS-VCSEL-swept 
source (Thorlabs SL1310V1SP4) with a 30-nm (195-cm−1) 
scan bandwidth centered at 1345  nm (7435  cm−1). The 
laser-scan repetition rate was set at 100  kHz with a 70% 
duty cycle, resulting in an average wavelength sweep rate 

Fig. 1   Experimental Sche-
matic. An MEMS-tunable 
VCSEL produces broad wave-
length sweeps and is amplified 
by a booster optical amplifier 
(BOA). The output is split 
twice using three 50:50 fiber 
beamsplitters. One beam is used 
as the reference beam Io (Ref. 
PD); two beams are used to 
determine the relative and abso-
lute wavelength position (Etalon 
PD, Cell PD, respectively). The 
final output is transmitted to the 
RDE. There, the SMF (single-
mode fiber) of a dual-core fiber 
optic pitches light into the RDE 
through a sapphire window 
in the outer body. The light is 
retroreflected off the inner body 
of the RDE and is subsequently 
collected with the MMF 
(multi-mode fiber) and recorded 
(Meas. PD)
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of ~23,700 cm−1 s−1. The output from the MEMS VCSEL 
was amplified using a booster optical amplifier (BOA) 
(Thorlabs BOA1036S) to produce ~22  mW of output. 
This output was split twice using three 50:50 fiber beam-
splitters to produce four identical laser outputs. The first 
of these outputs was coupled directly into a InGaAs pho-
todiode (GPD Optoelectronics GAP544) to provide the 
reference (Io) laser signal, whereas two additional outputs 
were coupled into a 3-mm-thick solid-plane CaF etalon and 
a 15-Torr H2O gas cell (Wavelength References) to moni-
tor the relative wavelength axis and absolute wavelength, 
respectively. The final output was transmitted via single-
mode-fiber (SMF) optic cable to the RDE.

2.2 � Rotating detonation engine

Measurements were performed at the Detonation Engine 
Research Facility of the Air Force Research Laboratory 
using a modular research RDE [17, 18]. A diagram of the 
RDE is shown in Fig.  2. The RDE is designed around a 
simple annular detonation channel, with oxidizer and fuel 
plenums positioned on the side and bottom of the channel, 
respectively, to promote mixing and produce a homogenous 
mixture within the detonation channel. These reactants 
flow axially within the combustion channel, the detona-
tion propagates tangentially around the annulus, and the 
products are exhausted aft. Fuel is injected from a plenum 
through 120 holes with diameters of 0.89  mm that are 
spaced evenly on a circle with a circumference (134-mm 
diameter) located near the inner edge of the annular detona-
tion channel. The air is injected through a circumferential 
slot (123-mm diameter) that is located on the inner body. 
The inner and outer diameters of the annular detonation 
channel are 138.7  mm (5.46 in) and 153.9  mm (6.06 in), 

respectively, resulting in a channel width of 7.6 mm (0.30 
in). The axial length of the detonation channel is 101.6 mm 
(4.0 in). Pre-combustion equivalence ratios are controlled 
by adjusting the mass-flow rates of either the fuel or the 
oxidizer. Access ports are located in the outer body both 
circumferentially and axially to facilitate the placement 
of instrumentation, such as pressure transducers and ion 
probes into the annulus. Hydrogen and air flow are estab-
lished and stabilized prior to the initiation of the detona-
tion. The detonation is initiated using a spark-ignition pre-
detonator that burns pre-mixed hydrogen and oxygen.

2.3 � Optical access

Optical access into the RDE channel was accomplished 
using in a 1-mm-thick, 6-mm-diameter optical sapphire 
window that was epoxied into a self-sealing bolt, which 
was then placed in an instrumentation port located in the 
outer cylinder of the RDE. The RDE inner-cylinder sur-
face parallel to the sapphire window was mirror polished 
to a surface reflectivity of ~65% at 1360 nm. An aspheric 
lens (Thorlabs AL1210-C), translation stage (Thorlabs 
LM1XY), and FC/APC fiber adapter (Thorlabs SM1FCA) 
were fixed external to the sapphire window to facilitate 
optical alignment. All optical pathways, except for the 
RDE annulus, were purged with nitrogen to eliminate spec-
tral contamination from water vapor in the atmosphere. A 
custom FC/APC connector containing both a single-mode 
(SM) and a multi-mode (MM) fiber, described in detail 
in [7], was used both to transmit and to receive the opti-
cal signal. With the use of this setup, light from the MEMS 
VCSEL was pitched radially into the RDE through the 
sapphire window (see Fig.  1), retroreflected back along 
the same optical axis, collected via the MM fiber optic, 
and measured using a photodiode that was bonded to the 
fiber to reduce the effects of modal noise [19]. The analog 
voltage signals from the photodiode amplifiers (Thorlabs 
PDA10CF) were simultaneously digitized using a 200-MS 
s−1 16-bit digitizer (GaGe Razor 16CSE1643) for transfer 
to a personal computer for post-processing.

2.4 � H2O‑absorption thermometry strategy

Temperature and H2O-molar-density results were obtained 
through fitting the experimental data to simulated absorp-
tion spectra in a manner similar to that proposed by 
Kranendonk et  al. [20]. First, since the data-acquisition 
system was located within a control room that was tens of 
meters away from the RDE, various temporal delays were 
introduced into the recorded signals, based on the distance 
between each photodiode amplifier and the data-acquisition 
system. As a result, the recorded signals had to be time 
shifted to eliminate these relative delays. An example of the 

Fig. 2   Diagram of the modular RDE. The air is injected via the outer 
plenum and fuel is injected via holes in the bottom plenum. The prod-
ucts are exhausted aft



	 K. D. Rein et al.

1 3

88  Page 4 of 9

time-shifted signal from a single laser scan is displayed in 
the top panel of Fig. 3. Next, it was necessary to identify 
and correct the voltage offsets caused by thermal emission 
from the high-temperature gases in the test section or from 
voltage bias in the photodiodes, preamplifiers, or data-
acquisition-system electronics in both the measurement and 
reference signals. Then, the base-e absorbance was calcu-
lated by applying the Beer–Lambert relation to the meas-
ured data.

The absorption spectra were converted from a time basis 
to a relative-wavenumber basis by mapping the etalon data 
to the absorbance data. The relative-wavenumber axis was 
then converted to an absolute-wavenumber axis by shifting a 
peak measured in the low-pressure H2O reference cell to the 
corresponding peak location predicted by an HITRAN [21] 
simulation. The final step in preparing the measured spectra 
was to correct the wavelength-dependent baseline caused by 
beamsteering. The baseline trend was determined automati-
cally by means of an algorithm described in Schulze et  al. 

[22] using a third-order polynomial and then subtracted from 
the measured absorption spectra. The middle panel of Fig. 3 
demonstrates the absorption spectrum calculated from the 
previously shown raw data and its corresponding baseline fit.

For inferring the gas properties from the processed 
experimental spectra, a database of simulations assum-
ing a Voigt [23] lineshape profile calculated from the 
HITEMP [24] line list was compiled that spanned a tem-
perature range of 300–3000 K and Lorentzian half widths 
0.1–1 cm−1. Because the digitizer had a −3 dB bandwidth 
at 125 MHz, the resulting spectral resolution was not suf-
ficient to resolve the H2O-absorption lineshapes fully with-
out instrumental broadening. To characterize this instru-
mental broadening, measurements of low-pressure H2O in 
the fiber-coupled reference cell were compared to a simu-
lation at the cell conditions (300  K and 15  Torr). Then, 
when the measured data were processed, each HITEMP 
simulation was both convolved with the estimated instru-
mental-broadening function and subjected to the baseline 
removal procedure that was identical to that employed with 
the experimentally obtained spectra before an attempt was 
made to identify the closest matching simulation. This 
treatment was applied to ensure that the real spectral infor-
mation deleted from the experimental data would also be 
removed from the simulated data prior to comparison.

An iterative, least-squares fitting routine was used to 
determine the best match between each experimentally 
obtained spectrum and the database of simulated spectra. 
First, a best-guess Lorentzian half-width was assumed for 
the simulated spectra, with the guess value being assigned 
the value of the previous frame result. For the first frame in 
a data set, the (best) guess was manually set through visual 
inspection. Using this initial-guess broadening coefficient, 
a best-fit temperature was found by minimizing the mean-
square error (MSE) of a least-squares fit between the meas-
ured spectrum and the previously described database subset 
of simulated spectra over the range of temperatures. The 
fitting scheme was then repeated using the best-fit tempera-
ture from the previous iteration to find a new best-fit broad-
ening coefficient. A final iteration was then performed to 
find the final best-fit temperature using the best-fit broad-
ening of the previous iteration. The bottom panel in Fig. 3 
shows the post-processed measured spectrum, the corre-
sponding best-fit simulated spectrum, and the residual error 
between measured and simulated spectra.

3 � Measurements

3.1 � Sensor characterization in a laboratory flame

A Hencken calibration burner was used to produce steady 
H2/air diffusion flames for a range of equivalence ratios 

Fig. 3   Top panel measured signals for the laser reference beam, RDE 
probing beam, and the etalon (for wavelength monitoring) for a single 
scan of the MEMS—VCSEL. Middle panel corresponding absorption 
spectrum and the calculated baseline. Bottom panel baseline-fitted 
absorption spectrum with the best-fit simulated spectrum correspon-
dend to a temperature of 1235 K
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to characterize the sensor performance in a similar flame 
environment as the RDE. The Hencken burner consists of a 
50.8 mm × 25.4 mm rectangular array of hypodermic fuel 
and oxidizer tubes that encourage rapid mixing of fuel and 
oxidizer components at the exit plane of the burner. The 
burner array is bordered by a 12.7 mm wide set of nitrogen 
gas co-flow tubes that help to improve flame stability and 
isolate the flame from the surrounding room air. Details of 
the burner can be found in Woolridge et al. [25]. The gas 
flow rates were regulated using MKS mass-flow control-
lers, and calibration was performed with a DryCal DC-2 
(Bios International Corporation) flowmeter. The air was 
set at a constant flow rate of 48.8 standard liters per minute 
for all equivalence ratios, and the hydrogen flow rates were 
adjusted accordingly to achieve the desired equivalence 
ratio. The nitrogen flow rate was set, such that the exit 
velocity of the co-flow matches the combined exit velocity 
of the reactants.

The MEMS-VCSEL source was operated at 10 kHz rep-
etition rate and was used to determine flame temperatures 
and H2O concentrations in the Hencken burner for equiva-
lence ratios ranging from φ = 0.5–1.3. Multiple beams were 
used to determine the degree to which the boundary layer 
interface between the combusting gases and the nitrogen 
co-flow biased the inferred temperature of the measure-
ment. Two beams were pitched orthogonally across the 
flame 12.5 mm above the burner surface, so that they each 
bisected the rectangular flame. The path lengths of the 
short (Ishort) and long (Ilong) beams were 25.4 and 50.8 mm, 
respectively. During post-processing, two absorption spec-
tra were calculated for each equivalence ratio. Both absorp-
tion spectra were calculated using Ilong as the transmitted 
intensity; however, the reference beam (Io) differed. In the 
first case, the traditional reference beam was used for Io, 
resulting in an effective path length (EPL) of 50.8 mm. The 
second case, however, replaced Io with Ishort, thereby effec-
tively subtracting the effects of the outer 12.7 mm of each 
side of the flame from the resulting absorptions spectra and 
resulted in an EPL of 25.4 mm.

The measured temperatures calculated from both the 
25.4  mm and the 50.8  mm EPL absorption spectra are 
shown in Fig. 4. In addition, the expected equilibrium tem-
peratures for hydrogen/air diffusion flames are also shown. 
The NASA Computer program CEA (Chemical Equilib-
rium with Applications) [26] was used to estimate the 
equilibrium flame temperatures and H2O concentrations 
for the conditions studied. For the purpose of the calcula-
tions, the reactants were assumed to be at 1.0132 bar and 
298.15  K and combustion was set at a constant pressure. 
Each datapoint represents the best-fit temperature and 
concentration determined from spectra averaged from 100 
sequential laser-scan cycles. Although the above graph 
shows the measured temperatures for averaged spectra, 

the cycle-to-cycle variance of inferred temperature from 
individual scans was very low, especially in the 50.8 mm 
EPL case. The cycle-to-cycle standard deviation of inferred 
flame temperatures over those 100 scans was found to be 
less than 0.25% (±6 deg. K) at φ = 1.0 for the 50.8 mm EPL 
case. The cycle-to-cycle variance of the 25.4 EPL case was 
found to be higher (±20 deg. K). This is a consequence of 
both the lower total absorption that results from the shorter 
EPL as well as the higher noise content in the absorption 
spectra produced from the addition of path dependent 
noises, such as beamstearing into the spectra from Ishort.

As can be seen from figure, utilizing only the center 
25.4 mm section of the flame, the measured temperatures 
collected by the MEMS VCSEL are within approximately 
5% of the estimated adiabatic flame temperatures over the 
entire range of fuel/air equivalence ratios. This consist-
ent temperature deficit relative to equilibrium calculations 
can most likely be attributed to a combination of radiative 
losses within the combustion gases, incomplete mixing of 
the reactants or convective heat losses to the burner sur-
face. By including the outer boundary layers of the flame, 
the inferred gas temperatures are decreased by an addi-
tional 5%, most likely the result of boundary layer interac-
tions between the reacting flows and the nitrogen co-flow.

3.2 � Measurement in the RDE

The MEMs VCSEL and accompanying data-acquisition 
system provided measurements of gas temperature and 
H2O number densities at 100  kHz within the detona-
tion channel of the RDE. Hydrogen was used as the fuel, 
because it is easily detonable, and the oxidizer was air. 
The data acquisition was triggered off the pre-detonator 
spark-initiation trigger signal, which preceded the actual 

Fig. 4   Top panel measured flame temperatures for both the short 
EPL path (25.4  mm) and long EFL path (50.8  mm) beams. Bottom 
panel measurement temperature bias relative to the adiabatic flame 
temperature for both the short and long path beams
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pre-detonator initiation by 3 ms. The RDE was operated 
for a total time of 0.5 s. The channel width in the RDE 
was fixed at 0.76  cm; hence, the effective path length 
for the measurement was 1.52  cm. The height of the 
air slot was set at 1.78  mm to produce an air-injection 
area of 6.92 cm2. Measurements were performed at axial 
locations of 25.4 and 50.8  mm aft of the fuel plenum 
(upstream and downstream axial locations, respectively). 
Air mass-flow rates ranged from 0.15 to 0.86  kg s−1. 
These test conditions were chosen to match the condi-
tions of previously obtained chemiluminescence images 
taken in an RDE of similar design, as outlined in Rankin 
et al [27]. Background absorption spectra were obtained 
at several points during the measurement campaign to 
determine the amount of residual water that was present 
in the optical paths of the laser system. Based on these 
background spectra, it was clear that spectral contamina-
tion from ambient H2O vapor was negligible and, thus, 
that any measured H2O absorption occurred within the 
RDE detonation channel. The flowfield was assumed to 
be uniform along the line-of-sight as the detonation wave 
propagates tangentially relative to the beam direction.

3.3 � Results

An example of the measured temperature and concentra-
tions versus time obtained at the upstream axial location is 
shown in the left side of Fig. 5. The measured spectra for 
t = 0.0029s (Panel a), 0.00310s (Panel b), 0.00711s (Panel 
c), and 0.00716s (Panel d) are shown in the four panels on 
the right side of Fig. 5. As shown in the figure, prior to the 
ignition of the pre-detonator, ambient-temperature water 
vapor is indicated in the measured spectra (Panel a). Since 
the air was dried prior to being injected into the RDE, this 
measured water vapor is probably the result of the vapori-
zation of residual trapped H2O in the RDE that was pro-
duced during the previous firings. A massive spike in the 
measured temperature is observed just after 3 ms when the 
pre-detonator is ignited. For most test conditions, this ini-
tial temperature spike produced the highest overall meas-
ured temperatures (2110  K for this test condition). After 
this initial temperature spike, the measured temperature 
decreases precipitously as fresh cold reactants fill the chan-
nel and replace the hot gases at the measurement location. 
As the detonation wave passes the measurement location 
a second time, a second spike in temperature is observed. 
Once again, the temperature decreases as fresh charge 
replaces the combusted gases, and the process is repeated. 

Fig. 5   Left measured temperature and H2O densities in the RDE 
versus time. Right selected measured spectra for t = 0.00290s (a), 
0.00310s (b), 0.00711s (c), and 0.00716s (d) after pre-detonator trig-

ger initiation. The residual error of the fit (Measured-Simulated) is 
plotted below each absorption spectrum. The air mass-flow rate for 
this condition was 0.61 kg s−1 and Φ = 1.01
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Some variability in wave speed and the range of tempera-
ture fluctuations is observed early in the RDE cycle. These 
fluctuations are probably due to the initial increase in the 
backpressure within both the air and the fuel plenums pro-
duced by the detonation wave [28]. After several initial 
passes, the plenum pressures equilibrate, and the detonation 
wave stabilizes within the channel. The result is a cyclical 
fluctuation in temperature, where a large spike in tempera-
ture is observed (Panel d), followed by a steady decline in 
temperature as fresh charge replaces the combusted gases 
(Panel c).

3.4 � Effects of air mass‑flow rate on measured 
temperature

Figure  6 shows the steady-state temperature and molar-
density fluctuations in the RDE detonation channel at the 
upstream measurement location for four air mass-flow 
rates (MFR) early in the RDE measurement (8–11 ms after 
pre-detonator spark trigger). The air-injection slot width 
(1.78  mm) and equivalence ratio (1.00 + 0.01/−0.03) are 
held constant to isolate the effects of the air MFR on the 
measured temperature at that location.

As shown in Fig.  6, for low MFR conditions 
(0.15  kg  s−1), gas temperatures remain below 600  K and 
do not show a cyclical sharp rise in measured temperature. 
The chemiluminescence imaging outlined in [27] indicated 
that the height of the detonation increased significantly as 
the air MFR increased from low (0.15 kg s−1) to interme-
diate (0.32  kg s−1) values. The observed detonation-wave 
height for this MFR is well below the axial location of the 

measurement. The measured H2O spectra for this MFR 
condition most probably result from the trailing oblique 
shock containing the combusted products that follows the 
detonation in the RDE rather than from the actual detonat-
ing mixture. Also supporting this theory is the lack of sharp 
increases in H2O molar densities that would indicate rapid 
increases in pressure and/or significant production of H2O.

The higher overall measured temperatures and molar 
densities for the 0.32-kg s−1 MFR as well as the more sig-
nificant sudden increases in temperature suggest that the 
detonation-wave axial height has increased to the point, 
where its effects begin to be observable at the upstream 
measurement location at intermediate MFR conditions. 
However, since the average measured temperature and 
molar densities as well as the magnitude of the temperature 
swings are much less than those of the high-MFR condi-
tions, it is probable that the laser beam is capturing only the 
edge effects of the detonation-wave passage at this MFR. 
This is supported by the short duty cycle of the spikes of 
the H2O number densities.

The maximum measured temperature and molar densi-
ties do not differ significantly for the 0.61- and 0.86-kg s−1 
MFR conditions, indicating that the height of the detona-
tion wave extends well beyond the measurement location 
for both conditions. However, the shape of the temperature 
versus time plots is quite different for these two cases. The 
typical decrease in measured temperature after the passage 
of the detonation wave is a result of the replacement of the 
detonated gases with new low-temperature reactants. The 
highest MFR condition is a two-wave operating condition. 
Because the cycle frequency of this condition is signifi-
cantly higher, fresh cold charge cannot completely replace 
the detonated products before the passage of the next deto-
nation wave. The result is smaller swings in gas tempera-
tures between detonations.

Figure 7 displays temperature versus time for the 0.32- 
and 0.61-kg s−  MFR conditions for both the upstream 
(25.4 mm) and downstream (50.8 mm) measurement loca-
tions. Since the upstream and downstream measurements 
were obtained separately in multiple tests rather than 
simultaneously, minor discrepancies in phasing and cycle 
frequency are apparent between each test pair. Figure  7 
also provides evidence that the detonation-wave height 
is a strong driver of gas temperature at a given measure-
ment location. For example, the lowest MFR (0.32 kg s−1) 
shows the largest drop in temperature as the gas moves 
from the upstream to the downstream measurement loca-
tion (~220  K drop in average temperature). As the MFR 
increases to 0.61 kg s−1, this axial temperature gradient is 
significantly reduced (~70 K drop in average temperature), 
suggesting that the detonation front extends well past the 
upstream measurement location to near the downstream 
measurement location.

Fig. 6   Measured temperatures and H2O molar density versus time 
for four air mass-flow rates. The air-slot thickness and equivalence 
ratio are held roughly constant
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4 � Conclusion

An all-fiber-based sensor that employs a single MEMs-tun-
able VCSEL source has been used to measure temperature 
and H2O number densities in the detonation channel of an 
RDE at 100 kHz. A key component in the success of this 
measurement was the optical-access strategy that employed 
a custom-built, SMF/MMF dual-core fiber. The SMF core 
fiber in this arrangement was used to pitch laser light into 
the RDE channel. This light was retroreflected off the mir-
ror-polished inner body of the RDE, and subsequently col-
lected by the second core of the same fiber.

The temperature and concentration measurements were 
accomplished by fitting obtained H2O absorption spectra 
to simulations based on the HITEMP molecular-line list. 
In this work, the MEMS-VCSEL system provided cycle-
resolved simultaneous measurements of gas temperature 
and H2O molar densities in an RDE at many different 
operating conditions. A wide range of temperatures was 
observed, depending on the reactant mass-flow rates and 
the axial location of the measurement beam. The overall 
trends agree with previously published modeling data [29]. 
At the upstream location, a large spike and subsequent 
decline in temperature is observed. Downstream, the fluc-
tuation in temperature is much less extreme.

The measurement strategy outlined within this docu-
ment could be improved in several ways. First, simul-
taneous measurements at multiple axial location would 
improve understanding of the behavior of the detonation 
process occurring within the annulus. In addition, a faster 
MEMS-VCSEL sweep rate would also be advantageous 
to better capture the effects occurring in the leading edge 
of the detonation wave. Likewise, faster data acquisition 
would improve the spectral resolution of the measurement 

and may allow for the determination of gas pressures using 
the measured linewidths of the individual spectral features. 
Finally, measurements of other absorbing combustion spe-
cies, such as CO or CO2, would provide additional insight 
into the efficacy of the combustion process in the RDE.
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