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with the measured temperature and species concentration 
in the core of the flame.

1 Introduction

The flat flame burner, generating laminar premixed flame 
with good temporal stability and spatial uniformity at lean 
and rich conditions, has been extensively used to study 
combustion physics and chemistry, as well as to validate 
novel optical diagnostic techniques [1–3]. Accurate knowl-
edge of the flame temperature is key to providing experi-
mental data with high fidelity for combustion research. A 
thermocouple isfrequently used for temperature measure-
ment but has the issue of introducing interference to the 
flow field. Measurement corrections are always required to 
account for the radiation heat transfer between the thermo-
couple wire and the cool surroundings, leading to unavoid-
able uncertainties in the temperature measurement.

Non-intrusive laser-based diagnostics of temperature 
and species concentration include planar laser-induced 
fluorescence (PLIF), coherent anti-Stokes Raman scatter-
ing (CARS), and tunable diode laser absorption spectros-
copy (TDLAS). Among these optical diagnostics, PLIF can 
provide temporally and spatially resolved information of 
temperature and species concentration [4]. The combina-
tion of particle image velocimetry (PIV) and PLIF enabled 
the simultaneous measurement of the velocity and species 
concentration [5]. The accuracy of PLIF relies on the tem-
perature calibration and the spectral properties of the dye. 
The fluorescence interferences sometimes occur during the 
measurement of species concentration in the combustion 
system [6]. CARS has the advantages of the high signal 
level, good sensitivity and spatial resolution [7], which was 
successfully applied in the diagnostics of temperature in a 
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scramjet [8, 9]. However, CARS is sensitive to the back-
ground fluorescence noise and the phase mismatch caused 
by the refractive index variation in the optical path. Hence, 
PLIF and CARS could provide spatially resolved measure-
ments of temperature and species concentrations of the 
combustion flow, but require relatively complicated opti-
cal setup and expensive light sources (i.e., Nd:YAG and 
dye laser). Additionally, their sensitivity to the background 
noise and the inevitable temperature calibration process 
make both techniques difficult to achieve quantitative meas-
urements with high fidelity.

TDLAS has been widely used in combustion diagnostics 
due to its advantages of highly quantitative measurement 
and relatively simple optical setup. For instance, the up-to-
date laser sources enabled the accurate measurements of 
the time-histories of fuel, intermediate and product species 
in the combustion system using TDLAS [3]. Among the 
various TDLAS sensors, the near-infrared distributed feed-
back (DFB) diode lasers (1.3–1.5 µm) were mostly adopted 
in the flame measurement [10–12] because of the matured 
telecommunication laser technologies.

In the previous TDLAS measurement of flame tempera-
ture, the uniform distributions of temperature and species 
concentrations were commonly assumed along the line-
of-sight (LOS). The measured temperature using two-
line thermometry and species concentration could only 
be treated as an averaged result along the LOS. However, 
the actual combustion flow field involves significant non-
uniformity particularly due to the thermal boundary layer, 
heat transfer effect, and chemical reactions. Even for the 
simplest case of a laminar flat flame, the thermocouple and 
CARS measurements verified that the quasi-uniform con-
dition exists only in the very narrow central region [13, 
14]. The ignorance of non-uniformity in the flame could 
lead to large uncertainties in the TDLAS measurements. 
For instance, Zhou et al. [15] discovered that the averaged 
LOS result was consistently 140 K lower than the thermo-
couple measurement for a flat diffusion flame. Goldenstein 
[16] conducted the spectral absorption simulation of  H2O 
for a representative hydrogen-air flame and proved the non-
uniformity was inevitable according to the discrepancy 
between the path-integrated and the path-averaged results. 
Hence, the averaged LOS measurement is no longer appli-
cable to the combustion field with significant temperature 
and species gradients.

Various studies were conducted to quantify the non-
uniform issues in the flame using the TDLAS method. 
The traditional two-line thermometry only requires two 
absorption lines to derive the average temperature and 
species concentration for the uniform medium. However, 
the non-uniformity in the flame significantly increases 
the number of unknown parameters (i.e., temperature 
and species concentration) along the LOS. The “effective 

absorption path” and “curve-fit” methods were first pro-
posed by Ouyang and Varghese to correct the boundary 
layer effect [17]. Later on, Sanders et al. [18] reported the 
multi-line thermometry using a series of distinct absorp-
tion lines to derive the distributions of temperature and 
species concentration. Liu [19] systematically investi-
gated the multi-line thermometry method by proposing 
the profile-fitting and temperature-binning strategies to 
characterize the non-uniform distributions of temperature 
and  H2O concentration in a flat flame. The 2-T and trap-
ezoid profiles were proposed in the profile-fitting process. 
In the 2-T profile fitting of temperature, only the core 
flame and the co-flow region were characterized without 
considering the gradient width from the core flame to 
the co-flow. On the other hand, the trapezoid fitting pro-
file described the temperature distribution from the core 
flame with a linear transition to the co-flow region. The 
2-T and trapezoid profiles were applied to characterize 
the flame non-uniformity in the Stanford long flat flame 
burner and Hencken burner [19, 20]. Recently, Zhang 
et  al. [21] and Liu et  al. [22] utilized the temperature-
binning strategy to measure the non-uniformity of a flat 
flame by exploiting the  H2O absorption lines in the near 
infrared. Additionally, the TDLAS-based tomography 
reconstruction method was proved an efficient method to 
spatially resolve the non-uniformity of the combustion 
field [23–26]. In this method, the directional informa-
tion of the LOS absorption was obtained to reconstruct 
the spatially resolved distributions of temperature and 
species concentration using the standard reconstruction 
methods (i.e., multiplicative algebraic reconstruction 
technique). Note that the tomography method normally 
requires sophisticated mathematical retrial methods and 
laser diagnostic systems with sufficient optical accesses.

Hence, TDLAS offers an opportunity to obtain the non-
uniform flame temperature and species concentrations with a 
simpler optical setup, faster time response, and more quan-
titative measurements compared with PLIF and CARS tech-
niques. In the case of the laminar flame with an axial sym-
metry, a more appropriate profile-fitting function is required 
to describe the non-uniform combustion flow field.In this 
work, we report the development of a novel multi-band 
infrared absorption strategy for the characterization of non-
uniform temperature,  H2O and  CO2 distributions in a flat 
flame. Instead of the simplified 2-T or trapezoid distribution 
profile, a new fitting function was proposed to better charac-
terize the non-uniformity of the flat flame. Besides the tel-
ecommunication near-infrared diode laser, we employed the 
additional mid-infrared, room-temperature, interband cascade 
lasers (ICLs) for the more sensitive laser absorption measure-
ment. More specifically, we used the 4.2 µm ICL to meas-
ure  CO2 absorption, and the 2.5 µm ICL and 1.3 µm diode 
laser to monitor  H2O absorption. The cross-band absorption 
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measurement of  H2O and  CO2 in the near-IR and mid-IR 
enables more sensitive and precise temperature and species 
detection.

2  Theoretical background

2.1  Spectroscopic fundamental

Laser absorption spectroscopy is governed by the well-known 
Beer–Lambert law. When a laser beam passes through a gas 
medium with a length of L (cm), the fractional transmission 
can be expressed as [27]:

where I 0 and I t are the incident and transmitted laser 
intensity, respectively; X abs(x) is the concentration of the 
absorbing gas, P is the static pressure, S(T(x)) is the line-
strength of the transition which is only a function of tem-
perature T, and ϕv   is the line-shape function. The prod-
uct kv·L is known as the spectral absorbance and kv  is the 
absorption coefficient. Because the line-shape function ϕv 
is normalized, the integrated absorbance across the absorp-
tion feature can be obtained:

The profile-fitting strategy is applied to characterize the 
non-uniform temperature and concentration distributions [19] 
considering the axisymmetrical property of the flat flame 
above the McKenna burner. In this method, the integrated 
areas of the selected absorption lines are obtained based on 
the proposed temperature and species distribution profiles. If 
m transitions of a single species or multi-species are selected 
for the absorption measurement, a set of equations can be 
established as:

where T(x) and Xabs(x) are the temperature and species con-
centration distributions along the optical path, respectively. 
The equations above can be solved by the nonlinear least-
square fitting method:
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In particular, we selected  H2O and  CO2 as the diagnostic 
targets in this study and the nonlinear least-square fitting 
above can be expressed as:

The nonlinear least-square fitting process was carried 
out iteratively by the enumeration method to cover all the 
unknown parameters. Note that the calculation resolution 
of the central uniform temperature and  H2O/CO2 concen-
tration is 1 K and 0.001, respectively.

2.2  Temperature/species distribution profile

The laminar flame with cold boundary condition was previ-
ously modeled using the simplified 2-T or trapezoid profile. 
Both profiles were only valid for the flat flame with a negli-
gible gradient zone [19]. However, it is not true for the case 
of McKenna burner with cold shielding nitrogen that tends 
to generate a gradient zone with its length comparative to 
that of the flame core with a uniform temperature. Hence, 
the non-uniform temperature and species concentration dis-
tributions cannot be accurately characterized by the over-
simplified 2-T or trapezoid profile. In other words, these two 
distribution profiles cannot describe the non-uniform distri-
butions of temperature and species concentration caused by 
the thermal conduction, as well as the convection and radia-
tion between the flame, shielding gas and the ambient.

A more appropriate distribution profile is required to 
accurately describe the non-uniform temperature and spe-
cies concentration distributions while implementing the 
profile fitting strategy in the TDLAS measurement. Here a 
Boltzmann fitting profile is proposed based on the thermo-
couple measurement results; further detail of the thermo-
couple measurement is discussed in the following section. 
The Boltzmann profile can be expressed as:

If y designates the flame temperature, the parameter A1 
is the central uniform temperature, A2 is the ambient tem-
perature, A3 is a constant describing the level of transi-
tion gradient, and x0indicates the radial position where the 
flame temperature is equal to (A1−A2)/2.

Figure 1 compares the thermocouple measurement with 
the fitting results of the radial flame temperature using the 
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trapezoid and Boltzmann functions, respectively. Note that 
the thermocouple data shown in Fig. 1 was directly adopted 
from the McKenna burner used in this study. It is evident 
that the fitting result using the Boltzmann profile shows bet-
ter agreement with the thermocouple measurement accord-
ing to the higher R-square value. Thus, the more proper 
fitting function used in the nonlinear least-square fitting pro-
cess can lead to a better retrieval of the non-uniform distri-
bution of flame temperature and species concentration.

3  Experimental and CFD modeling

All experiments were performed in a premixed methane-
air flame (water-cooled McKenna burner) stabilized above 
a sintered stainless-steel porous disk with a diameter of 
60 mm. The flame was shielded by nitrogen coming from 
the sintered bronze shroud ring to eliminate the ambient 
interference. The height of the burner surface relative to 
the optical table could be adjusted in the range of 0–50 mm 
so that the laser diagnostics could be conducted at different 
heights above the burner (HAB). The supplied methane, 
air and nitrogen have a purity of 99.99% (YaTai), 99.99% 
(with  H2O <20 ppm, Linde) and 99.999% (Linde), respec-
tively. A check valve was installed in the burner to prevent 
backflow and a flashback arrestor was installed at the outlet 
of the methane cylinder. All the flow rates were monitored 
by the calibrated rotameters.

3.1  TDLAS optical setup

The schematic of the TDLAS setup is depicted in Fig. 2.
Two tunable continuous-wave (CW) ICLs of 2482 and 
4183 nm (Nanoplus) and one near-infrared diode laser of 
1343 nm (Qingchen) were employed as the light sources. 
The temperature and injection current of each laser were 

controlled by the commercial laser drivers (Wavelength 
Electronics). The wavelength tuning performance was 
characterized by two infrared spectrometers, Bristol 
771B for mid-infrared and Yokogawa AQ6370D for near-
infrared. A Ge-etalon (3-inch in length) was used for the 
calibration of the relative wavelength scanning. The laser 
wavelength was scanned using the LabVIEW generated 
triangle function wave to cover the selected absorption 
lines.

A spectral simulation of the selected absorption lines 
using the HITRAN database [28] was plotted in Fig.  3. 
These absorption lines belong to either the v1 + v3 and 
v3 vibrational bands of  H2O, or the v3 band of  CO2. The 
six absorption lines were selected based on the system-
atic selection criteria documented in reference [20], such 
as strong line-strength to guarantee high SNR, minimal 
interference from ambient water vapor, well-separated 
lower state energies E” to provide high temperature sen-
sitivity, and good isolation from neighboring transitions. 
Note that the selected transitions must have negligible 
absorption at room temperature compared with that at 
flame temperature. If a transition has a strong absorption 

Fig. 1  Comparison of the thermocouple data with the fitting results 
using the trapezoid and Boltzmann functions

Fig. 2  Schematic of the TDLAS experimental setup in the premixed 
flame. ICL1 interband cascade laser, 2482 nm; ICL2 interband cascade 
laser, 4183 nm; DFB distributed-feedback diode laser, 1343 nm; PD 
photodetector; NBF narrow-bandpass filter; LD laser driver

Fig. 3  Spectral simulation of the selected six absorption lines of  H2O 
and  CO2 in the wavelength range of 1.34–4.18 µm. Simulation condi-
tion: 1800 K, 1 atm, 6 cm path length, 18%  H2O and 9%  CO2
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coefficient at room temperature, the measurement accu-
racy is compromised by the interfering absorption of the 
ambient species  (H2O or  CO2) along the line-of-sight out-
side the flame region. Hence, we used the transitions with 
relatively large lower state energy (E”> 1780  cm−1) to 
ensure that the absorption at room temperature is much 
smaller than that at flame temperature. Additionally, the 
selected strong  H2O transitions in the v1 + v3 and v3 vibra-
tional bands have a difference of 875 cm−1 in the lower 
state energy E”, leading to a sufficient temperature sensi-
tivity over the typical flame temperature of 1500–2000 K. 
Spearrin et  al. [29] previously demonstrated the use of 
multi-band infrared absorption spectroscopy of  CO2 to 
achieve an accuracy of temperature measurement better 
than 1% in shock tube experiments. The combination of 
multiple absorption bands of  H2O and  CO2 in this work 
will enable high detection sensitivity and SNR for tem-
perature and species concentration measurements.

All three lasers were directed through the flat flame at 
the same HAB as illustrated in Fig. 2. The intersection of 
the three LOS was located at the center of the burner. The 
same temperature/species distribution along the three opti-
cal paths was assumed considering the axial symmetry of 
the McKenna burner. The transmitted laser radiation was 
collected by the concave mirror and focused onto the pho-
todetector. Additionally, we placed the iris and narrowband 
optical filters (Spectrogon, <80 nm bandwidth) in the opti-
cal path to mitigate the thermal background signal from the 
flame radiation. A multi-channel data acquisition module 
(National Instrument) performed the signal trigger synchro-
nization, data acquisition and analysis.

3.2  CFD modeling

The CFD simulation was conducted for the comparison 
with the experimental results using the FLUENT module in 
ANSYS software. The dimension and grid of the computa-
tional domain for the flame used in this study are described 
in Fig. 4. Note that only half of the computational domain 
was considered for simulation, which was discretized into 
17,536 quadrilateral cells. The GRI 3.0 mechanism [30] 
was adopted in the chemistry solving process. Regarding 
the boundary condition settings, we set the mixed fuel inlet 
and shielding gas inlet as the velocity inlets, and the out-
let boundaries of the computational domain as the pressure 
outlets with zero gauge pressure.

In the CFD simulation, we employed the pressure-
based solver, the SIMPLE algorithm and the second-order 
upwind scheme for the detailed calculation. The flow rates 
of the methane and air were set to 1.5 and 15.0  L/min 
(equivalence ratio of ~1). The flow rate of the shielding gas 
was maintained at 10.0 L/min to stabilize the flame. All the 
flow rates were set the same as the experimental conditions. 

The region of interest for both simulation and measurement 
ranges from HAB = 5 mm to 20 mm as indicated in Fig. 4.

4  Results and discussion

The representative measurement of the absorption spectra 
of  H2O and  CO2 is plotted in Fig. 5 along with the corre-
sponding Voigt-fitting profiles. All these absorption fea-
tures with high SNR can be well fitted using Voigt line-
shapes. In particular, the Voigt-fitting residuals of the 
selected four  H2O lines (Fig.  5a–c) are measured to be 
<2.2%, and <1% for those two  CO2 lines (Fig.  5d). Note 
that the residuals are mainly associated with the measure-
ment uncertainties and the fitting errors of the absorption 
features with multiple Voigt functions. The integrated area 
of each feature is thus obtained to characterize the non-uni-
form temperature and species distributions in the flame.

In comparison, a fine gage B-type (platinum-30% 
rhodium/platinum-6% rhodium) thermocouple (Omega) 
with a diameter of 0.254 mm was used to measure the radial 
temperature at various HABs. Note that the correction of 
the thermocouple reading must be performed to account for 
the effect of heat transfer. In particular, the thermocouple 
data acquired by the monitor were corrected by taking into 
account the thermocouple reading error (around 0.5%) and 
the heat-transfer correction (around 5%) [31]. Considering 
the central flame temperature of ~1800  K, the corrected 

Fig. 4  a The computational domain of the burner for the CFD simu-
lation. b A photograph of the actual flame at the stoichiometric condi-
tion
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thermocouple result was estimated to have an uncertainty 
of approximately ± 100 K.

First, the central flame temperature is of particular inter-
est to the combustion community because it is the region 
where chemical kinetics are normally studied [32]. Fig-
ure  6, thus, compares the measured central flame tem-
perature at different HAB using TDLAS with the thermo-
couple measurement and the CFD simulation. According 

to the TDLAS measurement, the central flame tempera-
ture decreases from 1868 K at HAB = 5 mm to 1800 K at 
HAB = 20 mm. Similar trends were observed for the ther-
mocouple measurement and CFD simulation. The flame 
cools with the increase of HAB due to the radiation of 
high-temperature products to the surroundings with lower 
temperature. The TDLAS measurement of the central flame 
temperature is in excellent agreement with the thermocou-
ple data at all HABs as demonstrated in Fig. 6. The maxi-
mum difference between the TDLAS and thermocouple 
measurement occurring at HAB = 20  mm is found to be 
within 30  K (<1.5%). The TDLAS measurement uncer-
tainty of the central flame was evaluated mainly from the 
Voigt fitting and non-linear least square fitting errors. At 
HAB = 5 mm, the CFD simulation predicted a central flame 
temperature of 1864 K, in good agreement with the TDLAS 
(1868 K) and thermocouple (1854 K) measurements. How-
ever, with the increase of HAB, the CFD overpredicted the 
temperature gradually and reached a maximum difference 
of ~2.2% at HAB = 20 mm. Note that the flow rate moni-
tored by the rotameter has an uncertainty of 2%, which may 
cause uncertainty in the boundary condition settings of the 
CFD simulation.

The measured radial distribution of temperature using 
TDLAS at various HAB positions is depicted in Fig. 7 with 
a comparison to the thermocouple measurement and the 
CFD simulation. The shaded region in Fig. 7 designates the 

Fig. 5  Measured absorption 
spectra of (a)  H2O near 2.5 µm, 
(b)  H2O near 2.5 µm, (c)  H2O 
near 1.3 µm, and (d)  CO2 near 
4.2 µm, at HAB = 5 mm. The 
Voigt fit to the experimental 
data is plotted for comparison 
along with the residual

Fig. 6  Comparison of the central flame temperature obtained using 
TDLAS and thermocouple measurements with the CFD simulation at 
various HAB. The error bar for CFD simulation is not shown
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range of the temperature gradient. The measurement and 
simulation exhibit that the radial temperature remains con-
stant in the central region and then decreases to the ambi-
ent condition. The TDLAS measurements at HAB = 5 mm 
and 10 mm are in good agreement with the thermocouple 
data and the CFD simulation. At HAB = 5 mm, the uniform 
flame temperature in the central region starts to decrease 
at the position of 20 mm and reaches the ambient tempera-
ture at the position of 37 mm. At HAB = 10 mm, the central 
uniform region is narrowed and the transition position of 
temperature occurs at the radial position of 17 mm. When 
the HAB increases to 15 mm or even higher, the TDLAS 
and thermocouple measurements still have a relatively 
good agreement regarding the central uniform temperature 
and the transition position as illustrated in Fig. 7c, d. How-
ever, the thermocouple data in the gradient region (shaded 
in the figure) are consistently lower than the TDLAS meas-
urements by a maximum relative difference of ~13%, i.e., 
approximately 200 K for the flame temperature of 1500 K 
at the radial position of 24  mm as shown in Fig.  7c. It 
should be noted that the thermocouple readout was unsta-
ble near the edge of the flame, which was analyzed due 
to the interrupted flow field and unstable heat transfer. At 
HAB = 15 and 20  mm, the CFD simulation overpredicted 
the temperature of both the central uniform flame and the 
gradient region.

A summarized 2-D map of the temperature distribution is 
illustrated in Fig. 8 to compare the TDLAS measurement with 

the thermocouple data and the CFD simulation, respectively. 
The comparison made in Fig. 8a indicates that the TDLAS 
and thermocouple measurements capture the similar radial 
and axial distribution of the temperature in the laminar flame. 
However, the CFD simulation in Fig. 8b underestimates the 

Fig. 7  Comparison of the 
radial temperature distribution 
obtained using TDLAS and 
thermocouple measurements 
with the CFD simulation at 
various HAB positions

Fig. 8  2-D map of the flame temperature distribution. The TDLAS 
measurement is compared with (a) the thermocouple data and (b) the 
CFD simulation in the region of interest
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radial temperature gradient, particularly at the larger HAB. 
Note that our temperature measurement was conducted based 
on the fact that the radial flame temperature follows the Boltz-
mann distribution. Hence, the radial temperature distribution 
was directly determined when the parameters A1−A3 and x0 
in Eq. (6) were determined by measuring multiple  H2O/CO2 
transitions along the line-of-sight. The 2D map of the TDLAS 
measured temperature shown in Fig. 8 is estimated to have a 
spatial resolution of 5 mm due to the current spatial sampling 
in the direction of HAB. This spatial resolution can be further 
improved by increasing the spatial sampling and reducing the 
laser beam size.

Finally, the measured  H2O and  CO2 concentration dis-
tributions using TDLAS are illustrated as a 2-D map in 
Fig.  9a, b, respectively. The  H2O and  CO2 concentrations 
in the central uniform region were measured to be 0.180 
and 0.085, respectively, for the entire HAB varied from 5 to 
20 mm. The CFD calculations were in excellent agreement 
with the TDLAS results  (H2O ~1.7%,  CO2: ~5%) in terms 
of the species concentration in the central region. However, 
the CFD simulation underpredicted the  H2O and  CO2 gra-
dients along the HAB compared with the TDLAS measure-
ment, which has the similar trend as the temperature distri-
bution discussed above.

5  Conclusions

The non-uniform distributions of temperature,  H2O and 
 CO2 concentrations were measured using multi-band 

infrared absorption spectroscopy by employing two ICLs 
and one DFB diode laser. The Boltzmann fitting profile 
was adopted for the first time to characterize the distribu-
tion of temperature and species concentration above the 
laminar flame with axial symmetry. For comparison, the 
thermocouple measurement and CFD simulation were 
performed for the same laminar flame. In the central 
region of the flame with uniform temperature distribu-
tion, the maximum difference among the CFD simula-
tion, TDLAS and thermocouple measurements was inves-
tigated to be ~2.2%. The TDLAS measured  H2O and  CO2 
concentrations in the central flame region were in good 
agreement  (H2O: ~1.7%,  CO2: ~5%) with the CFD val-
ues. The TDLAS well captured the decreasing tendency 
from the transition position to the ambient surroundings. 
Future work will involve the characterization of non-uni-
formity in the laminar flame with various cold boundary 
layer and equivalence ratio conditions.
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