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Challenges arising from measurements in impulse facili-
ties are briefly addressed followed by a discussion of LITA 
with respect to more established techniques. An overview 
of existing studies using LITA in shock-induced flows is 
given to clarify the resulting motivation of the presented 
work.

Shock tubes are widely used in a variety of scientific 
applications, which feature high pressure and temperature 
environments (e.g. shock-induced flows [1], combustion 
chemistry [2], fluid disintegration [3] and reentry phys-
ics [4]). However, quantitative measurements under such 
conditions are inherently challenging. In addition, the 
very short test duration requires fast-response techniques. 
Acquiring multiple gas properties from a single experiment 
is desirable as turn-around times and operational costs may 
be considerable.

Conventional probing techniques as employed in wind 
tunnels are intrusive, which make measurements inside 
the flow field difficult due to interference with the flow. 
Sensors embedded into the model or shock tube wall are 
commonly used to measure pressure. For temperature, this 
is more challenging as—in contrast to pressure—tempera-
tures measured at the surface and inside the flow may differ 
significantly due to the boundary layer [5].

Laser-based techniques can potentially overcome all 
these problems. In addition to well-established tech-
niques such as tunable diode laser absorption spectroscopy 
(TDLAS) [6, 7], laser-induced fluorescence (LIF) [8–10] 
or coherent anti-Stokes Raman spectroscopy (CARS) 
[11, 12], the authors evaluate LITA as a diagnostic tool 
for pulsed facilities. For temperature measurements after 
reflected shock waves similar to those used in this study, 
Farooq et al. [13] reported a relative standard deviation of 
0.5 % for TDLAS. Furthermore, mean discrepancies to the-
oretical values of 3.6 % were found for LIF [9]. Precision 

Abstract  Non-resonant laser-induced thermal acous-
tics (LITA), a four-wave mixing technique, was applied to 
post-shock flows within a shock tube. Simultaneous single-
shot determination of temperature, speed of sound and 
flow velocity behind incident and reflected shock waves 
at different pressure and temperature levels are presented. 
Measurements were performed non-intrusively and with-
out any seeding. The paper describes the technique and 
outlines its advantages compared to more established laser-
based methods with respect to the challenges of shock tube 
experiments. The experiments include argon and nitrogen 
as test gas at temperatures of up to 1000 K and pressures 
of up to 43 bar. The experimental data are compared to cal-
culated values based on inviscid one-dimensional shock 
wave theory. The single-shot uncertainty of the technique 
is investigated for worst-case test conditions resulting in 
relative standard deviations of 1, 1.7 and 3.4 % for Mach 
number, speed of sound and temperature, respectively. For 
all further experimental conditions, calculated values stay 
well within the 95  % confidence intervals of the LITA 
measurement.

1  Introduction

The paper presents laser-induced thermal acoustics (LITA) 
as diagnostic tool for shock tube facilities. LITA combines 
a number of desirable features including non-intrusive, 
seedless point measurements of several flow properties. 
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of single-shot CARS measurements is assumed in the order 
of 3 % [14].

Like CARS, LITA is a four-wave mixing technique, but 
with the signal beam generated as a first-order Bragg scat-
tering from a laser-induced grating. Two beams of a short-
pulse, narrowband laser source (excitation or driver laser) 
are crossed to modulate the complex refraction index of 
the test medium in the measurement volume. This spatially 
periodic perturbation scatters light of a third input wave 
originating from a second laser source (interrogation or 
probe laser) into a fourth, coherent signal beam from which 
the physical properties of the test medium are derived. 
Originally observed as parasitic signal in degenerate four-
wave mixing (DFWM) signals [15, 16], the temporal evo-
lution of grating growth and decay has been treated theo-
retically by Cummings [17] and others [16, 18]. Since then, 
it has been demonstrated to measure speed of sound [19, 
20] and temperature [21–23], transport properties [24–27], 
species concentration [28–30], pressure [31, 32] and flow 
velocity [33, 34].

In gas phases, the grating formation is dominated by 
two optoacoustic effects, namely electrostriction and ther-
malization. Rapid forcing of the test medium by the applied 
electric field results in two counter-propagating acoustic 
waves. If thermalization is present, an additional station-
ary thermal wave is generated. Light scattered from these 
structures resolves the temporal evolution of these waves 
as a function of the gas properties. The signal is a damped 
oscillation, whose frequency is proportional to the speed of 
sound. The decay rate and intensity are related to the trans-
port properties—namely thermal diffusion and acoustic 
damping—as well as species concentration and pressure. In 
addition, LITA can be used for velocimetry as the scattered 
signal beam experiences a Doppler shift due to the flow 
velocity. The approach is similar to laser Doppler veloci-
metry (LDV), but with the induced grating as substitute for 
the seeding particles resulting in seedless Doppler veloci-
metry. In extension to homodyne detection, heterodyne 
mixing of the signal beam with a local oscillator allows to 
isolate this Doppler shift in the frequency domain.

LITA is a non-intrusive point measurement technique, 
where the measurement volume is defined by the overlap 
of the beams similar to CARS. Generally, several flow 
quantities are obtained simultaneously from a single-shot 
measurement. Focusing the input beams down to the meas-
urement volume, CARS and LITA offer good spatial reso-
lution. The capability of point measurements is advanta-
geous compared to the line-of-sight averaged measurement 
found for TDLAS if inhomogeneous flows or flows with 
significant influence of boundary layers, e.g. small-diame-
ter shock tubes [35], are investigated. On the other hand, 
data collection for spatial variations is tedious compared to 
LIF, which provides a planar measurement from a single 

shot. Extension to one-dimensional measurements has been 
reported for CARS [36] and more recently for LITA [37] to 
reduce this drawback.

TDLAS, however, excels in temporal resolution by using 
rapidly tuned diode lasers. Repetition rates in the kHz [38] 
and MHz range [39] result in effectively continuous meas-
urements. On the contrary, LIF, CARS and LITA are com-
monly restricted to single-shot measurements due to the 
repetition rate of the pulsed, high-power lasers, e.g. 10 Hz 
for Nd:YAG lasers. Megahertz pulse-burst lasers have been 
demonstrated for flow visualization [40] and velocimetry 
[41] applications to reach temporal resolutions comparable 
to TDLAS. Using short and ultra-short-pulse lasers, LIF 
(i.e. [42, 43]) and CARS (i.e. [44, 45]) measurements were 
presented with temporal resolutions in the kHz range. The 
lifetime of LITA signals is generally short enough to allow 
these repetition rates. Hence, LITA measurements are 
expected to benefit from such equipment in a similar way.

While TDLAS systems are relatively simple to imple-
ment, experimental setups for LIF, CARS and LITA are 
more complex. Among the latter, common laser and detec-
tion equipment is sufficient only for LITA. Here, the lasers 
can operate at a wide range of output wavelengths chosen 
independently from the test gas as gratings can be gener-
ated via electrostriction. Hence, there is no direct need for 
a tunable laser to access molecular absorption lines. Sig-
nal detectors can be fast photodiodes or photomultipliers 
instead of high-resolution spectrometer or low-noise, possi-
bly intensified CCD cameras. Although LITA signal inten-
sity boosts for near-resonant or resonant wavelengths [19], 
the paper shows that completely non-resonant signals are 
sufficient for the investigated conditions. This is important 
as, firstly, absolute measurements of species concentration 
may be found as ratio of resonantly and non-resonantly 
generated signals [28] similar to what was demonstrated 
by O’Byrne et al. for CARS [46]. Secondly, it shows that 
tracer molecules are also not required as seeding for LITA, 
which is usually the case for LIF [9, 47].

LITA further distinguishes from the other techniques, 
since a quantitative signal analysis is simpler. Excited-state 
populations and inter-molecular energy transfer govern the 
signal analysis for CARS and DFWM. Gas properties are 
derived from the shape and intensity of spectral features 
found by comparison of experimental and theoretical spec-
tra. Quantum mechanical treatment of the susceptibility 
gratings makes the calculation of the theoretical spectra 
complex and time consuming, especially if multiple species 
are involved [48]. LITA gratings result as a small distortion 
of the bulk properties of the medium. Linearized hydrody-
namics equations for the grating dynamics and light scat-
tering are sufficient for an analytic expression of the LITA 
signals [17]. Detailed information of the spectroscopic 
properties of the test gas as to interpret spectral features is 
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not required—an advantage that also holds against LIF and 
TDLAS.

Furthermore, LITA excels if increased collisional 
quenching is present. While LITA signal intensities and 
lifetimes are enhanced, LIF signals, for instance, decrease 
as this enables a non-radiant return of excited molecules to 
ground state. As quantitative measurements from LIF sig-
nals also require the excitation dynamics and energy trans-
fers to be modeled accurately, the contribution of quench-
ing usually prevents an easy derivation of flow quantities. 
This and other effects including path-length absorption of 
excitation light, re-absorption of the fluorescence or tracer 
concentration must be addressed in a comprehensive cali-
bration. LITA calibration, on the other hand, is straightfor-
ward as only the fringe spacing is required for quantitative 
measurements as detailed below.

A unique feature of LITA is that signal analysis can be 
conducted independently from the intensity. Flow velocity, 
speed of sound and—for known gas composition—temper-
ature can be found solely from a frequency analysis of the 
time-resolved signal. This is especially advantageous if sig-
nal quality is low, for instance when the signal is strongly 
deteriorated by stray light or other negative influences of 
harsh environmental conditions. Examples for such are 
rocket nozzle flows [49], piston engines [50] or supersonic 
free jets [51].

These advantages motivate to pursue LITA as diagnostic 
tool, and so it has been already used to study shock-induced 
phenomena. Herring et al. [52] used non-resonant LITA to 
measure Mach number, speed of sound, temperature and 
pressure behind an oblique shock and expansion fan gener-
ated in a supersonic wind tunnel. Results were compared 
to Doppler global velocimetry (DGV) measurements and 
yielded excellent agreement, suggesting that LITA is viable 
for shock-strength measurements. Root mean square uncer-
tainties for averages of 500 signals were found to be within 
0.2, 0.4 and 4 % for Mach number, static temperature and 
pressure [31]. Due to the high flow velocity, measurements 
were taken at rather low temperatures and pressures rang-
ing from 180 to 200 K and 7 to 8 kPa, respectively. Miz-
ukaki et  al. [53] used LITA to study temperature changes 
behind spherical shock waves generated by high-voltage 
discharges in air. Temperatures up to 380 K and the decay 
back to ambient conditions were measured with a maxi-
mum error of 5 %.

Sander et al. [54] used homodyne LITA in a shock tube 
at elevated temperatures and pressures. Their paper focuses 
on temperature measurements behind reflected shock waves 
using air as test gas. The incident shock Mach number was 
gradually increased leading to post-reflected shock pres-
sures from 3.4 to 20 bar with corresponding temperatures 
of 440 K to 840 K. Most experiments were conducted with 
a NO2 seeding to improve the signal quality. They found a 

maximum error of 8 % between measured and theoretically 
predicted temperatures and a relative standard deviation of 
3 % for selected test runs.

The presented paper differs from related work in such 
that a heterodyne detection scheme is used for simultane-
ous measurements of Mach number, speed of sound and 
temperature. Measurements were performed after both the 
incident and the reflected shock wave at different experi-
mental conditions. As signal intensity increases with pres-
sure, but strongly decreases with temperature [55], four 
temperature levels were investigated at different pressures 
to demonstrate the technique’s potential. The accuracy and 
precision were evaluated for the worst-case condition of 
each flow regime. The complete experimental set includes 
temperatures and pressures ranging from 420 to 1000 K 
and 1 to 43 bar, respectively. For each condition, non-res-
onant LITA signals were sufficiently strong which allowed 
truly seedless measurements. In addition, the practica-
bility of LITA is shown for two widely used test gases, 
namely nitrogen and argon. To the author’s knowledge, 
this is the first time that non-resonant, heterodyne LITA is 
demonstrated for post-incident and reflected shock meas-
urements obtaining several flow quantities from a single 
measurement.

2 � Experimental facility and operating conditions

2.1 � Shock tube

A double-diaphragm shock tube developed at the Institute 
of Aerospace Thermodynamics (ITLR) was used for the 
LITA measurements. The tube has an internal diameter of 
72 mm with a 3.0-m-long driver section. The driven section 
is 9.4 m long. For improved optical accessibility, a transi-
tion from round cross-section to a square-shaped test sec-
tion of 1  m length is realized with an intermediate piece 
(skimmer). The test section has an edge length of 50 mm 
and optical access is provided by 40-mm-thick quartz win-
dows (Schott Lithosil TM Q1). The shock tube can provide 
test times of 2–5  ms with pressures of up to 50 bar and 
temperatures of 2000 K. A detailed characterization of the 
ITLR shock tube can be found in [56].

2.2 � Shock tube operating conditions

Table 1 shows the 12 investigated nominal conditions. The 
portfolio comprises test gases argon (cases C1–C6) and 
nitrogen (C7–C12) at different flow conditions and pres-
sure levels. To clarify the present flow characteristic, Fig. 1 
schematically illustrates different states during an experi-
ment via a location–time (x, t) plot in compliance with the 
conventional nomenclature. Given a fixed location for the 
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LITA measurements (i.e. xLITA), different flow properties 
can be observed over time.

In the study, we focused on two quite different post-
shock states within a shock tube experiment. LITA meas-
urements were performed immediately after the incident 
shock wave (State 2 in Fig.  1), where the test gas is not 
only compressed and heated but also accelerated towards 
the end wall of the test section. Secondly, experiments 
after the reflected shock wave at the end wall (State 5 in 
Fig.  1) were carried out. Due to the double-compression, 
this provides a quiescent environment at high pressure and 
temperature.

Our objective was to create conditions at four tempera-
ture levels at different pressures, leading to the 12 cases in 
Table 1. This shall provide a reasonable variety of experi-
mental conditions for validation and quantitative measure-
ments with LITA.

To generate such conditions, we targeted a constant 
Mach number of the incident shock wave for each set 
of experiments (C1–C6 and C7–C12). It is defined by 

Ms = vs/a1, with vs the shock velocity (in laboratory coor-
dinate system) and a1 the speed of sound of the test gas at 
state 1. Ms only depends upon the driver/test gas combina-
tion and p4/p1, which is the initial pressure ratio between 
driver (state 4) and test gas (state 1). For all cases (C1–
C12), a value of p4/p1 ≈ 19 was chosen.

To estimate Ms, resulting from the chosen p4/p1, for-
mer calibrations of the shock tube were used [56]. For 
cases C1–C6 with a He/Ar mixture (≈80  vol%/20  vol%) 
as driver and test gas Ar, the nominal Mach number was 
Ms,Ar = 1.96. The N2–N2 gas combination used for cases 
C7–C12 leads to Ms,N2

= 1.67. Note that the actual Ms for 
each experiment deviates due to variations in p4/p1.

Assuming ideal gas behavior for Ar and N2, the theoreti-
cal pressure ratios pi,th/p1 and temperature ratios Ti,th/T1 
behind the incident (i = 2) and reflected (i = 5) shock can 
be calculated based on the nominal Ms using inviscid 1D 
shock theory [57]. We chose three different p1 that lead 
to p5,th values in the order of 5, 20 and 43 bar (cases C4–
C6) for Ms,Ar. Correspondingly, p2,th values of 2, 7 and 14 
bar are reached (cases C1–C3). Due to a similar T1 with 
�T1 ± 1.5K for all experiments, the post-shock tempera-
tures are similar for the same Ms. For C1–C6, T2,th and T5,th 
are approx. 600 and 980 K. The same procedure applied to 
C7–C12 yields values for p2,th of 1, 5 and 10 bar and for 
p5,th of 3, 12 and 25 bar. T2,th and T5,th are calculated to 425 
and 570 K.

2.3 � Acquisition and uncertainty of experimental 
conditions

The pressure evolution within the test section was cap-
tured by two piezo-electric pressure sensors from Kistler 
(603  B) with Kistler charge amplifiers 5011 B. The axial 
distance between the pressure sensors was 79.5 mm. The 
axial measurement position of LITA (xLITA) coincided with 
the axial position of the sensor closer to the test section end 

Table 1   Design conditions for 
LITA measurements

Case Driver Test gas State Ms (–) pth (bar) Tth (K)

C1 He/Ar Ar 2 1.96 2 600

C2 He/Ar Ar 2 1.96 7 600

C3 He/Ar Ar 2 1.96 14 600

C4 He/Ar Ar 5 1.96 5 980

C5 He/Ar Ar 5 1.96 20 980

C6 He/Ar Ar 5 1.96 43 980

C7 N2 N2 2 1.67 1 425

C8 N2 N2 2 1.67 5 425

C9 N2 N2 2 1.67 10 425

C10 N2 N2 5 1.67 3 570

C11 N2 N2 5 1.67 12 570

C12 N2 N2 5 1.67 25 570
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wall, which was mounted 51.5 mm upstream of the end 
wall.

In Fig.  2, the experimental pressure records at xLITA 
are exemplarily shown for the He-Ar/Ar configuration at 
p5,exp ≈ 5, 20 and 43 bar (i.e. C1–C3 or C4–C6). For the 
sake of illustration, the signals were slightly shifted in time 
to identify the distinct curves.

The shock velocity and Ms,exp were calculated based 
on the time difference �ts from the arrival of the incident 
shock wave at the first (not depicted in Fig. 2) and second 
pressure sensor. It is then possible to calculate the theo-
retical post-shock states after incident and reflected shock 
based on Ms,exp. �ts was determined with an uncertainty of 
±2 µs. This can be considered to be a conservative error 
approximation to account for uncertainties in the detection 
of the pressure rises and positioning of the pressure sensors. 
The overall error margins for the calculated values (based 
on Ms,exp) were determined as combination of the resulting 
uncertainty in Ms,exp and the uncertainties of the initial state 
variables. For example, the error margin for T5,th was calcu-
lated with �T5,th = |∂T5,th/∂Ms|�Ms + |∂T5,th/∂T1|�T1. 
All other state variables were treated accordingly. T1 was 
measured with a PT100 with �T1 ± 1K, leading to maxi-
mum errors for T2,th and T5,th of 2.3 and 3.2  %. p1 was 
gained from a Keller PAA-33X sensor with total absolute 
error band of ± 0.0025 bar. For all investigated cases, this 
results in a maximum relative error margin for p2,th and 
p5,th of 4 and 6 %, respectively. pexp was extracted from the 
pressure trace at the time of the LITA experiment defined 
by the laser trigger pulse. The pressure trace was averaged 
over 100 µs to account for signal noise, where the uncer-
tainty of pexp was below 3 %. The aforementioned uncer-
tainties were calculated for each particular case and are 
incorporated in the result section.

3 � Laser‑induced thermal acoustics

3.1 � Fundamentals

For LITA, two excitation beams are crossed under an angle 
θ to form an ellipsoidal intensity grating in the electric 
field. The fringe spacing � is a function of θ and the excita-
tion beam wavelength �exc, namely

The nonlinear response of the test medium to the electric 
field grating results in the formation of a density grating 
with the same �. Scattering of the interrogation beam under 
an incident angle ϕ is most efficient, if the Bragg condition

is fulfilled. Only then, the scattering results in a coherent 
signal beam. As the refractive index is approximately con-
stant for both the excitation and interrogation wavelength 
(n(�exc) ≈ n(�int)), this results in a phase-matching require-
ment for the setup

with |q| = 2π�−1, where k and q denote the wave vectors 
of the laser beams and the resulting grating. An illustration 
of this arrangement is shown in Fig. 3.

For a sufficiently short excitation pulse, electrostric-
tion and thermalization, responsible for the grating forma-
tion, can be modeled as response of the test medium to an 
intensity pulse with Diracian time profile [18]. Electrostric-
tion depends on the real part of the molecular susceptibility 
of the test gas, thermalization on the imaginary part. Hence, 
electrostriction relies on the polarizability of the molecules 
causing an movement towards or away from regions of high 
optical intensity. Modeled as rapid forcing of the momentum 
equations, it results in two conjugate acoustic wave pack-
ages, which counter-propagate normal to the plane of the 
grating fringes. Thermalization is caused by the absorption 
of light by the test medium and, hence, requires the energy 
equation. If the resulting heat up occurs fast, a non-propagat-
ing thermal wave is generated in addition to the propagating 
acoustic wave packages.

(1)� =
�exc

2 sin(θ/2)
.

(2)
�int

2 sin(ϕ/2)
=
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The modulation of the density grating is a combination 
of these optoacoustic effects and a result of the constructive 
and destructive interference of the present waves. In these 
experiments, only non-resonant LITA was performed, leav-
ing electrostriction the only grating formation mechanism. 
The density grating is then solely a result of the interaction 
of the two acoustic wave packages. The scattered, time-
resolved signal beam is modulated in its intensity, which 
reflects the dynamic behavior of the density grating in time. 
The intensity of the density grating gradually reduces due 
to dissipative effects, which damps the oscillation of the 
signal beam with increasing lifetime.

For velocimetry, the homodyne detection scheme is 
extended by a fourth input beam. This so-called reference 
beam or local oscillator is introduced collinearly to the sig-
nal beam. Generally, the frequency of the homodyne signal 
is only a function of the speed of the acoustic wave pack-
ages relative to each other. Therefore, even if a test medium 
with a velocity component vflow in direction of the grating 
vector q is considered, the homodyne frequency remains 
unchanged1. However, the individual acoustic wave pack-
ages now propagate with v− = |a− vflow| and 
v+ = |a+ vflow|, which Doppler shifts the frequency of the 
signal scattered from the wave packages proportional to the 
flow velocity. By heterodyne mixing of the reference beam 
with the signal beam, the beat frequencies due to Doppler 
shift are isolated and the flow velocity can be determined.

3.2 � Optical setup

Figure 4 shows the optical arrangement used for the experi-
ments. A pulsed Nd:YAG laser serves as excitation source 
(Continuum Powerlite 8010, �exc=1064 nm, τpulse=7  ns 

1  Schlamp et  al. [33] realized homodyne velocimetry via deliberate 
beam misalignments.

FWHM, 30 GHz linewidth) and is split into two excitation 
beams.

For an efficient grating excitation, the two beams must 
be equal in intensity with an optical path adaption within 
the coherence time of the laser [18] and polarized perpen-
dicular to the crossing plane [58]. A continuous wave DPSS 
laser (Coherent Verdi V8, �int=532 nm, 5 MHz linewidth) 
is used as interrogation laser. All beams are arranged in a 
forward folded BOXCARS configuration to achieve phase 
matching (see Fig.  3). The beams are focused into the 
measurement volume by an AR-coated lens ( f = 700 mm) 
at a crossing angle of θ = 3◦. In addition, excitation and 
interrogation beams are slightly tilted towards each other 
to support spatial separation of the weak signal and strong 
input beams. This beam alignment results in an ellipsoidal 
measurement volume approximately 200 µm in diameter 
and about 8 mm in length. The temporal resolution is given 
by the signal lifetime, which is typically between 500 and 
1000 ns and, hence, well below time scales of the shock 
tube (O(ms) for states 2 and 5, see Fig. 2).

The scattered signal beam is spatially and spectrally fil-
tered and directed into two avalanche detectors (Thorlabs 
APD110, 3  dB bandwidth 0–62.5  MHz [59]) via single-
mode fibers and couplers. The signal beam is split to per-
form a homodyne and heterodyne signal detection simul-
taneously. The reference beam is split off the interrogation 
beam and adjusted to the signal beam intensity via a varia-
ble attenuator. An alignment beam is used to mimic the sig-
nal beam path to align the detector-side optics. The voltage 
signal of the detectors is recorded by a 1GHz bandwidth 
digital oscilloscope (LeCroy, Waverunner 104Xi).

The output power of the excitation laser remained con-
stant at approximately 90  mJ for all experiments. The 
power of the interrogation laser varied from 1 to 6 W to 
ensure a signal-to-noise ratio greater 10 for all experimen-
tal conditions.

3.3 � Signal acquisition and processing

Generally, the frequency of LITA measurements is lim-
ited to the repetition rate of the excitation laser (10 Hz by 
default). As the arrival of the incident shock wave is arbi-
trary in time, an intermediate laser pulse in between the 
regular pulses is required. This ensures that the measure-
ment is always taken at the same time relative to the shock 
wave propagation. The required trigger logic was devel-
oped at ITLR and has been widely used in several laser 
diagnostic experiments. It is necessary to block an interme-
diate pulse—if it is too close to the regular pulse—to pro-
tect flash lamp and laser rods from damage. The repetition 
rate of the excitation laser was changed from 10 to 5 Hz to 
increase the success rate for firing a laser pulse to 95  %. 
A stable operation was proven through of a shot-to-shot 

Fig. 4   Optical setup of LITA including data acquisition
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variability of the laser intensity within ±5%. This is par-
ticularly important to avoid damaging the windows due to 
exceptionally high pulse intensities. The data acquisition 
system is triggered by a pressure transducer in the driven 
section far upstream of the test section end wall. LITA sig-
nals were recorded for their entire lifetime, which was typi-
cally less than one microsecond.

Generally, two processing schemes are available for 
LITA signals. Firstly, Cummings et  al. [17] derived a 
theoretical model based on linearized equations of hydro-
dynamics and light scattering. The analysis includes 
finite-beam size effects and both electrostriction and ther-
malization. Least square curve fitting algorithm may be 
used to match time-resolved experimental LITA data to 
the theoretical model. The primary outputs are the speed of 
sound, flow velocity and transport properties of the test gas.

Secondly, a spectral analysis of the recorded signal can 
be performed to extract the speed of sound and the flow 
velocity. This approach has been chosen for this study in 
form of a Fourier transformation of the time-resolved sig-
nal. The influence of the detection scheme and flow state 
is illustrated in Fig. 5 showing three recorded LITA signals 
for N2 together with the corresponding frequency spectra.

For purely non-resonant LITA, the intensity of the 
homodyne signal in Fig.  5a is modulated only at the fre-
quency �0 = 2�a as each acoustic wave package travels at 
the speed of sound, but in opposite direction resulting in 

propagation velocity of twice the speed of sound relative to 
each other. By using � as the wavelength of the two coun-
ter-propagating acoustic waves, the speed of sound can be 
calculated from

If the test gas composition is known, the temperature may 
also be derived for a given equation of state. For an ideal 
gas, it is

For given speed of sound at a priori unknown temperature, 
γ (T , p) was found through an iterative procedure using the 
property database NIST REFPROP. This procedure inher-
ently assumes thermodynamic equilibrium. Note that for 
N2 at high temperatures, non-equilibrium processes due to 
vibrational relaxation can be considerable preventing the 
determination of temperature from Eq.  5. For all tempera-
tures of the investigated N2 cases (C7–C12), this contribution 
is considered low enough [60] to justify the chosen approach. 
The fringe spacing � can be found prior via a calibration 
measurement at known speed of sound (see Sect. 4.1).

Heterodyne detection allows to resolve the frequency 
shift of the light being scattered from the moving acous-
tic wave packages. For quiescent test gas as in Fig.  5b, 

(4)a =
�0�

2
= �a�.

(5)T =
a2
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the corresponding spectrum shows a beat frequency at 
�a in addition to �0 = 2�a. �0 is only a function of the 
relative speed as it is also the case for homodyne detec-
tion. �a results from the mixing with the reference beam, 
which is not scattered from a moving source and hence is 
not shifted. As a consequence, the beat frequency at �a 
relates to the absolute velocity of the wave packages. If a 
test medium with a velocity component vflow in direction of 
the grating vector q is considered (Fig. 5c), the wave pack-
ages then travel at v− = |a− vflow| and v+ = |a+ vflow|

. The spectrum shows that �a splits symmetrically into 
two beat frequencies at �1 = �a −��(vflow) and 
�2 = �a +��(vflow), resulting from the different propa-
gation speed of the individual wave packages. �0 remains 
unchanged as the relative speed is still the same.

For subsonic post-shock flows2, the velocity and Mach 
number Mflow can be calculated from the beat frequencies 
using

and

Note that Mflow can be found independently from �.
The oscilloscope temporally discretizes the signals with 

0.1-ns time steps which results typically in 300 data points for 
a single oscillation at �0 of the LITA signals. As can be seen 
in Fig. 5, clear peaks are formed in the spectrum at the char-
acteristic frequencies. Hence, manual selection of the peaks 
is seen sufficient to extract the relevant frequencies for con-
version into flow quantities. The errors solely from the uncer-
tainty of the peak determination are 0.1 and 0.4 % for speed of 
sound and flow velocity, respectively. This contribution, how-
ever, is small compared to the overall uncertainty of analyz-
ing LITA signals using a Fourier transform. A detailed study 
of signal analysis algorithms for LITA signals was performed 
by Balla and Miller [61]. Here, a relative standard deviation in 
frequency of 1.7 % was obtained for a FFT based algorithm.

4 � Results

4.1 � Setup calibration

For all experiments, the fringe spacing � was found from 
calibration in ambient air with a speed of sound determined 

2  An analog dependency can be found for supersonic flows by taking 
into account that both wave packages then travel in the same direction 
as the fluid.

(6)|vflow| =
�2 −�1

2
�

(7)Mflow =
�2 −�1

�2 +�1
.

from a temperature measurement and Eq.  4. Here, 50 
homodyne signals were recorded. Figure  6 shows the 
resulting fringe spacing based on the measured frequency 
�0.

The spacing has a normal distribution with an expected 
value of µ� = 20.85 µm and a standard deviation 
σ� = 0.259 µm, resulting in a relative standard deviation 
σ�/µ� = 1.24 %.

This gives a first impression of the setup’s precision, 
which is within the expected uncertainty for a frequency 
analysis using a fast Fourier transformation for a damped 
oscillation [61]. A second calibration was carried out after 
10 shock experiments. The relative deviation of the fringe 
spacings between both calibrations was below 0.5 %. The 
systematic error is considered to be small compared to the 
uncertainty of single-shot measurements due to the shown 
precision. This proves the optical setup being sufficiently 
robust against external influences. Note that � can also be 
found without a calibration using Eq.  1. θ is then calcu-
lated by a trigonometric function using the distance of the 
beams and the focal length of the lens. For the presented 
setup, this yields � = 20.4 µm. Hence, the setup can be 
regarded calibration-free, if a systematic error of about 3 % 
is acceptable.

4.2 � Precision and accuracy analysis

We verified the reproducibility for real test environments 
by six experiments at the same conditions to evaluate preci-
sion and accuracy of LITA. Note, however, that an accurate 
statistical analysis would require more experiments (typi-
cally 20 or more). Based on an analysis of Gurland and Tri-
pathi [62], we chose six measurements as a good compro-
mise between accuracy and experimental effort. Hence, the 
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measured �0 of 50 LITA signals
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derived standard deviations and 95 % confidence intervals 
are merely an estimate.

The analysis was carried out for two representative con-
ditions, where the lowest signal-to-noise ratios (SNR) were 
expected. Generally, it is the case for low-pressure and 
high-temperature conditions. Therefore, condition C7 (low-
est pressure) and C4 (lowest pressure at highest tempera-
ture) were selected. Note that C7 represents state 2 with 

N2 as test gas, while for C4 state 5 in Ar was investigated. 
Examples of recorded LITA signals at these conditions are 
illustrated in both Fig. 5 and Fig. 10.

Figure  7 shows six C7 experiments, where M2 and a2 
were simultaneously measured. T2 was derived from a2 
according to Eq. 5.

Single-shot precision of M2,meas and a2,meas yield rela-
tive standard deviations below 1.7  %. This is reasonably 
close to the value found for the calibration measurement 
in Sect. 4.1, indicating a sufficient precision for real condi-
tions. The value doubles for T2,meas to 3.4 %. due to error 
propagation. Figure 7 also holds the theoretical values cal-
culated based on Ms,exp, including error bars according to 
Sect.  2.3. It can be deducted that the experimental condi-
tions feature high reproducibility and, therefore, provide 
a good validation basis for the measured values. Relative 
deviations for the averaged values δx̄i = (x̄meas − x̄th)/x̄th 
of M2, a2 and T2 are +0.35, +0.04 and +0.19%, respec-
tively. This proves that the uncertainty of a single-shot 
measurement is dominated by random rather than system-
atic errors.

In Fig.  8, a5 and T5 for the reflected shock case (C4) 
are illustrated. Experiments 1 to 6 yield relative standard 
deviations for a5,meas and T5,meas of 1.3 and 2.7 %, which 
is comparable to the precision of the incident shock case 
and the calibration. However, we found a discrepancy of 
measured and theoretical values up to δa5 = −2.8% and 
δT5 = −5.9%. Figure 9 shows the pressure trace for a typi-
cal C4 experiment.

The data for experiments 1–6 were taken 161 µs after the 
reflected shock pass-by. As p5,th is not reached until approx. 
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1 ms after the shock pass-by, we expect a5,meas < a5,th and 
T5,meas < T5,th. Therefore, a second set of measurements 
(7–11) was obtained at 2300 µs where p5,th ≈ p5,exp. For 
these measurements, the maximum δa5 and δT5 reduce to 
1.4 and 2.7 %, while the precision of 2.1 % in temperature 
is comparable to the first set. The discrepancies between 
averaged temperatures reduce from δT5

= −3.8% at 161 µ
s to δT5

= 1.1% at 2300 µs. As the discrepancy is mutu-
ally found for both temperature and pressure in the first 
set together with this consistent trend, we attribute this as 
a feature of non-idealities rather than a systematic error in 
LITA. Furthermore, Farooq et al. [13] showed that a change 
in state as it is observed between 161µs and 2300µs should 
follow an isentropic relation. This isentropic change can be 
approximated, for instance using the averages of measured 
pressure and temperature, i.e.

Table 2 summarizes Tmeas and M2,meas together with σ 
of the determined quantities. Experiments 1–6 were used 
for the C4 case. It is concluded that the post-processing 
using a FFT is the major source of uncertainty as the values 
found for the calibration and the test cases are close to the 

(8)0.97 =

(

pmeas,161µs

pmeas,2300µs

)

(γ−1)
γ

≈
Tmeas,161µs

Tmeas,2300µs

= 0.96.

uncertainty in frequency determination reported by Balla 
and Miller [61].

The investigation proves that the setup is sufficiently 
robust for the use in the shock tube. For following analysis, 
we use the derived relative standard deviations to estimate 
a corresponding 95 % confidence interval. It is a conserva-
tive error estimation for two reasons. Firstly, the SNR of 
cases C4 and C7 are around ten and the lowest in the entire 
campaign, but increases with pressure. Secondly, the sig-
nal lifetime also prolongs with increasing pressure result-
ing in an higher number of oscillations. This is illustrated 
in Fig.  10 showing three LITA signals for Ar (C4–C6) at 
different pressures. For the highest pressure, the SNR 
improves significantly to values of up to 100. Furthermore, 
the frequency spectrum shows that a more defined peak at 
�0 is formed for an increased number of oscillations.

4.3 � Case analysis

To comprehensively demonstrate LITA for typical shock 
tube conditions, all cases in Table  1 were investigated. 
Table 3 contains a detailed summary of all measured val-
ues including their corresponding theoretical values and the 
relative deviation of both. Furthermore, Ms,exp and pexp are 
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Table 2   Summary of precision analysis

M2,meas Tmeas σM2,meas σT ,meas

 (–)  (K)  (–)  (K)

C7 0.750 427.0 0.0078 14.4
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included. Examples of experimental LITA signals for half 
of those conditions are incorporated in Fig. 5 and Fig. 10 to 
give an impression of the obtained signals.

For the following considerations, we put a focus on 
Tmeas and Mmeas with corresponding theoretical values. In 
Fig.  11, T2 (C1–C3; C7–C9) and T5 (C4–C6; C10–C12) 
are shown. To visualize the distinction between T2 and T5, 
a dashed line shall symbolize the two different temperature 
(i.e. pressure) levels in state 2 and 5. For this, the design 
values from Table  1 were used. The Ar cases C1–C6 are 
contained in the left plot, and C7–C12 with N2 can be 
found in the right part. In the lower plots, δ is presented for 
each condition.

Due to the different pressure levels and, therefore, vary-
ing sensitivity of p4/p1 to small inaccuracies in the target 
filling pressures, the Ms,exp deviate slightly from their design 
values (see Table 1). However, the Tth still match the design 
values quite well, especially considering the uncertainty 
determined in Sect. 2.3. Hence, it is valid to compare them 
to our Tmeas gained from LITA for a quality assessment. 

Figure  11 shows that in all 12 cases Tth lies within the 
95  % confidence interval of Tmeas symbolized with the 
error bars. This suggests that Tmeas was determined with 
good accuracy for all pressure and temperature levels. The 
maximum δT2 is found at C3 (Ar @ ≈13 bar) with −4.8%,  
where C12 (N2 @ ≈24 bar) shows the maximum δT5 of 
3.7 %.

Generally, we found a tendency of too low Tmeas com-
pared to Tth (especially for C2–C6). Despite the uncer-
tainty due to the single-shot measurements (i.e. frequency 
analysis), this may found in the discrepancy between pth 
and pexp (see also Fig.  9) caused by non-ideal effects. In 
all cases pexp is smaller than pth, which inevitably leads 
to lower Tmeas. This leads to the conclusion that the actual 
magnitude of δT (and also δM) is an interplay between both 
the LITA measurement uncertainty and the inaccuracy of 
thermodynamic state value prediction. More importantly, 
the expected value in all cases stays within the 95 % con-
fidence interval of measurement based on the precision 
found in Sect.  4.2. M2,meas shows very good agreement 

Table 3   Summary of results for cases C1–C12 from Table 1

Case Ms,exp pth(bar) pexp(bar) M2,th(−) M2,meas(−) ath(ms
−1) ameas(ms

−1) Tth(K) Tmeas(K) δM(%) δa(K) δT (K)

C1 1.958 ± 0.030 1.6 1.4 0.763 0.764 456.2 458.8 600.0 605.5 0.14 0.56 0.92

C2 1.980 ± 0.031 6.8 6.3 0.770 0.763 459.2 452.8 607.9 590.0 −0.97 −1.39 −2.95

C3 1.984 ± 0.031 14.2 13.2 0.770 0.761 460.6 449.8 611.4 582.0 −1.11 −2.34 −4.80

C4 1.972 ± 0.031 5.1 4.8 – – 586.4 578.7 991.4 963.5 – −1.32 −2.81

C5 1.971 ± 0.031 20.6 20.4 – – 586.9 583.8 992.9 980.6 – −0.53 −1.24

C6 1.973 ± 0.031 43.5 41.7 – – 588.9 587.1 999.5 991.7 – −0.30 −0.77

C7 1.681 ± 0.025 1.1 1.1 0.754 0.760 420.5 424.5 426.9 435.1 0.68 0.93 1.94

C8 1.658 ± 0.024 4.4 4.2 0.735 0.725 418.4 417.0 422.4 419.9 −1.37 −0.34 −0.59

C9 1.672 ± 0.024 9.4 9.0 0.745 0.743 420.2 422.0 426.2 430.0 −0.24 0.41 0.90

C10 1.665 ± 0.024 2.9 2.8 – – 483.9 477.3 569.9 550.2 – −1.37 −3.45

C11 1.666 ± 0.024 11.7 11.6 – – 484.8 488.4 571.9 576.2 – 0.76 0.77

C12 1.671 ± 0.024 24.4 24.4 – – 486.4 497.1 575.9 596.9 – 2.20 3.66
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with M2,th for all cases. A maximum δM2
 (△) is found for 

case C8 with δM2
= −1.4%. The above comparison proves 

the reliability of LITA to accurately determine temperature 
(i.e. speed of sound) and Mach number of shock-heated 
flows.

Given that signals were recorded for a range of pres-
sures and temperatures, we derived the influence of both 
quantities on the LITA signal intensity. To allow for a 
meaningful comparison, all signals were scaled with 
respect to the intensities of the input beams. The upper 
part of Fig.  12 shows the amplitude of the first LITA 
oscillation for each signal. Generally, the LITA inten-
sity at a constant temperature significantly increases with 
higher pressures. A quadratic fit of the form c(T)p2 (solid 
lines) shows good agreement (R-squared >0.98) with the 
experimental data. This square-dependency on pressure 
has already been reported by Cummings [63]. The coef-
ficients c(T) represent the temperature dependency. In 
the lower part of Fig.  12, c(T) of each fit is plotted ver-
sus temperature. Similar to the approach for the pressure 
dependency, a power function represents a good approxi-
mation of the experimental data. Danehy [64] reported a 

T−3 dependency for electrostrictive gratings in quiescent 
test gas, while Schlamp et  al. [55] found T−4.25 for non-
resonant LITA measurements in a supersonic free jet . For 
our experiments, signal intensity scales with T−3.4, which 
is in between the reported values.

The found p2T−3.4 dependency is seen as estimate for 
the applicability of LITA at experimental conditions other 
than those investigated here. It further demonstrates the 
potential to include pressure measurements using LITA. 
For quantitative pressure measurements, however, more 
detailed experiments with respect to the pressure depend-
ency must be conducted to quantify parasitic effects on the 
measurements such as stray light.

5 � Conclusion

The capabilities of single-shot laser-induced thermal acous-
tics (LITA) for shock-heated flows was assessed in a com-
prehensive study using a shock tube. Speed of sound, tem-
perature, velocity and Mach numbers were determined for 
the subsonic flow behind the incident shock and the quies-
cent gas after the reflected shock wave for argon and nitro-
gen as test gases. Calibration measurements of the fringe 
spacing showed a Gaussian distribution with a relative 
standard deviation of 1.2  %. The robustness of the setup 
toward external influences was proven by means of a sec-
ond calibration run after several experiments yielding com-
parable values. Hence, systematic error in the fringe spac-
ing calibration was negligible.

We performed a precision and accuracy analysis using a 
representative condition after incident (T2 ≈ 425 K, p2 ≈ 1 
bar) and reflected shock (T5 ≈ 980 K, p5 ≈ 5 bar) with low 
signal-to-noise ratios of around 10. For each case, multi-
ple experiments at the same conditions were carried out 
to allow for statistical analysis. After the incident shock 
wave, this yielded a single-shot precision for temperature 
and Mach number of 3.4 and 1 %. Theoretical values based 
on 1D inviscid shock wave theory were used for accuracy 
estimation. The averages of measured and calculated values 
showed relative deviations <0.35 % for both T and M.

For the reflected shock case, a single-shot precision 
of 2.7 % in the post-shock temperature was found for the 
measured data. In this case, non-idealities lead to a discrep-
ancy of −3.8% for the averages of calculated and measured 
values. A second set of experiments taken at a larger time 
after the shock passage yielded a deviation in average tem-
peratures of 1.15%. As a consequence, the precision and 
accuracy of single-shot LITA measurements are proven to 
be well sufficient even for worst-case scenarios. The found 
performance reaches up to what is reported for more estab-
lished techniques such as LIF and CARS, but in its present 
state stays behind high-accuracy, time-resolved TDLAS 
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systems. For future experiments, precision will be improved 
using more sophisticated post-processing algorithms based 
on theoretical models for the LITA signal generation.

We further investigated 12 conditions with pressures 
from 1–43 bar and temperatures between 420–1000 K. In 
all experiments, the prediction from theory was well within 
the 95 % confidence interval of the LITA measurement. For 
all cases, the maximum deviation of measured and theo-
retical temperatures was 4.8 %. Mach number yielded the 
best agreement of all measured parameters with deviations 
below 1.4 %. It was found that these discrepancies are an 
interplay between single-shot uncertainty of LITA and the 
inaccuracy of the theoretical state prediction. For the given 
range of experimental conditions, the effect of pressure 
and temperature on the signal intensities was investigated. 
Good agreement was found for a p2T−3.4 dependency, 
which allows to estimate the performance for the current 
setup at other conditions.

Finally it should be stated that the study evidently proves 
a valid applicability of LITA for shock-heated flows, espe-
cially in terms of shock tube experiments.
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