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visualization and quantification of many flow properties, 
including scalar concentration and temperature measure-
ments, and it has been long used in both low- and high-
speed flows. PLIF imaging based on a variety of tracers 
has been considered through the literature [1]. Histori-
cally, acetone and 3-pentanone [2, 3] have been widely 
used for scalar and temperature imaging, and more 
recently, naphthalene [4, 5], krypton [6], 1-methylnaph-
thalene [7], and anisole [8] have been utilized in a variety 
of applications.

Toluene has been identified as a versatile candidate 
for PLIF studies owing to its large fluorescence quantum 
yield and strong temperature sensitivity [9–13]. Toluene 
PLIF has found many applications for the study of mix-
ing, especially in internal combustion engine studies [10, 
12, 14–17] where the strong oxygen quenching [18] has 
been used to obtain a direct measurement of air/fuel ratio 
[1, 12, 19]. Some of the challenges (particularly related 
to pressure effects) on the use of toluene for fuel/air ratio 
measurements have also been identified [12, 15, 20, 21]. 
The properties of oxygen quenching on fluorescence have 
also been exploited for a direct measure of oxygen con-
centration in both single-tracer [22] and dual-tracer [23] 
configurations. Furthermore, because of the relatively 
large fluorescence quantum yield, toluene PLIF has also 
been successfully used for high-framing-rate imaging 
configurations where laser pulse energies are typically 
limited [14, 20, 24].

Toluene PLIF has proven to be a particularly robust 
approach for temperature measurements. Both single- 
and dual-band-detection schemes have been proposed 
[10, 13] and applied [16, 25–29]. Its use as a thermom-
etry technique stems from the strong temperature depend-
ence of the integrated fluorescence quantum yield and the 
temperature-induced red shift of the spectral fluorescence 

Abstract  Single-excitation, dual-band-collection toluene 
planar laser-induced fluorescence (PLIF) is used to meas-
ure temperature and number density (or partial pressure) 
fields in non-uniform supersonic complex flows in the pres-
ence of mixing and compressibility. The study provides a 
quantitative evaluation of the technique in transverse jets in 
supersonic crossflow (JISCF). It is found that toluene PLIF 
is highly effective in visualizing the structure of supersonic 
flows and that temperature can be accurately inferred with 
acceptable signal-to-noise ratios (of order 30) even when 
mixing occurs. The technique was applied to several JIS-
CFs that differ by jet fluid properties with resulting differ-
ent structures. In the presence of compressibility and mix-
ing, it is found that the PLIF signal is non-unique, a feature 
that is used to identify the mixing region of the transverse 
jet. Measurement errors due to camera registration errors 
have also been quantified. Because of the complexity of the 
flowfield, it is found that minute misalignment (<0.1 pix-
els) between the two PLIF images can introduce measur-
able errors on the order of tens of Kelvins and significant 
errors in temperature gradients.

1  Introduction

Tracer-based planar laser-induced fluorescence (PLIF) 
imaging is now a well-established technique for the 
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[10–13]. A single-band-detection scheme takes advan-
tage of the temperature dependence: the tracer is excited 
with a suitable laser (for toluene, 266 and 248 nm are 
common) and the resulting fluorescence is collected over 
the full spectrum. For uniform and isobaric (or of known 
pressure variation) situations, the collected fluorescence 
can be directly related to the tracer’s temperature. On the 
contrary, the dual-band-detection scheme primarily relies 
on the temperature-induced red shift: following single-
wavelength excitation, fluorescence is collected over two 
different spectral regions (for example on two different 
detectors or cameras, or on the same one by splitting the 
imaging region) and the ratio between the collected por-
tion is related directly to temperature. The advantage of 
this second approach is that pressure and tracer number 
density dependence does not come into play in the tem-
perature reconstruction procedure. Because of this, dual-
collection strategies are typically preferred in complex 
flowfields, such as in supersonic flows.

In some of our previous work on toluene PLIF ther-
mometry, we optimized and verified the dual-band-col-
lection thermometry strategy for the study of supersonic 
flows dominated by shock waves but with uniform tracer 
distributions [26]. In this study, we extend the use of the 
method to study the temperature field and mixing in non-
uniform supersonic flowfields. In particular, we apply 
the method to the study of mixing of the transverse jet 
in supersonic crossflow (JISCF). The transverse jet in 
crossflow (JICF) is a canonical flow with relevance to 
many engineering applications. The JICF system arises 
when fluid is injected perpendicularly to a crossflow. In 
the supersonic case (JISCF), both the jet and the cross-
flow might be supersonic. Recent reviews [30, 31] on the 
general properties of JICF give an up-to-date summary of 
their current understanding.

In this study, we evaluate the two-color toluene PLIF 
thermometry technique applied to a JISCF formed by sonic 
injection of different room temperature fluids into an ele-
vated temperature supersonic nitrogen crossflow seeded 
with toluene. Similar to our previous work [26], we use 
single-excitation (at 266 nm), dual-band detection toluene 
PLIF thermometry to locally measure the fluid tempera-
ture and tracer number density, from which a measure of 
mixing is inferred. Dual-band detection is carried out with 
two imaging systems equipped with a high-pass filter with 
a cutoff wavelength near 305 nm and a band-pass filter 
centered at 280± 10 nm, respectively. The mapping func-
tion between temperature and the ratio of the two PLIF 
images is constructed from the known spectroscopy of 
toluene [10–13] without any in-situ calibration. Although 
the spectroscopy of toluene is not affected by the different 
fluids used here, the resulting temperature fields are differ-
ent because of different thermophysical properties and the 

somewhat different fluid dynamic processes, which will be 
evaluated in a later publication.

Here we evaluate how toluene PLIF thermometry can 
capture the complex flowfield in these JISCFS under dif-
ferent conditions. We also consider cases where oxygen 
quenching is present by injecting air into the nitrogen cross-
flow. After we first summarize the toluene PLIF thermom-
etry technique and the experimental methods used in this 
study, we present some representative data for hydrogen, 
argon and air injection. Then, we evaluate the accuracy of 
the technique and we construct a zero-dimensional, isobaric 
mixing model to describe the properties of toluene PLIF in 
these supersonic flows. We also evaluate the precision (esti-
mated from a local measure of the spatial signal-to-noise 
ratio) of the measurements, as well as measurement errors 
arising from image registration errors, which are here found 
to have a significant role on the accuracy of the measure-
ments and on how the flowfield is rendered. In this regard, 
we evaluate the impact of image registration errors from 
numerical experiments using data from large eddy simula-
tions (LES) of a non-reacting JISCF [32] constructed to rep-
licate some of the methods used in the experiments.

2 � Toluene PLIF thermometry in non‑homogenous 
compressible flows

A complete description of the approach, its optimization 
and an assessment of its accuracy in uniformly seeded 
flows has been presented by [26], and only a brief overview 
is given here to aid discussion of the mixing studies pre-
sented here.

2.1 � Oxygen‑free environments

In the dual-collection configuration, two spectral bands 
are imaged simultaneously with independent imaging sys-
tems following single-wavelength excitation (at 266 nm 
in this work). For each view i (i = 1, 2), at a given excita-
tion wavelength, the collected LIF signal Sf ,i (in the weak 
excitation limit) depends on the number of incident pho-
tons E/hν (where E and ν are the energy and frequency of 
the excitation laser, respectively), its absorbed fraction nσ 
(where n and σ are the number density and absorption cross 
section of the absorbing species, respectively), the fraction 
of photons emitted as fluorescence over the fluorescence 
spectrum φ (which is the spectral fluorescence quantum 
yield), and the fraction collected by the imaging system τη 
(which includes any efficiency of the collection system, η,  
and the spectral transmission of any optical filter used, τ):

(1)Sf ,i(T ; p) =
E

hν
nσ(T)

∫

Ωτ

τi(�)φ(�, T; p)ηi(�)d�
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Integration is carried out over the spectral bandwidth of the 
optical filter Ωτ. Here Sf ,i is intended per unit volume of the 
probed region.

The absorption cross section and spectral fluorescence 
quantum yield (FQY) of toluene have been measured as 
a function of temperature in previous studies [10, 11, 13, 
20]. Pressure dependance has also been documented [20, 
28]. In particular, for partial pressure around 10–20 mbar 
(which is the range of saturation pressure of toluene around 
room temperature), the integrated FQY is pressure inde-
pendent for total pressure larger than 0.8 bar for 266-nm 
excitation at room temperature [20]. In compressible flow 
applications where large variation of pressure can exist, any 
pressure dependence is generally unwanted, and conditions 
of operation must take pressure dependence into consid-
eration or avoid it. In the current work, the flow conditions 
have been selected to operate in the pressure-independent 
regime, although the large variation of pressure associated 
with the traverse jet in supersonic crossflow could invali-
date this assumption locally (discussed further below).

According to the following relation, the ratio between 
the LIF signal collected over the two bands depends only 
on the local temperature:

This conclusion is correct only if pressure effects on flu-
orescence are absent and if the red shift is due only to 
changes in temperature. In this case, the LIF ratio is inde-
pendent of the local number density of the tracer. Thus, 
temperature can be extracted from a measure of the LIF 
ratio even if mixing occurs.

Koban [10] and Miller et al. [26] identified the BP280/
WG305 pair as the optimal combination of filters for the 
range of temperature relevant to compressible flow appli-
cations. This filter combination is also used in the current 
study. With this filter pair, we integrate each term in Eq. 2 
to find a relation between temperature and R that does not 
require any further calibration step. Because the ratio is 
constructed from the ratio of measurements with differ-
ent cameras (or in general, detectors) with different prop-
erties (i.e., quantum efficiency, gains, f /#, etc.), the only 
required in-situ calibration is to express R(T) relative to 
the value at a known reference temperature (here taken to 
be room temperature, Tref = 295K) i.e., R(T)/R(Tref). The 
resulting normalized ratio is therefore a unique function of 
temperature and does not depend on any of the details of 
the imaging system. In practice, this normalization is car-
ried out by performing an initial imaging of the uniformly 
seeded field at room temperature and it is included as part 
of the sheet uniformity correction step that is required. The 

(2)R(T) =
Sf ,1(T)

Sf ,2(T)
=

∫

Ωτ ,1
τ1(�)φ(�, T)η1(�)d�

∫

Ωτ ,2
τ2(�)φ(�, T)η2(�)d�

resulting calibration curves using the BP280/WG305 filter 
pair are given in [26] with spectroscopy data courtesy of 
[18].

2.2 � Flows with oxygen

The results described above strictly apply for the case of 
an oxygen-free environment. For the test carried out in this 
work, our crossflow is nitrogen seeded with toluene, while 
we inject different fluids, including air. We evaluate the 
effects of oxygen on accuracy by using air as the injectant. 
Toluene fluorescence is strongly quenched by oxygen and 
exhibits a fluorescence red shift due to oxygen for certain 
excitation wavelengths [18]. Negligible oxygen-induced 
red shift has been observed for 266-nm excitation [33]; 
however [18] proposed a model based on two de-excitation 
channels to describe the effect of oxygen number density 
on the decrease in (total integrated) FQY. Their model is 
used here.

The ratiometric thermometry scheme using toluene with 
266-nm excitation can be used in environments with and 
without oxygen, and with or without mixing. This conclu-
sion is valid only if oxygen quenching results in a decrease 
in FQY (spectral and integrated) without deforming (e.g., 
red shifting), the fluorescence spectrum over the range of 
(pressure/temperature) conditions of interest. Unfortu-
nately, there is not sufficient information to unequivocally 
establish this conclusion. The only available but limited, 
amount of data supporting this conclusion is from the 
work of [18] and from some of their unpublished data [33]. 
Under this assumption, the role of oxygen is to quench fluo-
rescence uniformly across the fluorescence spectrum. Thus, 
Eq. 2 is modified to introduce the effect of quenching on 
φ(�, T) using the model of [18]. Then, the corresponding 
conversion curve R(T)/R(Tref) versus T  can be constructed 
similarly to the oxygen-free case. Because quenching is 
independent of wavelength, the resulting R(T) calibration 
curve is identical to the one for the oxygen-free case. How-
ever, oxygen quenching strongly reduces fluorescence, thus 
negatively impacting the accuracy of the measurement or 
even hindering altogether its applicability in practice.

Although low FQY (thus LIF signals) is expected in 
flows with oxygen, it is expected that reasonably accurate 
measurements of temperature might also be achieved in 
flows with oxygen. [26] have shown that good temperature 
measurement in uniformly seeded, oxygen-free flows can 
be performed up to 700 K, and up to 900 K with a some-
what reduced accuracy and reasonable signal-to-noise ratio. 
Therefore, based on the model and restrictions considered 
here, it is expected that acceptable temperature measure-
ments are also possible in flowfields with oxygen (e.g., air) 
or in non-uniform flows with mixing in the presence of air.
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3 � Experimental setup

In this study, we consider a transverse jet in supersonic 
crossflow generated by injecting a fluid perpendicularly to 
the flow over a flat plate generated by an expansion tube.

3.1 � Supersonic flow facility

The experiments presented herein were conducted at the 6″ 
Expansion Tube Facility of the High Temperature Gasdy-
namics Laboratory at Stanford University. This facility was 
used to generate the supersonic crossflow used to test the 
PLIF method in the transverse jet configuration described 
here. A detailed description of this facility can be found 
in [34] and [35]. A general treatment of the operational 
principle and theoretical analysis of the performance of an 
expansion tube can be found in [36].

The crossflow was generated using nitrogen seeded with 
toluene vapor (0.5 % by volume) as the test gas. To ensure 
uniform and repeatable seeding, the toluene/nitrogen mix-
ture was prepared manometrically in a separate tank and 
then used as the test gas in the expansion tube. A low-
enthalpy crossflow was considered to avoid toluene pyroly-
sis and ensure large fluorescence yields.

Throughout the study, the freestream conditions were 
maintained constant at a Mach number Ma = 2.3 (±0.1),  
pressure pa = 111 kPa (±10 kPa) and temperature 
Ta ≈ 460K (±10K), with a test time duration of approxi-
mately 2ms (over which Ma was steady to within 10 %). 
Subscript a refers to freestream conditions. The aero-
thermal conditions of the crossflow reported here were 
estimated from an initial set of flow calibration runs and 
from a measure of the shock speeds acquired during the 
experiments and from which nominal, bulk-average con-
ditions were inferred using a zero-dimensional expan-
sion tube solver (based on the expansion tube analysis 
of [36]). The set of flow calibration runs consisted of 
measuring the freestream Mach number from Schlieren 
images, and measuring the pitot-static pressure acquired 
in the freestream. Shock speed measurements were 
acquired as the time-of-flight between pressure sen-
sors mounted along the expansion tube at the driven and 
expansion sections. Further details on the quantification 
of the crossflow aerothermal properties are provided in 
[26].

3.2 � The transverse jet in supersonic crossflow

To demonstrate the methodology, a transverse jet in super-
sonic crossflow system was considered and investigated. 
Referring to Fig. 1, the flow of interest was generated by 
issuing a jet of fluid perpendicularly from a flat plate into 

the supersonic crossflow of nitrogen seeded with toluene. 
Injection was carried out from room temperature (i.e., the 
stagnation temperature of the jet was near 295K) condi-
tions at a suitable value of the jet stagnation pressure 
(around 1.9MPa, depending upon the fluid being used). 
The flat plate (155mm long by 100 mm wide) was placed 
at the exit of the expansion tube within the region of uni-
form flow. The jet fluid was injected from a contoured 
round orifice 2mm in diameter (D) located 64mm from 
the leading edge of the flat plate. Different injection gases 
were employed to assess PLIF thermometry measurements 
under different fluid conditions. In particular, injection of 
hydrogen, helium, helium/argon (85  %/15  %) mixture, 
nitrogen, air and argon were considered. Although none of 
these fluids affect the spectroscopy of toluene (other than 
air), they do affect the temperature field (through different 
specific heats) and the structure of the JISCF. These flu-
ids were selected to investigate the physics of mixing for 
variable-density JISCFs, which will be reported in a sepa-
rate publication. Within the scope of the current study, this 
range of fluids was considered to investigate the impact of 
fluid properties (primarily the specific heat of the fluid) on 
the use of toluene PLIF for thermometry and as a meas-
ure of mixing. In presenting the results in the following 
sections, we will solely consider the hydrogen and argon 
cases, having the extreme values of molecular weight and 
specific heat considered in the study. We will also con-
sider the air injection case to assess how oxygen quench-
ing affects our ability to accurately measure temperature in 
these flows.

The set of cases considered in the investigation are sum-
marized in Table 1 where the main parameters defining the 
transverse jet are reported. In particular, the jet-to-cross-
flow density ratio (s), velocity ratio (r), and corresponding 
momentum flux ratio (J) are reported. The jet exit Reynolds 
number (ReD) defined as ρUjetD/µ based on exit conditions 

Fig. 1   Schematic diagram of the flowfield of a transverse jet in 
supersonic crossflow
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is also reported. All cases were selected to maintain a con-
stant value of J = 2.4.

3.3 � Imaging configuration

The excitation and detection configuration used in the cur-
rent study mostly followed the methodology and configura-
tion used in [26]. The excitation laser light was provided 
by a frequency-quadrupled injection-seeded Nd:YAG laser. 
The resulting laser beam was directed to the test section 
where it was formed into a collimated 4-cm-wide laser 
sheet through a combination of cylindrical lenses and then 
focused to a (FWHM) thickness of about 0.4 mm (meas-
ured with the scanning knife edge technique).

Following 266 nm excitation, fluorescence was collected 
with two separate ICCD cameras equipped with suitable 
collection optics and filters. In particular, an Andor iStar 
712 (512× 512 pixel) and a LaVision DynaMight (2× 2 
binned to 512× 512 pixel) ICCD cameras were used. The 
ICCD cameras were gated to 400 ns to capture all fluores-
cence while reducing collection of unwanted background 
light. Each camera viewed the imaging region from oppo-
site sides of the laser sheet and was adjusted to match mag-
nification and field-of-view. The resulting spatial resolution 
was 96µm/pixel, which is near the resolving power of the 
imaging arrangement.

In the dual-wavelength collection scheme used here, 
each camera collected a different spectral band of toluene 
fluorescence by imaging through different optical filters. In 
particular, the DynaMight ICCD camera was equipped with 
two interference bandpass filters centered at 280 nm with 
±10 nm FWHM bandwidth (BP280) and one UG11 Schott 
glass filter; conversely, the iStar ICCD camera used a 
3-mm-thick WG 305 long-pass filter and UG11 filters. To 
facilitate the discussion, with reference to the filters used 
for the imaging, we will here refer to each individual view 
as the “BP280” (or “blue”) and “WG305” (or “red”) views, 
respectively.

3.4 � Image correction and processing

In this section, we summarize the image correction and 
processing steps that were used to extract the final tempera-
ture fields. Because the method is based on a ratiometric 
approach from two independent camera views, it is impera-
tive that the imaging from each view is accurately matched 
(to sub-pixel accuracy) to prevent errors in the tempera-
ture measurement arising from registration mismatch and 
to preserve the features of complex turbulent flows with 
good fidelity. To anticipate a result shown below, it was 
found that residual registration errors of even sub-pixel 
magnitude resulted in significant fictitious gradients in the 
reconstructed temperature field associated with turbulent 
features. This effect was particularly evident near sharp dis-
continuities, such as at the bow shock of the JISCF. There-
fore, to enhance the image registration accuracy, a multi-
step image registration, dewarping and correction scheme 
was employed following background subtraction (from an 
ensemble average background image). In particular, the 
image correction procedure was structured in the following 
three steps.

Step 1 Initial camera registration was carried out by 
imaging a target composed of a matrix of equally spaced 
dots marked on a transparent film and located at the center 
of the excitation laser sheet. From this target image, the ini-
tial registration projection function needed to project one 
view (red) onto the other one (blue, which we take here to 
be the reference view) was constructed. This initial regis-
tration step achieved projection errors less than 0.1 pixel 
(projection error was defined as the difference between the 
centroid of dot markings extracted from the reference view 
and of that from the projected second view).

Step 2 The second step was to correct for accidental mis-
alignment (primarily translation) between the two views 
on a shot-to-shot basis. This step was found necessary to 
account for residual translation (mainly lateral) arising 
during operation of the facility over the course of the day. 
For this purpose, registration features were introduced at 
the edges of the illumination laser sheet by modulating its 
intensity with thin wires [37], from which the relative lat-
eral offset between the two views was extracted and used to 
compensate the pair of images on a shot-to-shot basis.

Step 3 As last step, any further post-processing required 
to reduce the data was carried out (e.g., background sub-
traction and sheet correction), the two shot-to-shot matched 
views ratioed and the corresponding temperature field 
reconstructed using the calibration curve constructed in 
Sect. 2. Only as the final step, the resulting images were 
dewarped to project them from the image coordinate system 
to the object coordinate system. This last step also corrected 
any image deformation introduced by the imaging system.

Table 1   Summary of jet conditions

s, r and J are the jet-to-crossflow density ratio, velocity ratio, and 
momentum flux ratio, respectively; ReD is the jet exit Reynolds num-
ber based on exit conditions

Gas s r J ReD

H2 1.65 1.21 2.4 3.3× 10
5

He 3.07 0.89 2.4 2.1× 10
5

85 % He/15 % Ar 7.17 0.58 2.4 3.1× 10
5

N2 22.9 0.32 2.4 6.4× 10
5

Air 23.7 0.32 2.4 6.0× 10
5

Ar 30.6 0.28 2.4 5.8× 10
5
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Note that this set of dewarping, matching and image 
resampling steps have to be kept in mind when interpreting 
the signal-to-noise ratio (SNR) values obtained in the cur-
rent study. In fact, each step effectively acts as a low-pass-
filtering operation, thus improving the SNR value.

4 � Imaging results

4.1 � Imaging in an oxygen‑free environment

An example of the LIF images acquired simultaneously 
with the red and blue cameras are shown in Fig.  2a, b, 
respectively, after all image correction steps were taken. 
The case shown in this figure refers to hydrogen injection. 
Because each view is sensitive to a different portion of the 
fluorescence spectrum, the same features are rendered in a 
slightly different way and hence can be an aid for the inter-
pretation of the overall structure of the JISCF flowfield.

The results of these introductory images show that the 
strong temperature sensitivity of toluene fluorescence is 
capable of capturing and effectively rendering all the major 
flow structures (refer back to Fig. 1 and to the labeled fea-
tures of Fig. 2b): the bow shock, the (upstream) separation 
shock (S), and the edge and wake of the transverse jet. Note 
also that jet fluid entrainment in the upstream separation 
region is well-captured as the high LIF signal region near 
the wall upstream of the injector reveals (R).

The exceptional temperature sensitivity of the toluene 
LIF is also demonstrated by what we identify in Fig. 2b as 
acoustic waves. They are seen to radiate outward from the 

transverse jet origin into the region bounded upstream by 
the corrugated bow shock and below by the wake of the jet.

These images also reveal the near-field, windward mix-
ing layer generated by the penetrating jet (unseeded) and 
the crossflow (toluene seeded). This fluid dynamic feature 
is well-rendered by the high-intensity LIF signal band that 
can be recognized past the quasi-normal portion of the bow 
shock (where there is low LIF signal due to high tempera-
ture past the shock) and the core of the jet (where there is 
no LIF signal due to lack of tracer). The mixing layer is 
rendered as shown here because of the non-uniqueness of 
the LIF signal on the local fluid state. A similar effect could 
be expected with other tracers, but toluene exhibits this 
property very strongly because of the exponential temper-
ature sensitivity while only a linear dependence on tracer 
mole fraction.

Figure 3a shows an example of the LIF ratio. Then, by 
applying the LIF ratio to temperature calibration, the ratio 
is converted to temperature as shown in the final result of 
Fig.  3b. The blanked out portion (shown in white) of the 
flowfield in Fig. 3b is the portion of the jet where pure jet 
fluid exists and where temperature measurements cannot be 
performed; it has been defined based on a threshold value 
of the LIF signal set to 5 % of the free stream value.

The image of the fluorescence ratio and reconstructed 
temperature generally result in a flowfield with less fine-
scale details than what the PLIF images might suggest, 
while maintaining the underlying structure of the sys-
tem being investigated. Loss of detail is only apparent in 
the sense that many of the features that can be identified 
in the PLIF image result from the large spatial contrast 

Fig. 2   PLIF image of the transverse jet: a WG305 view (grayscale colormap), and b BP280 view (colormap from blue to red to yellow) for 
hydrogen injection. In all cases shown here, J = 2.4 and the freestream Mach number and temperature are 2.3 and 460 K, respectively
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enabled by the high temperature sensitivity of the fluores-
cence. Referring again to the labeled features of Fig.  2b, 
the temperature rise across the bow shock and across the 
separation shock are clearly captured; very clear also is the 
presence of colder fluid in the upstream separation region 
(an important feature in JISCF). The acoustic waves identi-
fied in the LIF images of Fig. 2b can also be recognized in 
Fig. 3b.

The measured temperature and one of the LIF image 
were combined with Eq.  1 to infer the number density 
(n) of the tracer (in freestream fluid) to be used as a more 
fundamental measure of mixing. In order to account for 
shot-to-shot variation of crossflow properties, the number 
density was normalized by the freestream value, na. The 
normalized number density n/na was further reduced to 
a measure of the partial pressure of the tracer by remov-
ing the temperature effect on n, thus reducing to χp/χapa,  
where χ and χa are the local and freestream values of the 
mole fraction of tracer, respectively.

To give an example of typical measurements, Figs.  4 
and 5 show an example of the measured instantaneous LIF 
signal, temperature, normalized number density n/na and 
normalized partial pressure χp/χapa for injection of hydro-
gen and argon, respectively. Because no low-pass-filtering 
operation was performed at any step in the data reduction 
process, measurement noise has been amplified. This can 
be qualitatively assessed by looking at the gradual worsen-
ing of the SNR of each field. Qualitatively, the LIF images 
look acceptable, the temperature field appears noisier, and 
the partial pressure measurement is significantly noisy, 
thus preventing accurate local measurement. Nevertheless, 
the main features of the system can still be qualitatively 

identified. A comprehensive assessment of the noise char-
acteristics of these measurement will be provided below.

4.2 � Imaging in flows with oxygen quenching

The feasibility of using toluene PLIF for temperature imag-
ing in supersonic flows in the presence of oxygen was also 
investigated by considering the JISCF formed by injection 
of air into the toluene-seeded nitrogen crossflow.

Figure 6 shows an example of the (a) LIF signal (blue 
image) and (b) corresponding reconstructed instantaneous 
temperature for one case with air injection. Comparison 
of the LIF image obtained in this case with any of the pre-
vious cases (in particular with the argon case) reveals the 
impact of the strong oxygen quenching of the fluorescence 
as the jet fluid entrains and mixes with the hot crossflow. 
The strong oxygen quenching affects how the entire JISCF 
flowfield is visualized. In particular, the interface between 
the jet and crossflow is clearly rendered and identifies the 
interface where turbulent mixing occurs. On the jet side, 
the LIF is strongly reduced and helps identify regions 
where molecular mixing has occurred. Thus, in general, the 
strong quenching can be exploited to better identify regions 
of entrainment. For example with reference to Fig. 6a, oxy-
gen quenching enables visualization of jet fluid entrain-
ment into the upstream separation region or into the bound-
ary layer downstream of the injector. These features are not 
as clearly rendered by the LIF signal when quenching is 
absent (e.g., Fig. 5a). Thus, the combination of both cases 
with and without oxygen quenching can be used in tandem 
to better explore the subtleties of the mixing process in 
these complex supersonic flows.

Fig. 3   a LIF signal ratio BP280/WG305 and b reconstructed temperature field corresponding to the case of Fig. 2
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The corresponding reconstructed temperature field is 
shown in Fig.  6b. The first observation is that the result-
ing temperature field is noisier and more fragmented (com-
pared to an equivalent case with no oxygen quenching). 

For example, in the previous case of Fig. 5, the large-scale 
structures were better rendered and could be more easily 
identified by inspection. On the contrary for the air case, 
the regions associated with the transverse jet (the cold 

Fig. 4   Instantaneous fields for hydrogen injection: a BP280 LIF, b temperature, c number density and d partial pressure

Fig. 5   Instantaneous fields for argon injection: a BP280 LIF, b temperature, c number density and d partial pressure
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regions) are not smooth and are noisy and difficult to dis-
cern. From a comparison of the set of data available, we 
believe that the result of Fig. 6b are solely due to the low 
SNR and low signal levels that exists (within the wake) in 
the case where oxygen quenching is present.

Unlike the oxygen-free case, in this case, extracting the 
number density field directly from the LIF measurements is 
not possible. When oxygen quenching is present, the rela-
tionship between LIF and local number density depends on 
both pressure and χ (knowing temperature). But because 
the LIF signals from the two channels are not independent, 
it is thus not possible to infer either of them, not even in a 
relative form as done for the quenching-free case.

5 � Temperature measurement accuracy

In this section, we evaluate the accuracy of toluene PLIF 
thermometry applied to non-uniform mixing flows. A 
more complete assessment is carried out based only on 
the oxygen-free case, whereas the analysis for the case of 
air injection (i.e., with oxygen quenching) will be of more 
limited scope. First, we will investigate the response of the 
methodology to different working parameters related to the 
transverse jet in crossflow system; then, we will assess the 
accuracy of the measurements by comparing to expected 
values, based on SNR consideration and including errors 
associated with image registration, which was found to 
have a large contribution and it is of particular importance 
in our application.

5.1 � Measurement response analysis

A simple, zero-dimensional model of the mixing process 
in non-uniform flows was constructed to investigate the 
response of the toluene PLIF thermometry (without and 
with oxygen quenching) to different working parameters 
relevant to this study. The main working parameter was the 
type of fluid employed for the injection. For each injectant, 

two properties are of particular interest: molecular weight 
(W) and specific heat (cp). They both affect the resulting 
mixing and how the resulting LIF signal is rendered, but 
they do not affect the spectroscopy of toluene itself. Injec-
tion of different fluids might also affect the fluid dynam-
ics of the JISCF system [38, 39]. We will first focus on the 
oxygen-free case, and later extend the analysis to the case 
with oxygen.

5.1.1 � Oxygen‑free case

The zero-dimensional model considers the mixing of a 
given amount of crossflow fluid (nitrogen) with a given 
amount of jet fluid (as in Table  1). We define ζ the mass 
fraction of jet fluid in the mixture (i.e., we interpret it as 
the mixture fraction). We assume that each fluid is at an 
initial temperature Ta (freestream) and Tj (jet), respectively. 
As an example, we consider Ta = 650K (which is near the 
maximum temperature seen in these experiments in the 
post-bow shock region) and Tj = 295K (which is the tem-
perature of the injectant). From an energy balance, the tem-
perature of the resulting mixture is thus:

Furthermore, assuming an initial value of pressure (taken to 
be 100 kPa in the model), the corresponding number den-
sity can also be constructed as a function of mixture frac-
tion. Pressure was assumed to remain constant during the 
mixing process. Then, given a mixture (i.e., the type of jet 
fluid and the value of ζ) and its corresponding temperature, 
the corresponding full-spectrum, BP280 and WG305 LIF 
signals and the (BP280/WG305) LIF ratio were constructed 
using the model described in Sect. 2.1. In doing this, it was 
assumed that toluene was seeded into the freestream nitro-
gen with an amount of 0.5 % by weight (as in the experi-
ments themselves).

Figure 7 shows plots of the (a) mixture temperature, (b) 
BP280 LIF signal and (c) LIF signal ratio as a function of 

(3)T(ζ ) =
ζcp,jTj + (1− ζ )cp,aTa

ζcp,j + (1− ζ )cp,a

Fig. 6   Instantaneous fields for air injection: a BP280 LIF, and b temperature
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mixture fraction for the different jet fluids considered in 
this study (ζ = 1 indicates pure, unseeded jet fluid). The 
temperature profile (Fig.  7a) shows the trivial nonlinear 
(but still monotonic) relation between the two quantities 
due to the different properties (cp) between fluids. Most 
interestingly, it is the LIF signal profile (Fig.  7b). For all 
fluid cases, the profile is non-monotonic with a maximum 
LIF signal for an intermediate value of ζ that depends on 
the combination of working fluids. In particular, for heavy 
gases like N2 and Ar, the peak LIF signal approaches ζ = 1 
while for light gases like H2 and He, it approaches ζ = 0. 
The WG305 and full-spectrum LIF signals show a similar 
behavior. This non-monotonic behavior of the LIF signal 
is solely due to the strong temperature sensitivity offered 
by toluene PLIF even though the dilution of tracer and the 
temperature are monotonic in ζ. In particular, as Fig.  7a 
shows, our choice of the configuration of the diagnostic 
is such that both the mixture temperature and the num-
ber density of the tracer molecule (toluene) decrease as ζ 
increases (because we are seeding the hot freestream and 
not the jet). Referring back to the LIF equation (see Eq. 1), 
the LIF signal depends on the product of the number den-
sity of the tracer (a monotonic decreasing function of ζ) and 
the FQY, which has an exponential dependence on temper-
ature (neglecting for sake of discussion the relatively weak 
temperature dependence of the absorption cross section of 
toluene for 266-nm excitation). Thus, the FQY strongly 
increases as temperature decreases due to the mixing (as 
ζ increases). The result is a strong LIF signal increase as 
mixing occurs (as ζ increases). Then, due to the dilution 
of the tracer species, as we approach ζ = 1, the amount 
of tracer in the mixture goes to zero and the LIF signal 
is forced back to zero. The competition between these 
effects results in the non-monotonic behavior observed in 
Fig.  7b. Finally, both the BP280 and WG305 LIF signals 

are affected in a similar fashion, thus their ratio becomes 
again a monotonic function (albeit not linear) of ζ. This is 
demonstrated in Fig.  7c. It is also interesting to note that 
the relationship between the LIF ratio and ζ is generally not 
linear and the exact dependence between the two quantities 
is affected by the properties of the mixing species. Note, 
however, that a nearly linear dependence can be obtained 
for a particular jet fluid (in this case the Ar/He jet mixture 
mixing with nitrogen).

Figure  8 shows the same results of Fig.  7 but cast in 
terms of temperature dependence. In this form, the only 
relevant parameter that differentiates the behavior is the 
ratio of specific heats γ. The results presented in this form 
show the non-monotonic relationship between the LIF sig-
nal and the fluid properties. The non-monotonic behavior 
remains in both temperature and (freestream normalized) 
number density dependence, while a nearly linear depend-
ence between LIF ratio and (normalized) number density is 
observed.

In our flow, compressibility changes both temperature 
and pressure. However, it will not alter the overall mono-
tonic dependence on ζ, nor it will affect the strong tempera-
ture sensitivity of the toluene LIF. Therefore, it is expected 
that the same qualitative behavior exists once compressibil-
ity effects are in place.

5.1.2 � Oxygen quenching case

The same model (and with the same initial temperature 
and pressure) was also extended to the case where oxy-
gen quenching is present. This case replicates conditions 
where experiments were conducted in the same nitrogen 
freestream (as the other experiments) but injecting air as the 
jet fluid. This model is constructed similarly to the previous 
case with nitrogen and suffers from the same limitations. 
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Fig. 7   a Temperature of the mixture as a function of mixture fraction; b corresponding simulated BP280 LIF signal and c (BP280/WG305) LIF 
ratio for different room temperature jet fluids mixing with hot (650K) nitrogen
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The only difference is that the LIF model accounts for oxy-
gen quenching as described in Sect. 2.2, and it assumes that 
air is composed of 21 % oxygen in nitrogen. The results of 
the model for this case with oxygen quenching are shown 
in Fig. 9.

In this case, the relationship between temperature of 
the mixture and ζ (not shown) is identical to the nitrogen 
injection case of Fig. 7a. However, when oxygen quench-
ing is present, the dependence of the LIF signal (e.g, the 
BP280 LIF signal) with ζ (Fig. 9a), or with temperature of 
the mixture (Fig. 9b) is altered from the oxygen-free case 
(compared to the nitrogen injection cases of Figs.  7 and 
8). In particular, the non-monotonic behavior is strongly 
reduced and it weakly appears near ζ = 0.15. Although it 
is not shown here, the exact profiles of Fig. 9 depend on the 
oxygen content and on the initial conditions. The impor-
tant aspect to highlight here is that the presence of oxygen 
reduces or completely removes the non-monotonic behav-
ior, thus hindering some of the benefits of toluene PLIF 
imaging. As it was noted in Sect. 2.2 based on the model 
presented there, the LIF signal ratio is insensitive to the 

presence of oxygen quenching, thus the same dependence 
between LIF ratio and ζ is found in this case.

5.2 � Potential localized pressure dependence 
and accuracy

One of the limitations of toluene PLIF is that pressure 
dependence on FQY might exist for low pressures [20, 28]. 
The nominal conditions of the experiments performed here 
were selected to be in the pressure-independent regime, at 
least in a bulk sense. However, the flowfield generated by a 
JISCF is complex and highly non-uniform in pressure, tem-
perature and (jet fluid) concentration. The crossflow static 
pressure was maintained above 100 kPa, and the local static 
pressure increases as the bow shock system is encountered. 
However, wall static pressure measurements in JISCFs 
have indicated that the leeward region of the transverse 
jet experiences static pressures well below the freestream 
static value [40, 41]. In particular, pressure sensitive paint 
measurements show that there is a strong compression in 
the windward side that may amount to several times the 
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Fig. 8   a Simulated BP280 LIF as a function of temperature of the mixture for jet fluids with γ = 5/3 and γ = 7/5; b corresponding simulated 
BP280 LIF signal and c (BP280/WG305) LIF ratio as a function of normalized number density

Fig. 9   a Simulated BP280 LIF 
signal as a function of mixture 
fraction; and b simulated BP280 
LIF signal as a function of tem-
perature for mixing with oxygen 
quenching
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freestream values (depending upon the value of J); the 
compression is due to the upstream separation and the 
bow shock. On the contrary, the flow experiences a sudden 
expansion at the leeward side, with pressures that can be as 
low as one quarter of the freestream value. This low-pres-
sure region resides in a limited portion of the wake of the 
transverse jet and extends downstream up to about 5D (for 
transverse jets with J  similar to these experiments). Thus, 
for the case of this study, the value of the minimum pres-
sure that the flow experiences in the low-pressure region is 
estimated to be as low as 25 kPa. This value is well within 
the pressure-dependent regime [20].

Pressure dependence may affect the results by altering the 
dependance of the LIF ratio with temperature through the 
following two mechanisms: (1) a change in the magnitude 
of the integrated FQY, and/or (2) a distortion of the spectral 
FQY. For 266-nm excitation, the integrated FQY remains 
constant from total pressures larger than 80 kPa. Below this 
value, the limited data of Cheung [20] (taken at room tem-
perature) suggests that the integrated FQY increases at most 
by about 20 % as pressure is lowered. A limited set of spec-
tral FQY data is also available from Cheung [20] at different 
pressures (at room temperature). For total pressure above 
100 kPa, there is no measurable change in the spectral FQY 
with increasing pressure (at room temperature). Low-pres-
sure spectral FQY was measured for pure toluene at 10 and 
20 mbar and indicate a small, but measurable, decrease of 
the spectral FQY for wavelengths below about 270 nm; for 
larger wavelengths, the spectral FQY remains unaltered.

Although a comprehensive assessment cannot be drawn 
because of the limited data available, what known suggests 
that pressure effects might be negligible here. Pressure-
induced changes that do not alter the spectral distribu-
tion of the FQY do not affect the LIF ratio to temperature 
mapping function. Furthermore, because of the use of the 
BP280/WG305 optical filter combination, the portion of 
the spectral FQY that may depend on pressure is removed 
from the integral of Eq. 1 for both the blue and red views. 

It is thus concluded that the inferred temperature is robust 
relative to large changes in local pressure for the detection 
arrangement used in this study irrespective of the flow con-
ditions. On the contrary, measurement of the number den-
sity in low-pressure environments (below 80 kPa) do have 
a dependence on pressure through changes in integrated 
FQY. Quantification of the exact impact or even account-
ing for this component is currently not possible due to lack 
of information in this regard. Nevertheless, because the 
inferred number density depends linearly on the integrated 
FQY, it is expected that the error in number density could 
be at worst 20 % for pressure reaching below 10 kPa.

5.3 � Precision evaluation (SNR)

Measurement precision is here defined and evaluated in 
terms of the spatial signal-to-noise ratio (SNR). The SNR 
was defined by extracting sub-regions of size N × N from 
the images from which the mean (S) and standard deviation 
(σS) values over the subregion were computed. Then SNR 
was defined as the ratio S/σS, where S is any quantity of 
interest, like the LIF signal, temperature, number density, 
etc. Values of N = 4, 8 and 16 were considered. Note, how-
ever, that this method does not differentiate between spatial 
variations inherent with the spatial variability of the flow 
and true measurement noise. Probability density functions 
(PDF) of the SNR for the different quantities were then 
compiled and are shown in Fig. 10. The effect of increasing 
N was to remove the tails at high SNR in the distributions 
of Fig. 10.

The results for the LIF signal indicate SNR values near 
45–50 in the freestream where the highest temperature 
(lowest LIF values) is found, and SNR values near 15 in 
the wake of the transverse jet where temperature is low but 
less tracer is present. However, because of turbulent mix-
ing in the wake, true spatial variations in the flow may also 
contribute to a lower estimate of the SNR. For the tempera-
ture field, SNR on the order of 25–30 can be achieved, even 
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in the wake of the jet. Finally, for the number density and 
partial pressure, the SNR is only around 5. Thus, the esti-
mation of the number density results in a decrease in the 
SNR by a factor of 5 from that of the measured LIF and 
temperature fields.

For comparison and for investigating the expected vari-
ation of SNR with mixture fraction, the expected SNR for 
all quantities of interest can also be estimated using the LIF 
and mixing models outlined previously. In particular, the 
SNR of the temperature measurements can be estimated 
from the calibration function above and the SNR values of 
the two LIF channels as [26]:

where R = Sf ,1/Sf ,2 as defined previously, and SNRf ,1 and 
SNRf ,2 are the SNR values of the two LIF channels. The 
term dT/dR can be estimated from the ratiometric cali-
bration above. The only unknowns in the equation are 
SNRf ,1 and SNRf ,2, but for simplicity we here estimate 
them assuming that the LIF is shot-noise limited, i.e., 
SNRfi =

√

Sf ,i . Furthermore, using the error propagation 
equation, the corresponding SNR for the number density 
as a function of the SNR of the LIF signal and of the 
measured temperature can also be derived and written 
as:

where for brevity F(T ;Ωτ) is used to indicate the integral 
of Eq. 1 and SNRf  is the SNR of one of the two LIF chan-
nels used to estimate the number density. Similarly, the 
SNR for the partial pressure is a mere extension of SNRn 
to give:
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Using Eqs.  4–6 to estimate the variation of SNR for the 
three quantities with mixture fraction, Fig.  11 shows the 
resulting profiles for mixing of different room temperature 
jet fluids with hot (650 K) nitrogen. In constructing Fig. 11, 
the only free parameters were SNRf ,i taken in the shot-noise 
limit and were scaled to give an SNRT around 30, as seen in 
the experiments.

First, it is noted that imposing an appropriate value for 
SNRT, the same magnitudes of SNRn and SNRp of what was 
observed in the experiments are recovered by Eqs.  4–6. 
For all three quantities and all fluid cases, it is observed 
that the SNR trend is again non-unique, as was observed 
for other quantities above. In fact, the overall trend of the 
SNR for all quantities primarily follows the trend of the 
LIF signal, as shown in Fig. 7b. In particular, the peak of 
the SNR is found for some intermediate values of the mix-
ture fraction, and the peak depends on the type on injectant. 
For light gases, the peak is near ζ = 0 and it moves toward 
ζ = 1 for heavier gases. As far as temperature is concerned 
(Fig. 11a), light gases show a rapid decrease of SNRT as ζ 
increases; on the contrary, for heavier gases, SNRT tends to 
level out over a large range of the mixture fraction.

5.4 � Temperature reconstruction errors due to image 
registration errors

One of the limitations of the measurements presented here 
is associated with image registration errors. During the data 
reduction process, it was observed that minute shifts (sub-
pixel) between the blue and red views resulted in different 
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reconstructed fields. In particular, it was observed that the 
magnitude of the local temperature had a somewhat weak 
dependence on image registration, but the spatial distribu-
tion of temperature was considerably affected to the point 
that the structure of the underlying turbulent flowfield was 
distorted. Similarly, the local temperature gradients were 
strongly affected. The dominant error was found to be due 
to a residual relative offset between the blue and red views 
after all correction and registration steps were taken. This 
residual offset appeared to be associated with shot-to-shot 
motion of the imaging equipment. The combined expedi-
ents introduced to account on a shot-to-shot basis for any 
relative displacement of the imaging equipment were capa-
ble of limiting this residual offset. However, subpixel off-
sets still remained and were limited by detection of the reg-
istration marks and image resampling. Because the method 
is based on the ratio between two PLIF images, it requires 
that the two views overlap with good precision and identi-
cal spatial discretization (i.e., each pixel should overlap in 
space). In this section, we will explore how good the over-
lap needs to be to reconstruct the temperature field with 
acceptable fidelity and compare it with the accuracy of the 
image registration process that could be expected in prac-
tice. This aspect was investigated from two perspectives: 
first, the characteristics of the temperature field obtained 
from the measurements assuming that an offset between 
each view existed were quantified; then, the same analysis 
was carried out for synthetic PLIF images constructed from 
the temperature fields of LES computations of a transverse 
jet in supersonic crossflow under similar conditions. Since 
in this latter case we do know the true solution, a more 
complete analysis can be carried out to investigate this 
aspect.

Figure 12 shows a set of three temperature fields for the 
hydrogen injection case constructed from the same initial 
blue and red PLIF images, but assuming that the two views 
had a different amount of longitudinal (i.e., streamwise) 
shift. Only longitudinal shift was considered, primarily 
because this is the direction along which registration errors 
were most common in our experiments. However, similar 
findings should be expected if offset along other direc-
tions is considered. In practice, these temperature fields 
were constructed starting from the spatially matched blue 
and red views pair (i.e., after the dewarping and matching 
procedure) by shifting one of the two views (the red view) 
by a known amount (0.1, 1 and 2 pixels for the images of 
Fig. 12, respectively), ratioing them and then, reconstruct-
ing the temperature field. The resulting field was then com-
pared to the field obtained with no relative offset (assumed 
to be the most accurate representation of the field), which 
is here referred to as the baseline field. Figure 12a shows 
the results from imposing a pixels offset between views of 
0.1 pixel; this value approaches the accuracy of the image 

registration procedure and the resulting field is nearly iden-
tical (it cannot be differentiated by visual inspection) to 
the original field. On the other hand, Fig. 12c considers an 
offset of 2 pixels, which is relatively a large amount and 
that results in artifacts that can be identified by direct visual 
inspection.

Comparing the three different cases with increas-
ing amount of offset, it can be observed that, as the offset 
between the two views increases: (1) the (undisturbed) 
freestream temperature remains unchanged, (2) the tem-
perature immediately past the bow shock increases; (3) the 
lower temperatures in the wake of the jet decrease; and (4) 
the spatial structures of the flow identified from the tem-
perature field become sharper (i.e., the contrast increases). 
This last aspect is probably the most apparent effect, and 
the most troublesome, too. For example, by comparing 
Fig. 12a, c, it can be noted that the shock waves becomes 
sharper and that the contrast between the cold/hot edge 

Fig. 12   Temperature field reconstructed after shifting the BF280 LIF 
image relative to the WG305 one of a known quantity: a 0.1 pixel, b 
1 pixel, and c 2 pixels
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of the turbulent wake of the jet increases. In fact, Fig. 12c 
shows an increase in small-scale, low-temperature regions 
dwelling at the edge of the wake over what was observed 
for the low offset case (Fig. 12a) and the baseline field. An 
implication of this observation is that the spatial gradients 
of temperature could be greatly overestimated.

Figure  13a shows a PDF of the measured temperature 
computed assuming different amounts of longitudinal off-
sets. The PDFs were computed from all points in the meas-
urement plane from different repetitions of the experiment. 
Although differences in the spatial distribution of tempera-
ture are observed from Fig. 12, the PDFs of Fig. 13a show 
nearly identical distributions other than some differences 
in the low-temperature portion. In particular, for small to 
moderate longitudinal offsets (less than about 1 pixel), the 
changes in PDF remain quite negligible. However, for off-
sets larger than 1 pixel, the low-temperature portion of the 
PDF flattens out (this portion is associated with the wake 
of the transverse jet). Thus, large errors in the measure-
ment of the temperature of the wake can be expected. On 
the contrary, measurements in regions with large tempera-
tures appear to be more accurate. This behavior is possi-
bly the result of the fact that regions of large temperature 
are mostly spatially uniform (the most probable value in 
the PDF of Fig. 13a is the freestream value), thus an off-
set between the two views does not affect the temperature 
reconstruction process. On the other hand, low-temperature 
regions are associated with the turbulent wake of the jet, 
which is characterized by small-scale spatial variation of 
the temperature field. Thus, even minute offsets between 
the red and blue views can have a significant impact on 
the reconstructed temperature because the process uses 
values from regions with significantly different properties. 
Note that the different sensitivity to offset on the low and 
high temperature sides of the measurement is not a general 
result, but it applies only to the specific case of this study 
and it is linked to the spatial variation of the temperature 
field in this specific flow.

Figure 13b shows the PDF of the temperature differences 
between fields reconstructed imposing different amount of 
offsets and the baseline field. In general, the PDFs of the 

temperature difference have a Gaussian-like shape with a 
width that increases with the amount of offset. For moder-
ate pixel offset up to about 0.5 pixel, the temperature dif-
ference remains limited to values of order ±20K (which 
corresponds to about 4 % of the freestream value, or about 
7 % of the stagnation temperature of the jet). As the offset 
increases over the 1 pixel limit, temperature differences can 
exceed ±50K, which is a significant fraction of the range 
of characteristic temperatures of this flow. Finally, note that 
as the offset increases, the curve of the PDF seems to reach 
a limiting profile, even though the actual spatial distribu-
tion of temperature is greatly distorted.

The results of this exercise suggest the following: (1) 
based on the maximum residual offset believed to affect 
these measurements, local errors of no more than ±20K can 
be expected in these measurements due to registration error; 
(2) looking solely at the PDF distribution of the temperature 
field does not offer a complete view of the issue, but infor-
mation about the spatial distribution has to be considered 
as well (possibly in relation to the effective spatial resolu-
tion offered by the measurements relative to the scales of 
the flow responsible for spatial variations, i.e., gradients); 
and (3) although the relative error is somewhat limited (on 
the order of a few percent), the actual spatial distribution of 
the temperature field can significantly be altered by errone-
ously enhancing spatial features of the flow. A complemen-
tary view to assess the impact of registration error is to con-
sider the spatial temperature gradients directly. However, as 
described previously, these measurements are of somewhat 
limited SNR, which implies that (without any low-pass 
spatial filtering) the computation of gradients would be 
dominated by noise. Differentiating between errors in the 
gradients due to noise and due to registration errors would 
therefore be difficult from the measurements themselves (the 
objective in this work was to smooth the data as little as pos-
sible). To assess registration error limitations from this per-
spective free of limitations associated with noise, a similar 
analysis was extended to synthetic fields constructed from 
LES computations of a transverse jet in supersonic crossflow.

The LES computations of Kawai  and Lele  [32] were 
adapted and used to construct the necessary synthetic 

Fig. 13   a PDF of local temper-
ature reconstructed after shifting 
the BP280 LIF image relative to 
the WG305 image of a known 
amount (indicated in legend). 
b PDF of the corresponding 
temperature difference
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fields. Their LES computations are based on the experi-
ments of [42] and consider an underexpanded sonic air jet 
injected into a Mach 1.6 air crossflow. The corresponding 
momentum flux ratio is J = 1.7. In the original experiment 
and in the LES calculations, the crossflow stagnation tem-
perature was near room temperature, thus the range of flow 
temperature observed around the transverse jet are below 
room temperature. This was a major difference between 
their work and our configuration, and this range of tem-
perature is outside the range of validity of the thermometry 
technique. To overcome these limitations, the temperature 
field obtained from the LES computation was rescaled to 
a freestream temperature of 500K (rescaling was done 
equally throughout the domain). Although the rescaling 
still does not exactly match our configuration and makes 
the resulting field somewhat unphysical, for the purpose of 
replicating the experiment and assessing the impact of reg-
istration errors, this approach is expected to be adequate.

The experimental results were replicated by first select-
ing the center plane of the LES domain, then extracting 
the temperature, pressure and mixture fraction (based on 
jet fluid), and then using these two quantities to construct 
synthetic red and blue PLIF images via the model dis-
cussed previously. Note that a second significant difference 
in their setup is that toluene was not present in their flow. 
Thus, to construct the synthetic images, it was assumed 
that the crossflow fluid did passively carry the tracer by an 
arbitrary amount (here taken to be 0.5 % by volume—but 
this detail is actually inconsequential). No oxygen quench-
ing was included in the analysis. Once the synthetic PLIF 
image pair was constructed, the rest of the procedure used 
to reconstruct the temperature field from the experiment 
was followed, including the addition of an artificial offset 
between the two views as done to construct Fig.  12, for 
example.

Figure  14 shows examples of the temperature field 
reconstructed from the LES synthetic PLIF images assum-
ing (a) no offset, and (b) a residual offset of 0.5 pixel (the 

masked-out portion corresponds to the same area masked-
out in the actual experiments). The case with no offset is 
identical to the true temperature field. An offset of 0.5 pixel 
used to construct Fig.  14b is a relatively large amount, 
and it was selected to emphasize the artifacts introduced 
by the offset. The two views are qualitatively similar and 
show a somewhat similar range of temperature distribu-
tion. The general large-scale structures of the flow are also 
similar. However, the case with an offset gives a view of the 
smaller features of the flow with an enhanced but errone-
ous, contrast.

Using the reconstructed temperature field, temperature 
errors were inferred for different amounts of offset and are 
shown in Fig.  15. Figure  15a shows PDFs of the recon-
structed temperature for different amounts of offset ranging 
from no offset (true solution), to 5 pixel. For this case, the 
PDF for an offset of 0.1 pixel is nearly identical to the true 
PDF. As the offset increases, the high- and low-tempera-
ture limits broaden over the true distribution. As observed 
from the experimental data, for sufficiently large values 
of offset, the PDF seems to approach a limiting profile. 
Positive and negative offsets result in the same PDF pro-
file. Figure 15b shows PDFs of the error in reconstructed 
temperature (defined as the difference relative to the true 
solution). For a small offset (i.e., 0.1 pixel), the range of 
temperature error is generally small, with most probable 
errors only in the range of 10K, but as the offset becomes 
significant, large errors can quickly arise. Furthermore, as 
the amount of offset increases (here at 5 pixel—which is 
probably an unrealistically large value) the tails of the dis-
tribution approach a limiting distribution and a small but 
systematic, error arises, as the second peak in the negative 
quadrant suggests.

Figure 15c shows PDFs of the (normalized) streamwise 
temperature gradient computed for the reconstructed field 
for different amounts of offset. Normalization was done by 
the scale Ta/D. The true solution is also shown for com-
parison. As was observed for the PDF of the temperature 

Fig. 14   Instantaneous temperature distribution from LES data: a true distribution, b PLIF thermometry reconstructed after shifting the views by 
0.5 px. Original LES data from [32]
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error, there is no practical difference between the tempera-
ture gradient extracted from the true and reconstructed tem-
perature field with relative offsets of order 0.1 pixel. As the 
offset increases above this value, large differences between 
PDF curves can be observed. In particular, the probability 
to observe large temperature gradients increases substan-
tially. This is consistent with the qualitative observation 
made from the reconstructed temperature of Figs.  12 and 
14.

Finally, to further assess the dependence of recon-
structed temperature error on the local spatial variation, 
joint PDFs between temperature, temperature gradients 
and their errors were computed and compared (not shown). 
Joint PDFs between the true local instantaneous tempera-
ture (streamwise) gradient and the temperature error show 
that for low offsets (of order 0.1 pixel), there is a strong 
correlation between temperature gradient and temperature 
error, while the correlation decreases as the amount of off-
set is increased. Particularly, for offsets larger than 1 pixel, 
no correlation exists and large errors can be encountered 
across all range of gradients. This is consistent with the 
qualitative observation of the imaging results. On the other 
hand, no significant correlation between true temperature 
gradient and gradient of the reconstructed temperature was 
observed.

6 � Summary and conclusions

In this work, we have evaluated the performance of the 
single-excitation, dual-band-collection scheme of toluene 
laser-induced fluorescence used for temperature measure-
ments in complex supersonic flows dominated by shock 
waves and characterized by non-uniform (mixing) flow-
fields. In particular, we considered transverse jets in super-
sonic crossflow where (room temperature) fluids with dif-
ferent molecular weight were injected into a moderate 
temperature (about 460 K) Mach 2.3 supersonic crossflow 
of toluene-seeded nitrogen that was generated by an expan-
sion tube. A limited amount of work was also conducted 
to evaluate the feasibility of the thermometry technique 
in the presence of oxygen when air was used as the injec-
tion fluid. The technique is based on a ratiometric approach 
between simultaneous images taken over different spectral 
regions of the fluorescence spectrum and the temperature-
induced red shift of toluene fluorescence. As a result, a cal-
ibration-free temperature-to-LIF ratio curve is constructed 
that is independent of pressure and composition. Seeding 
of the crossflow was quite effective in visualizing the struc-
ture of the full flowfield around the JISCF.
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Owing to the strong temperature sensitivity, minute 
variation in the temperature field (due to mixing or com-
pressibility effects) could be detected—see Fig.  2b where 
temperature variation due to acoustic waves emanating 
outward from the jet’s shear layer could even be visual-
ized. We constructed (Sect.  5.1) a zero-dimensional mix-
ing model to describe the LIF signal arising from isobaric 
mixing between a cold fluid and toluene-seeded hot fluid. 
We found that the LIF signal is a non-monotonic function 
of mixture fraction ζ. In particular, it shows a maximum at 
some intermediate value of ζ (see Fig. 7b). This non-mono-
tonic dependence is the result of the competing effect of 
tracer dilution (which linearly depends on ζ—i.e., the tracer 
number density linearly decreases with ζ) and the expo-
nential sensitivity to temperature (the FQY exponentially 
increase as temperature decrease—i.e., as ζ increases in 
our simple model). It has to be pointed out that this effect 
is expected to occur also for other tracers, for example 
acetone. However, because of the strong temperature sen-
sitivity of toluene LIF, this effect is particularly strong in 
this case. This property can be exploited to identify regions 
where mixing occurs, such as the formation of the wind-
ward shear (mixing) layer of the JISCF.

Using this method, we were able to extract local meas-
urements of temperature, (freestream normalized) num-
ber density and partial pressure. These quantities are used 
as a proxy for scalar mixing. Analysis of the accuracy of 
the measured quantities was performed. PDF distribu-
tions of the measured temperature show a peak value near 
at 460K, which matches the value of the freestream tem-
perature inferred by other means [26], thus reinforcing that 
the method is capable of providing accurate measurements 
without complex in-situ calibration steps. Estimates of the 
SNR were used as a metric to assess the precision of the 
measurements. In particular, SNR of temperature computed 
spatially suggests that SNR values in the range 30 to 50 
can be obtained in uniform regions (e.g., the freestream), 
while SNR values of order 20 are found in the wake of the 
transverse jet. However, the temperature field in the wake 
is non-uniform because of the ongoing turbulent mixing; 
therefore, the SNR computed here is also limited by spa-
tial variations associated with the flow non-uniformity and 
it might thus be underestimated. The SNR values for the 
reconstructed number density and partial pressure are only 
of order 5, however. In spite of the somewhat limited SNR, 
the spatial distribution of temperature, number density and 
partial pressure provide a valuable representation of the 
overall structure and mixing properties of the system.

A few experiments were also conducted with air injec-
tion to investigate the impact of oxygen quenching on these 
measurements. Although acceptable quality LIF images 
can be acquired, the SNR values of the reconstructed tem-
perature suffer significantly. Part of the limitation arises 

from the low LIF signal in the region where mixing occurs, 
but part of it is that air injection (similarly to nitrogen and 
argon injection) was found to produce fluid dynamically 
non-uniform flows due to the nature of the rapid mixing, 
which then impacts the assessment of the SNR even fur-
ther. In any case, it seems that it is also possible to use the 
technique to extract valuable temperature measurements 
even with air. One main limitation is that reconstruction of 
the number density is not directly possible when oxygen 
quenching is present.

One key but subtle, challenge was associated with reg-
istration errors in matching the blue and red views to com-
pute the LIF ratio and thus the local temperature. This is a 
limitation that is shared among any ratiometric-based tech-
nique and it is rendered more difficult in cases with strong 
flow non-uniformities. Numerical experiments were used 
to investigate shifts between PLIF images on the resulting 
temperature field. The analysis shows that regions of large 
spatial variations are affected in a manner to bias the meas-
ured temperature to higher values, and to skew the spatial 
structure of the temperature field such that the local spa-
tial gradients of temperature are overestimated. The amount 
of distortion is found to depend on the amount of offset. 
Although the resulting error in the temperature field is 
somewhat limited, the spatial structure is greatly distorted 
even for spatial offsets of order of half pixel. Relative off-
sets less than 0.1 pixel (which can be obtained in practice) 
result in local temperature errors estimated to be at worst 
±20K, but with a more significant impact on the accuracy 
of spatial gradients. For low value of offset (up to a few 
tenths of pixel), a well-defined correlation between tem-
perature errors and (true) spatial gradients was found (not 
shown), while for larger offsets, the correlation diminished 
and disappeared.

The error assessment associated with image registra-
tion has been quantified here in terms of pixel offset only. 
Because the amount of error depends on the local spa-
tial variability of the property being measured (e.g., local 
gradient), perhaps a more relevant approach would be 
to identify the amount of offset in pixel units that can be 
tolerated based on a measure of the spatial resolution of 
the measurements. For example, it seems reasonable that 
the ratio between a flow scale responsible for flow non-
uniformity and the resolving power of the imaging system 
(projected pixel size or effective imaging resolution of the 
whole system) should be the relevant quantity to determine 
what would be the impact of a given amount of offset on 
the accuracy of the measured local temperature and other 
quantities. Therefore, in considering the results of this and 
similar studies, this aspect should be taken into considera-
tion and could be an opportunity for a more refined optimi-
zation of the method. However, many experiments, includ-
ing the current one, might effectively be under-resolved, 
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which means that the image discretization (pixel dimension 
combined with resolving power of the imaging system) is 
the only limiting length scale that acts as a low-pass spatial 
filtering operation, therefore limiting the detected spatial 
variation of the field being measured. In this context, the 
results of the analysis presented here on registration errors 
given in terms of pixel units can therefore be sufficient and 
provide some practical guidance for cases other than this 
specific study.
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