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in slowing down the soot particle temperature decay, it is 
still not sufficient to be considered as a plausible cause for 
the discrepancy between modeled soot temperature and the 
two-color pyrometry measured one in high-fluence LII.

List of symbols

a  Particle radius (nm)
co  Speed of light in vacuum, 2.998 × 108 (m s−1)
cp  Specific heat [J/(kg K)]
Deq  Equivalent diameter of soot aggregate (nm)
dp  Primary particle diameter (nm)
fa  Equivalent sphere scaling prefactor
h  Planck’s constant, 6.626 × 10−34 (J s)
Iλ  Spectral radiation intensity (W/m2 μm sr)
Jλ  Spectral incandescence intensity (W/m2 μm sr)
kB  Boltzmann’s constant, 1.38 × 10−23 [J/(molecule K)]
M  Mass of soot particle (kg)
Mv  Average molecular weight of sublimed clusters 

(kg/mol)
Np  Number of primary particles in an aggregate
P(a)  Probability density function of particle size
Pg  Gas pressure (Pa)
Pv  Partial pressure of sublimed species (Pa)
qabs  Laser absorption rate (W)
Qabs,λ  Spectral absorption efficiency
qconc  Conduction heat transfer rate (W)
qevap  Evaporation heat transfer rate (W)
qrad  Radiation heat transfer rate (W)
R  Universal gas constant (J/mol K)
t  Time (s)
Tg  Gas temperature (K)
Tp  Particle temperature (K)
U  Average velocity of sublimed clusters (m/s)
α  Thermal accommodation coefficient

Abstract In high-fluence laser-induced incandescence 
(LII), current LII models significantly overpredict the 
soot nanoparticle temperature decay rate compared to 
that inferred from two-color pyrometry at the first 100 ns 
after the peak laser pulse in atmospheric pressure flames. 
One possible cause is the back flow of sublimed species, 
which to date has been neglected in LII modeling. In this 
study, the transient direct simulation Monte Carlo (DSMC) 
method has been used, for the first time, to calculate the 
temperature evolution of soot particles, taking into account 
recondensation of sublimed species. In this algorithm, the 
physical time is discretized into a number of time steps 
called ensemble time steps, and the heat flux is calculated 
by performing several DSMC runs in each ensemble time 
step before proceeding to the next ensemble time step until 
the variance reaches an acceptable value. This heat flux is 
then used to update the nanoparticle temperature over the 
ensemble time step. Using the new algorithm, the tempera-
ture evolution of the particle can be predicted by the DSMC 
code, which is an improvement to previous DSMC simu-
lations in which predetermined temperature decay curves 
must be prescribed. The results show that recondensation 
of sublimed species on the originating nanoparticle is not 
significant. Although accounting for condensation of sub-
limed species originating from neighboring soot particles 
enhances the role of recondensation of sublimed species 
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β  Sublimation/condensation coefficient
εa  Equivalent sphere scaling exponent
λ  Wavelength (μm)
ρs  Soot density (kg/m3)

Subscripts and superscripts

G  Gas
P  Particle

1 Introduction

Laser-induced incandescence (LII) is a widely used tech-
nique for inferring the volume fraction and primary parti-
cle size distribution of aerosolized nanoparticles, including 
combustion-generated particulate matter in laminar and tur-
bulent diffusion flames [1] and engine exhaust [2]. In this 
technique, a high-power laser pulse of nanoseconds dura-
tion heats the suspended nanoparticles to incandescence 
temperatures. After the laser pulse, the nanoparticles cool 
by heat transfer to the surrounding gas, during which time 
the spectral incandescence signal is measured. Soot volume 
fraction has been shown to be proportional to the LII signal 
in the visible wavelength region; hence, the calibrated signal 
may be used to infer this quantity [3]. Moreover, since the 
temperature decay depends on the primary particle size, in 
principle the nanoparticle size distribution can be inferred 
from the time-resolved incandescence data provided that the 
heat transfer rate is modeled accurately. The total heat trans-
fer rate is the superposition of the contribution of different 
mechanisms that include sublimation, conduction, radiation, 
absorption, oxidation and annealing [4–7].

Based on the magnitude of the excitation laser fluence, 
LII experiments can be divided into low-fluence and high-
fluence LII. In low-fluence LII, sublimation is negligible, 
and since radiation is not significant at atmospheric pres-
sure [8–10], the temporal evolution of the nanoparticle 
temperature is determined by a balance between conduc-
tion and laser energy absorption.

Sublimation occurs when the laser heats the soot nano-
particles to approximately 3800–4000 K [4, 11, 12] which 
is close to the sublimation temperature of pure graphite, 
such LII experiments are called high-fluence LII. Sublima-
tion persists in the cooling phase as long as the nanoparticle 
temperature remains close to the sublimation temperature. 
In high-fluence LII, sublimation dominates other cooling 
mechanisms, and hence, the nanoparticle temperature is 
determined by an energy balance between sublimation and 
laser energy absorption during the laser pulse.

Significant research has been devoted to modeling heat 
conduction from laser-energized nanoparticles. Melton 
[13] was the first to propose a model for the evolution of 

nanoparticle temperature, size and incandescence. He mod-
eled heat conduction using the continuum heat transfer 
equations and accounted for rarefaction effects using a cor-
rection factor. Following his work, there have been several 
efforts to develop heat conduction models in the transition 
regime for monomers [14] and aggregates [15–17], and, 
most recently, to determine the thermal accommodation 
coefficient using molecular dynamics [18]. The thermal 
accommodation coefficient defines the average energy trans-
fer during molecular scattering and is used to calculate heat 
conduction in the free-molecular and transition regimes.

The state of the art of sublimation modeling is compara-
tively immature; the discrepancy between experimental 
results and LII model predictions in high laser fluences [1, 
19–21] is often attributed to inaccurate sublimation models. 
In particular, Smallwood et al. [20] addressed some of the 
weaknesses of the Melton model. First, they retained the 
use of a sublimation coefficient, β, following the work of 
Hofeldt [22], in determining the mass flux of sublimation; 
this coefficient is originally introduced for calculating the 
condensation rate to account for the fact that not all incident 
species will condense on the surface, and more details could 
be found in Ref. [23]. Second, they noticed a mistake in the 
molecular weight that had been used by Melton in associ-
ation with the heat of sublimation. The sublimed vapor is 
comprised of several species, and the heat of sublimation is 
the energy required to sublime one mole of solid material 
into several carbonaceous species; hence, the mean molecu-
lar weight of sublimed species needs to be used, whereas in 
Melton’s model, the atomic weight of carbon had been used 
instead. They also corrected the expression for calculating 
the mass flux of vapor and the thermal conductivity of air.

The modern LII models discussed above do not fully 
consider the gas dynamics of sublimed species. In the sub-
limation models listed in Ref. [20] and more recent work 
[6, 21], the Clausius–Clapeyron equation has been used to 
calculate the equilibrium value of partial pressure of carbon 
clusters based on the nanoparticle temperature, which has 
in turn been used to calculate the unilateral sublimation rate 
from kinetic theory equations. The term unilateral is used 
to refer to sublimation leaving a surface as opposed to the 
net sublimation, which is the difference between the uni-
lateral sublimation and condensation. The implicit assump-
tion in these models is that sublimation occurs in the free-
molecular regime, but the equilibrium rate of unilateral 
sublimation can still be used, and the gas dynamics of the 
sublimed species does not play an important role in nano-
particle cooling.

There is little knowledge about the gas dynamics of sub-
limation and whether neglecting gas dynamics effects of 
sublimed species could partially account for the discrep-
ancy between the LII model and experiments. In particular, 
it has been hypothesized that some of the sublimed species 
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may recondense on the surface of the soot particles, which 
may reduce the heat transfer rate due to sublimation [1]. 
These recondensing clusters may originate from the same 
soot particle where they originate, or come from neighbor-
ing soot particles.

In a previous study [24], the transient direct simula-
tion Monte Carlo (DSMC) method has been used for 
the first time to simulate sublimation from a single soot 
nanoparticle using a predetermined temperature decay 
curve to investigate the possibility of the back flux of 
sublimed species and the formation of shock waves. 
Contrary to some speculation in the literature [7], these 
simulations did not reveal the formation of strong shocks 
under conditions typical of LII, but showed that some of 
the sublimed clusters return back to the subliming parti-
cle surface as a result of intermolecular collisions with 
the surrounding gas and other sublimed clusters. In the 
simplified model used in that study, the incident sublimed 
clusters were simply reflected from the particle surface 
back into the flow field and the direct effect of sublima-
tion and recondensation on heat transfer was not consid-
ered. It was further shown that the sublimed cloud acts as 
a “snowplow” and pushes away the inert gas molecules 
and hence decreases the number flux of their incidence 
on the surface which consequently affects the rate of heat 
conduction.

In the current study, the energy balance equation is 
incorporated into the transient DSMC simulation and is 
used to update the nanoparticle temperature at predefined 
time steps. Such calculation requires a low-variance esti-
mate of the heat transfer rate over each time step, which 
is achieved using a novel ensemble averaging technique. 
The transient DSMC code is used to simulate nanoparticle 
temperature decay under conditions that represent typical 
high-fluence LII experiments conducted in a laminar soot-
ing diffusion flame at atmospheric pressure. A single soot 
aggregate is considered using a one-dimensional compu-
tational domain of spherical shape. From the beginning of 
the laser pulse, the energy balance of the aggregate is per-
formed in the DSMC code to update the soot temperature. 
Two different boundary conditions of the sublimed spe-
cies (C3 in this study) at the outer boundary of the DSMC 
solution domain were considered, namely “vacuum” and 
“specularly reflecting.” The implications of each choice are 
described. At the soot aggregate surface, the sublimation 
rate is determined by the instantaneous soot temperature, 
and then, the interactions between the sublimed species and 
between the sublimed species and the surrounding gas mol-
ecules are modeled in the transient DSMC. Analysis of the 
results shows that regardless of the boundary condition at 
the outer solution domain boundary, the recondensation of 
sublimed species does not make significant contribution to 
affect soot particle temperature evolution.

2  Laser‑induced incandescence

In time-resolved LII (TiRe-LII), the incandescence signal 
of laser-energized particles is in general measured in the 
cooling phase when heat transfer to the surrounding gas 
starts to dominate laser energy absorption. At any instant, 
the total LII signal is due to the combined incandescence 
from all nanoparticle size classes in the detection volume 
according to

where P(a) is the size distribution of soot primary particles, 
Qabs,λ is the absorption efficiency, Cλ is a calibration con-
stant, which depends on the particle loading and the detec-
tor optics, Tp(t,a) is the instantaneous temperature of the 
particles, and Ib,λ is the blackbody intensity at Tp,

In principle, the size distribution of the nanoparticles, P(a), 
can be found from the LII signal decay. This is often done 
by assuming that P(a) obeys a prescribed type of distri-
bution (e.g., lognormal) and then carrying out nonlinear 
regression of modeled spectral incandescence data or pyro-
metrically derived effective temperatures to experimental 
measurements [25].

To generate modeled data, temperatures for a range of 
nanoparticle size classes are substituted into Eq. (1), and 
then, the integration is performed. The temperature curves 
are found by solving the energy balance equation

At atmospheric or higher pressures, radiation heat trans-
fer is negligible [3, 4, 6, 8]; hence, conduction and evapora-
tion are the only significant cooling mechanisms. In high-
fluence LII, evaporation is dominant during and shortly 
after the laser pulse [4, 5, 20].

At temperatures above the sublimation threshold, gaseous 
carbon clusters ranging from C1 to C10 are sublimed from the 
particle surface based on thermodynamic considerations, see 
[5] and the references cited therein. Assuming that the uni-
lateral rate of sublimation is not affected by the actual partial 
vapor pressure near the surface, the equilibrium relationship 
can be used for calculating this quantity; hence, the rate at 
which sublimation occurs can be calculated from [20],
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where dp is the soot particle diameter, U is the average 
velocity of the sublimed clusters as they depart from the 
surface and is derived from the Maxwellian velocity distri-
bution at the soot temperature Tp, and Pν in Eq. (4) is the 
equilibrium value of vapor pressure of the sublimed spe-
cies, which is found from the Clausius–Clapeyron equation,

where P* and T* are the reference pressure and tempera-
ture and ΔHsub is the enthalpy of formation of sublimed 
carbon species [26]. It should be noted that the Clausius–
Clapeyron equation is based on the assumption of phase 
equilibrium, even though the sublimation process during 
LII is highly non-equilibrium. Leider et al. [27] have used 
the Clausius–Clapeyron equation to produce data for vapor 
pressure, and a fifth-order polynomial fit to that data as pre-
sented in [20] has been used to calculate the vapor pressure 
at each temperature.

To understand why β, which is the sublimation/conden-
sation coefficient, is introduced in Eq. (4), one should note 
that the kinetic theory cannot directly predict the rate of 
unilateral sublimation because it is a surface phenomenon, 
but the rate of unilateral condensation can be predicted by 
the kinetic theory. Under equilibrium conditions, however, 
the rate of unilateral condensation and sublimation are 
equal; hence, the same relationship can be used for the rate 
of unilateral sublimation. In order to drive Eq. (4), it has 
been assumed that the subliming particle is surrounded by 
an equilibrium cloud of sublimed species and the rate of 
incidence of molecules on the surface is calculated using 
the kinetic theory [23]. Since not all the incident molecules 
condense on the surface, a coefficient smaller than unity 
must be applied to the rate of incidence to predict the cor-
rect rate of unilateral condensation; such a coefficient is 
called the condensation/sublimation coefficient, β, which is 
a function of surface and sublimed species properties. The 
average velocity of sublimed molecules in Eq. (4) is calcu-
lated from

where Mν is the mean molecular weight of sublimed spe-
cies and R is the universal gas constant [20]. It should be 
noted that with this definition of β, Eq. (4) does not account 
for the recondensation of sublimed species. If this equation 
is to be used in an LII model as the net rate of evaporation, 
another coefficient needs to be introduced to account for 
recondensation.

Despite the recent enhancements to LII modeling [6], 
there still exist many sources of uncertainty in modeling 
sublimation: (1) the sublimation/condensation coefficient 

(5)Pυ = P∗ exp

(

�Hsub(Tp − T∗)

RTpT∗

)

(6)U =

√

Mυ

2πRTp

is not well defined for soot; (2) the enthalpy and entropy 
of sublimation of carbon clusters from soot are not avail-
able in the literature, since these parameters vary consider-
ably depending on fuel chemistry and the flame conditions, 
so the properties of bulk graphite are usually used instead; 
(3) changes in the microstructure of soot, such as anneal-
ing of the soot surface, can affect sublimation rate; (4) the 
effect of aggregate shielding in the presence of sublimation 
is not known; (5) nonthermal photo-desorption during the 
laser pulse may contribute to sublimation/evaporation [5, 6] 
but is not considered in this study; and (6) gas dynamics of 
sublimation may affect particle cooling but it has not been 
quantitatively studied yet.

One of the speculated gas dynamics effects, which has 
been neglected in LII models but can potentially affect the 
cooling of particles, is the recondensation of evaporated 
species [1]. The focus of this paper is to investigate the 
importance of recondensation of sublimed carbon species 
using the transient version of DSMC method.

3  Transient direct simulation Monte Carlo 
method (DSMC)

Bird’s original unsteady DSMC code [28] is the basis for 
the current code used in this study to model transient subli-
mation and condensation during LII.

Figure 1 shows the schematic of the computational 
domain used in this study, which is a spherically symmet-
ric 1D geometry. Like control volume CFD simulations, 
the computational domain needs to be discretized into a 

Tp(t),  α = 0.37 

    2a 

6 µm 

Tg = 1700 K,  α = 1 

Fig. 1  A schematic of the DSMC simulation geometry (not to scale). 
The parameters indicated in the figure are used in most of the DSMC 
calculations in this study
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number of computational volumes called cells. The purpose 
of using cells is to limit the choice of collision partners to 
molecules within a cell and also to accumulate statistical 
information to be used in calculating macroscopic proper-
ties. Due to the spherical symmetry of the problem, the dis-
cretization is needed only along the radial direction from 
the inner boundary (particle surface) to an outer bound-
ary. To discretize the computational domain, 150 equally 
spaced cells in the radial direction have been used. The cell 
size is a computational parameter that needs to be chosen 
considering the gradients in the gas, i.e., it should be small 
enough to be able to capture the gradients. If the cell size is 
too large, the gradients will be underpredicted. As a general 
rule, the cell size needs to be smaller than 1/3 of the local 
mean free path [28].

In contrast to the steady state DSMC, in which time 
averaging is used to reduce the variance in macroscopic 
properties predicted by the simulation, in the transient 
DSMC, ensemble averaging is used for this purpose. To 
calculate surface phenomena such as the heat transfer rate, 
however, both ensemble and time averaging are used in 
transient DSMC. To perform ensemble averaging, a num-
ber of independent simulations are carried out using dif-
ferent initial conditions that all correspond to the same 
macroscopic state, but are microscopically different due to 
the use of different random seeds. The samples taken from 
each simulation are then used to calculate the macroscopic 
properties and surface fluxes.

The purpose of this paper is to investigate the effect of 
gas dynamics on heat transfer rate from nanoparticles and 
consequently on their temperature. Bird’s original method 
of ensemble averaging cannot be used for this purpose, 
since it requires the nanoparticle temperature to be prede-
fined at each time step, and thus cannot capture the nonlin-
ear interaction between the gas dynamics that governs heat 
transfer from the nanoparticle, and the nanoparticle cool-
ing curve. In the new ensemble averaging technique, an 
“ensemble time step” has been defined as the time period 
over which the temperature of the particle is updated. The 
ensemble time step is chosen to be similar to that used in 
LII modeling, i.e., it is small enough to resolve the rapid 
soot temperature variation within the laser pulse but large 
enough to span many DSMC time steps to increase the 
sample size. The inner and outer boundary conditions are 
known at the beginning of the simulation, and the initial 
state of the gas inside the computational domain is pro-
duced using an equilibrium distribution at the temperature 
and pressure of the outer boundary (ambient values). A 
predetermined number of independent simulations are car-
ried out, based on numerical experiments discussed below, 
all starting at time zero over the duration of an ensemble 
time step. During this time, the nanoparticle temperature is 
assumed to be constant. For each of these simulations, the 

state of the flow field (velocity, position and other relevant 
information of each molecule) is stored at the end of the 
ensemble time step to be used as the initial condition for 
the corresponding simulation of the next ensemble time 
step. Once all the simulations during the first ensemble 
time step have been performed, ensemble averaging as well 
as time averaging (over the ensemble time step) is carried 
out to calculate a single value for the conduction and sub-
limation heat transfer rate at the end of the first ensemble 
time step in the main DSMC code, other terms of the heat 
transfer equation are averaged over the ensemble time step 
in the same manner as for the LII model, and finally, the 
particle temperature is updated using Eq. (3). This updated 
particle temperature is used as the boundary condition on 
the inner surface for the next ensemble time step. The next 
series of simulations are performed for the second ensem-
ble time step, starting at the end of the first time step and 
this marching in time continues until the last ensemble time 
step. In the simulations performed in this study, the total 
simulation time is 100 ns and is divided into 100 equal 
ensemble time steps, so each ensemble time step is 1 ns. 
Each run adds to the sample size, and the reduction in sta-
tistical error is related to the square root of the sample size 
[29, 30].

It should be noted that the variance in heat transfer rate 
and consequently on the particle temperature is reduced as 
the number of runs performed in each ensemble time period 
increases, but the simulation time is directly proportional to 
the number of runs; hence, the number of runs has been opti-
mized to satisfy both a low enough variance in the results 
and a reasonable computational time. Based on these crite-
ria, the simulation has been performed using 200 runs which 
lead to a maximum relative standard deviation of 1.5 × 10−4 
for the sublimation heat transfer rate. Figure 2 shows a log-
arithmic plot of the relative standard deviation of the mean 
versus the number of simulations for sublimation heat trans-
fer rate at a certain ensemble time step, which corresponds 
to 20 ns from the beginning of the laser pulse. As this figure 
shows, the slope of the logarithmic curve is −0.5, which is 
because the relative standard deviation of the mean decreases 
in proportion to the inverse square root of the sample size 
and the sample size is proportional to the number of runs.

The computational time for each simulation with 106 
simulated molecules and 200 runs is about 48-h clock time 
on a single 3.40 GHz CPU computer.

Since soot exists as aggregates rather than isolated pri-
mary particles, it is necessary to account for aggregation 
in the simulation. Transient 3D DSMC simulations for an 
aggregate structure in detail are not computationally tracta-
ble; instead, an equivalent sphere, with diameter Deq, given 
by the relationship below [31] has been used

(7)Deq = dp
(

Np

/

fa
)(1/2εa)
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where dp is the mean diameter of primary particles, which 
is 29.7 nm at 42 mm above the burner exit on the centerline 
of a laminar coflow ethylene diffusion flame based on TEM 
image analysis [32], and Np is the number of primary parti-
cles in the aggregate. The equivalent sphere scaling prefac-
tor, fa, and scaling exponent, εa, are given as

and

based on steady DSMC calculations conducted in the free-
molecular regime [16]. The gas molecule is assumed to 
scatter from the nanoparticle surface according to the Max-
well scattering kernel with α = 0.37, which is in accord-
ance with other DSMC studies performed for conduction 
heat transfer in the transition regime [14, 33]. It should be 
pointed out that most of the physical conditions selected 
in the present unsteady DSMC calculations are based on 
those in [1]. It is also noticed that the scaling prefactor and 
exponent are dependent on the thermal accommodation 
coefficient. The physical significance of such dependence 
has been discussed by Filippov et al. [15]. The equiva-
lent sphere obtained using this relationship accounts for 
the shielding effect in the case of pure conduction, but is 
unable to consider the complex interaction of sublimed 
species that are trapped in the structure of the aggregate. 
It is understood that using an equivalent sphere to repre-
sent the detailed aggregate structure can cause uncertainties 

(8)fa = 1.04476+ 0.22329α + 7.14286× 10−3α2

(9)2εa = 1.99345+ 0.30224α − 0.11276α2

in molecular transport (conduction and sublimation) since 
it neglects intermolecular collisions within the aggregate 
structure, but there is no better alternative currently to deal 
with this issue given the unaffordability of performing 3D 
transient DSMC calculations. In addition, the main concern 
in this paper is to compare DSMC and LII model predic-
tions, so using a consistent equivalent sphere size in the 
two methods serves this purpose.

The surface of the equivalent sphere forms the inner 
boundary of the computational domain. The outer bound-
ary is chosen such that its radius is half of the average dis-
tance between adjacent aggregates, which can be estimated 
based on the soot volume fraction at the location under con-
sideration, e.g., for a soot volume fraction of 4 ppm, and 
aggregates consisting of an average of 28 primary particles 
of size 29.7 nm, and the average distance between adjacent 
aggregates is about six microns [1]. In this study, we have 
considered larger aggregates but still used the same compu-
tational domain size. It should be noted that the simulation 
is not sensitive to the domain size as long as the effect of 
neighboring aggregates is not taken into account. The phys-
ical implication of this choice is that the sublimed species 
and any other perturbation reaching the outer boundary will 
arrive at the same times as sublimed species and perturba-
tions from neighboring aggregates. Since the soot vapor is 
mainly composed of C3 in the temperature ranges typical 
to LII [27], C3 is assumed to be the only sublimed carbon 
cluster for simplicity.

Air molecules reaching the outer boundary are removed 
from the flow field, but new air molecules are allowed to 
enter based on the assumed pressure and temperature at the 
location of the boundary. Since we do not know how the 
pressure and temperature of the gas change with time at 
the location of the outer boundary, they are approximated 
to remain constant at the initial atmospheric values. This 
assumption is expected to be reasonable in this study since 
the calculations are only performed up to 100 ns, and the 
outer boundary temperature and pressure should not be 
altered significantly due to heat and mass transfer from the 
nanoparticle in this time frame.

For carbon clusters, the interaction of C3 with the outer 
boundary has been modeled using two different boundary 
conditions. In the “vacuum boundary condition,” any C3 
molecule that reaches the boundary is removed from the 
simulation. The vacuum boundary condition is equivalent 
to assuming that no C3 molecules exist outside the solu-
tion domain, which is a good approximation at short time 
intervals when few carbon species have reached the bound-
ary, but does not account for any influx of carbon clusters 
sublimed from neighboring aggregates into the solution 
domain.

To better represent what happens at the outer boundary, 
we need to allow the sublimed carbon clusters to re-enter 
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Fig. 2  The logarithm (base 10) of the relative standard deviation of 
the mean versus logarithm of the sample size for the sublimation heat 
transfer rate at 20 ns after the onset of the laser pulse
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the DSMC solution domain, which accounts for the enter-
ing of sublimed carbon clusters from the neighboring 
aggregates. To do this, we need to know the number flux 
and velocity characteristics of the C3 clusters that need to 
be introduced into the flow field. For the purpose of intro-
ducing a proper boundary condition at the outer boundary, 
we need to analyze the total volume of gas heated by the 
laser beam first. It is reasonable to treat this volume as a 
closed system at short times because the diffusion speed is 
not large enough to let significant amount of mass transfer 
across the boundaries [1]. Consider Nagg aggregates in this 
volume which are distributed evenly on a Cartesian grid; 
also assume that the total number of evaporated clusters at 
each moment is NC3. If the total volume is divided to Nagg 
smaller control volumes of equal size which are drawn over 
the centers of aggregates, then at each moment, there are 
NC3/Nagg evaporated species at each control volume (due 
to the equal contribution of all the aggregates). Also fur-
ther assume that the state of the flow field at every control 
volumes is identical (which is true if the total area heated 
by the laser is much larger than individual control volumes 
around the aggregates, except for those close to the edge of 
the laser beam).

The boundary condition for an isolated aggregate needs 
to ensure the existence of the correct number of molecules 
in that control volume at each moment to be consist-
ent with the mass balance at the larger scale. This can be 
achieved by introducing a new C3 cluster to replace each 
C3 cluster leaving the local control volume, or, as is done 
in this study, a specularly reflecting boundary condition 
can be used at the outer boundary of the DSMC computa-
tional domain for C3 clusters. Specular reflection reserves 
all the characteristics of molecules except for their radial 
velocity, which is reversed. If the control volumes were 
cubes with faces located halfway between neighboring 
aggregates, this treatment would be very accurate, because 
the characteristics of entering C3 molecules would be simi-
lar to those exiting the flow field due to the general sym-
metry of the problem. In this study, a spherical boundary 
has been used instead of a cubic boundary and this treat-
ment is still a reasonable simplification as long as the 
mean free path is significantly smaller than the radius of 
curvature of the outer domain. For LII experiments under 
flame temperature (~1700 K), the overall mean free path 
is about 600 nm [33], which is about one-fifth the radius 
of curvature. While this method will achieve an appropri-
ate conservation of C3 cluster mass in the region heated 
by the laser beam, it is not certain that the kinetic energy 
imparted to the incoming C3 clusters via a specular reflec-
tion is strictly correct and it may lead to an overprediction 
of the recondensation effect. Nevertheless, this is a simple 
model to account for the gas dynamic interactions between 
subliming neighboring aggregates.

The time step in DSMC calculations needs to meet two 
criteria: First, it needs to be smaller than the mean colli-
sion time, and second, it must be small enough so that mol-
ecules do not travel a distance larger than the cell size in 
a single time step. Based on these criteria, a DSMC time 
step of 10−11 s was found suitable for this study. In con-
trast to steady state DSMC, in which the time step carries 
no physical meaning and can be adjusted for numerical 
convenience, in transient DSMC, the passage of each time 
step is equivalent to the passage of physical time. The bal-
listic motion of molecules during each time step is com-
pletely deterministic and occurs at the latest velocity stored 
for each molecule; this velocity only changes when the 
molecule undergoes collision with another molecule or the 
boundaries. In contrast to the deterministic motion of mol-
ecules, the collision process is stochastic. The probability 
that two molecules within a cell collide with each other is 
proportional to their relative velocity and their collision 
cross section [28].

In DSMC, instead of modeling each real molecule indi-
vidually, a number of them are represented by a single mol-
ecule called the simulated molecule [28]. The number of 
real molecules represented by each simulated molecule is 
a computational parameter that needs to be predefined in 
each simulation. In this study, this ratio has been set to 500 
to ensure the existence of at least 25 simulated molecules 
at each cell. The outer boundary radius is 3 μm, which cor-
responds to the LII experiments in a Gülder burner laminar 
ethylene/air coannular diffusion flame at a measurement 
height of 42 mm above the burner exit surface, where the 
mean separation distance of soot aggregates is about 6 μm 
[1]. The initial number of real air molecules in the solution 
domain is about 5 × 108; hence, there are initially about 
106 simulated molecules in the solution domain.

To model the interaction of species in DSMC, colli-
sional properties need to be specified for each species. The 
intermolecular collision model used in this study is the 
variable soft sphere (VSS) model developed by Bird [28]. 
The ambient gas is air with a viscosity temperature index 
of 0.58 and reciprocal of the VSS scattering parameter of 
0.73 [28]. Air is assumed to be composed of a single mol-
ecule with specific collisional properties as listed in [28]. 
Corresponding information for C3 is not available in the 
literature; however, the collisional properties of carbon 
dioxide, which is structurally similar to C3 (both are linear 
triatomic and have a similar molecular mass), have been 
used instead. The number of internal degrees of freedom 
considered for C3 and air is two in the temperature range of 
interest. Since the rotational degrees of freedom are excited 
in the simulations performed in this study, the VSS scatter-
ing law alone will not be able to model the energy trans-
fer that occurs at intermolecular collisions. Therefore, the 
Larsen–Borgnakke collision model [34] has been used for 
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this purpose. In this model, the total energy of the collision 
pair remains intact after the collision but is redistributed 
between the internal and translational modes so that the 
energy in each mode conforms to its equilibrium distribu-
tion. To implement this method, the collisions are sampled 
as either elastic or inelastic and relaxation collision number 
determines the ratio of elastic collisions to the total num-
ber of collisions [28, 34]. Although the rotational relaxation 
rate changes with temperature, due to the unavailability of 
a general temperature relationship, a constant value of five 
has been used in this study based on the recommendation 
made in [28]. A sensitivity analysis showed the results are 
insensitive to this parameter. In the elastic collisions, a sim-
ple VSS scattering law is employed to determine the post-
collision properties of the colliding pair, while for the ine-
lastic collisions, the Larsen–Borgnakke model is used first 
to redistribute energy between modes, and then, the VSS 
scattering law is called to calculate the translational veloc-
ity of each molecule.

In the case of a gas mixture in which collisions may 
occur between different species, the diameters, masses, 
number of degrees of freedom and temperature exponents 
for the coefficient of viscosity, ω12, may be different for 
the two colliding molecules. To deal with this situation, the 
average of the two exponents for the coefficient of viscos-
ity is used. The same approach is used for the rotational 
degrees of freedom, ζ12 [28]. When there is a collision 
between similar molecules, however, the parameters for 
homogeneous collision are used.

It should be noted that, each time two C3 molecules col-
lide, there is a possibility for sticking and forming a larger 
cluster; however, this effect is neglected in this study since 
nucleation of new particles is not expected to occur signifi-
cantly at short times after the laser pulse. Instead, collision 
between C3 molecules has been treated as a non-sticking 
event in which the two molecules are scattered after the 
collision based on the VSS collision model.

Finally, it should be pointed out that the diameter of 
the equivalent sphere representing the soot aggregate is 
assumed constant during the transient DSMC calculations 
to avoid the complexities of dealing with a moving inner 
boundary at the particle surface. To be consistent with the 
assumptions made in the DSMC calculations, the equiva-
lent sphere diameter and mass are also kept constant in the 
calculations of the LII model. This assumption affects the 
particle temperature evolution, but the purpose of the paper 
is to compare the particle temperature evolution predicted 
by the transient DSMC method to the LII model of Liu 
et al. [4], so it is a valid assumption as long as the drop in 
mass or diameter of the aggregate is not significant. In the 
case of flame temperature (1700 K) with a laser fluence of 
1.8 mJ/mm2 at 1064 nm, if the aggregate is assumed as an 
equivalent sphere, the LII model of Liu et al. [4] shows a 

drop of 11 % in mass due to sublimation at the first 100 ns 
after the beginning of the laser pulse, corresponding to a 
drop in aggregate diameter of about 3.8 %, which is consid-
ered insignificant.
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4  Results and discussion

In this study, the laser wavelength is 1064 nm. Figure 3 
shows the temporal laser profile used in this study, which 
corresponds to a laser fluence of 1.8 mJ/mm2. It is noticed 
that the laser energy density is plotted in the log scale. This 
temporal laser profile is the same as that considered in 
previous studies, e.g., [31, 33]. When plotted in the linear 
scale, e.g., in [31, 33], it is easier to observe that the total 
laser duration is about 27 ns (corresponding to the moment 
when the laser energy density drops to below 1 % of the 
peak) and the FWHM duration is about 7 ns. In order to 
validate the DSMC code, the heat transfer rate and tem-
perature predicted by DSMC and LII are compared for a 
specific case in Fig. 4. This figure corresponds to the first 
100 ns after the beginning of the laser pulse. Since the LII 
model neglects the recondensation of sublimed species, the 
effect of recondensation is also neglected in this particular 
DSMC simulation to provide equal conditions for a direct 
comparison. As can be seen, there is near-perfect agree-
ment between the two model’s prediction of temperature 
and heat transfer rate. This comparison serves as validation 
for the new DSMC simulation developed in this study.

Figures 5 and 6 compare the effect of recondensation on 
the heat transfer rate for sublimation/condensation coef-
ficients of 1 and 0.5, respectively. In both cases, the laser 
fluence is 1.8 mJ/mm2. The soot aggregate is composed 
of 200 primary particles, corresponding to an equiva-
lent sphere diameter of 353 nm following Eq. (7), and the 
vacuum boundary condition has been used for C3. In the 

case of Fig. 6, the implication of the sublimation/conden-
sation coefficient of 0.5 is that only half of the incident 
species will recondense on the surface of the soot aggre-
gate, whereas in Fig. 5, where β = 1, all the incident spe-
cies will condense on the surface. In regard to the rate of 
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sublimation, the rate is twice as large for β = 1 compared 
to β = 0.5 for each temperature. A larger β means a higher 
rate of sublimation but also a higher rate of recondensation. 
The comparison between Figs. 5 and 6 shows that the net 
sublimation rate increases by increasing β.

Unless otherwise explicitly indicated, the following con-
ditions were used hereafter in all the calculations: laser flu-
ence 1.8 mJ/mm2, an equivalent sphere diameter of 353 nm, 
Tg = 1700 K, β = 1.

To gain a better understanding of the physics of sublima-
tion, it is useful to analyze the change in the partial pres-
sure profiles of C3 and air during the laser pulse. Figures 7 
and 8 show the time evolution of the partial pressure pro-
files of C3 and air, respectively, after the onset of the laser 
pulse under the same conditions as Fig. 5. The number den-
sity evolution of C3 and the bath gas have been discussed 
in a previous work [24], where a predetermined tempera-
ture decay curve was used. As can be observed from Fig. 7, 
the partial pressure of C3 near the nanoparticle surface 
first increases rapidly after the onset of the laser pulse to 
reach a peak at about 20–22 ns, where the soot tempera-
ture peaks as shown in Fig. 4, and then decreases at longer 
times. Correspondingly, the particle pressure of air close to 
the particle surface first decreases rapidly to reach a mini-
mum at 20 ns and then recovers toward the ambient pres-
sure. However, the rapid increase in the partial pressure of 
C3 near the particle surface due to sublimation alone can-
not cause a significant amount of recondensation. If the 

sublimed cloud of C3 were in phase equilibrium, the con-
densation rate would be the same as the sublimation rate, 
but the short time scales typical of LII preclude phase equi-
librium. Phase equilibrium could only be approached when 
sublimation occurs at a steady state in an enclosed space 
for a sufficiently long time. In this case, however, as can 
be observed from Fig. 9, the sublimed cloud has a large 
bulk velocity in the positive radial direction (away from the 
nanoparticle) and that is one reason why the ratio of con-
densation to sublimation is so low. In Fig. 9, the increase 
in velocity near the outer boundary for each curve is a con-
sequence of the particular boundary condition used for C3, 
which assumes vacuum of C3 outside the outer boundary.

Another reason why the ratio of condensation to subli-
mation is small is the spherical expansion of the sublimed 
species. In order to show how geometry can affect the rate 
of back flow and consequently the recondensation rate, it 
is useful to compare spherical and planar geometry results. 
Several researchers have studied pulsed laser ablation of 
material into vacuum or in the presence of a background 
gas in the planar geometry [35–39]. To understand the 
effect of geometry, a DSMC simulation has been performed 
for a planar one-dimensional geometry with the computa-
tional domain being the area between two infinite surfaces, 
the inner surface is located at one equivalent sphere radius 
to the right of the coordinate origin, and the outer surface 
is at 3 μm away from the origin. The boundary conditions 
are similar to the spherical case except the way the tem-
perature of the inner boundary is treated. Since the energy 
balance equation cannot be used on the inner surface in 
case of planar geometry, the particle temperature profile 
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obtained from the corresponding spherical case has been 
used instead. As is evident in Fig. 10, which corresponds 
to this planar geometry, the relative importance of the back 
flux of sublimed species is significantly higher compared to 
that in the spherical computational domain. Also, the pres-
sure and number density curves for the planar geometry 
(not shown) indicate that the sublimed species propagate 
mainly by diffusion and no shock wave is observed. This 
is in accordance with a previous study [24], but contradicts 
some of the speculations in the literature [7] about the for-
mation of shock waves in LII.

To further investigate the physics of sublimation and 
condensation in LII, the velocity distribution of C3 mol-
ecules has been plotted at different times (up to 50 ns) at 
10 nm away from particle surface, which corresponds to 
the first cell (the closest one to the particle surface), in 
Fig. 11. Figure 11 reveals that the distribution is almost 
half Maxwellian, i.e., the velocity is predominately in the 
forward direction, at all times as the sublimation is still 
occurring. This means that the ratio of molecules with 
negative velocity to those with positive velocity is small, 
which corresponds to a small condensation rate com-
pared to the sublimation rate. It is useful to compare the 
velocity distribution at 1.4 μm from the particle surface 
(which corresponds to the midpoint between the inner 
and outer boundaries) shown in Fig. 12 to the velocity 
distribution at 10 nm (Fig. 11). At 1.4 μm, the velocity 
distribution of C3 molecules is nearly full Maxwellian, 
because C3 molecules undergo several collisions with air 
molecules or with other C3 molecules before arriving at 
this location.

Based on the results presented above, it can be con-
cluded that the rate of recondensation of sublimed clusters 
on the aggregate from which they have originated is negli-
gible; hence, recondensation of sublimed clusters is not a 
plausible cause for the discrepancy between the modeled 
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and measured soot temperature evolutions in high-fluence 
LII and neglect of recondensation of sublimed species in 
LII modeling is justified based on the present transient 
DSMC results. Figures 5 and 6 show that the heat transfer 
curves predicted by DSMC and LII model are almost iden-
tical in this case. However, it should be noted that this find-
ing is based on the “vacuum boundary condition” which 
does not account for the contributions of the sublimed clus-
ters originating from neighboring soot aggregates.

Figure 13 corresponds to a case where the specularly 
reflective surface has been used as the outer boundary 
condition, while the rest of the parameters are the same as 
those of Fig. 6. The justification for the use of this bound-
ary condition is that in the larger scale, the sublimed clus-
ters will mostly stay in the region excited by the laser beam 
at short times and will homogeneously fill the volume after 
a short time. Figure 13 shows that the back flux is more sig-
nificant compared to the vacuum boundary condition case.

Figure 14 compares the nanoparticle temperature evolu-
tion predicted by DSMC and the LII model in the case of 
the reflecting outer boundary condition. The figure shows 
that the temperatures predicted by DSMC are slightly 
higher than the LII model after the peak of the laser pulse 
and the difference increases with time; this is due to the 
more pronounced condensation rate predicted by using the 
specularly reflecting boundary condition, which reduces 
the net heat transfer rate. The temperature difference pre-
dicted by the two methods increases with time and reaches 
a value of roughly one percent at 100 ns. However, such 

a difference is still too small to render recondensation as 
a plausible cause for the discrepancy between the modeled 
and measured soot temperatures in high-fluence LII.

5  Conclusions

This paper examines the effect of recondensation of sub-
limed carbon species on the temperature evolution of soot 
particle in the early stage of high-fluence LII. While previ-
ous research has used steady state and transient DSMC to 
study the gas dynamics surrounding the nanoparticle in LII 
experiments, this is the first time that the transient DSMC 
has been used to predict soot temperature evolution during 
high-fluence LII where the particle temperature is updated 
using the surface heat transfer rates from the DSMC cal-
culations. Two different types of boundary condition have 
been applied for the outer boundary of the computational 
domain. The vacuum boundary condition neglects any 
effect of the sublimed carbon clusters from the neighbor-
ing aggregates, and the condensation rate predicted using 
this type of boundary condition is negligible. This implies 
that the percentage of sublimed species that returns to the 
aggregate from which they originate is negligible.

The specularly reflecting surface boundary condition was 
introduced to semi-quantitatively account for the sublimed 
carbon clusters from the neighboring aggregates enter-
ing the solution domain. Use of this boundary condition 
shows an enhanced rate of recondensation. The increased 
condensation rate slows down the soot particle temperature 
decay rate slightly, but is not significant enough to render 
recondensation as a plausible cause for the discrepancy 
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between the modeled and measured soot temperatures in 
high-fluence LII. The present DSMC results suggest that 
recondensation of sublimed carbon clusters is negligible and 
can be safely neglected in LII modeling. Further research is 
required to explore other mechanisms responsible for the 
discrepancy between the modeled and measured soot tem-
peratures in high-fluence LII.

In future work, we will apply the model for a wider 
range of ambient pressures, gas temperatures, particle sizes 
and soot volume fractions to investigate their effect on the 
significance of recondensation. The model will also be 
modified to be used for simulating the gas dynamics in the 
larger area heated by the laser beam.
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