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to incandescent temperatures, and the spectral incandes-
cence from the energized nanoparticles is then measured 
as they equilibrate with the ambient gas. Since larger nano-
particles cool more slowly than smaller nanoparticles, the 
nanoparticle size distribution can, in principle, be inferred 
by regressing simulated incandescence curves (or, more 
often, a pyrometric temperature derived from spectral 
incandescence measurements at multiple wavelengths) to 
corresponding experimental data. Simulated LII data are 
generated using a model of the heat transfer between the 
nanoparticles and surrounding gas. Vander Wal et al. [5] 
made the first TiRe-LII measurements on synthetic nano-
particles, specifically tungsten, iron, molybdenum, and tita-
nium. While they did not infer nanoparticle sizes from the 
TiRe-LII data, the incandescence decay suggested that this 
would be possible provided that nanoparticle cooling could 
be modeled accurately. TiRe-LII has been subsequently 
applied to a number of synthetic nanoparticles, including 
Ag [6], Fe [7–11], Mo [12, 13], Ni [14], MgO [15], TiO2 
[16, 17], Fe2O3 [18], SiO2 [19], and Si [20].

Nanoparticle sizing has been carried out in only a hand-
ful of these studies, however, largely because several 
parameters in the spectroscopic and heat transfer models 
needed to interpret the TiRe-LII data are unknown. Perhaps 
most elusive is the thermal accommodation coefficient, 
α, which specifies the average energy transfer when a gas 
molecule scatters from the laser-energized nanoparticle. 
Some researchers have inferred this parameter by compar-
ing TiRe-LII data with nanoparticle sizes determined from 
ex situ analysis. Starke et al. [7] studied iron nanoparticles 
formed in a shockwave reactor containing argon and found 
α = 0.33 by matching transmission electron microscopy 
(TEM) and TiRe-LII-inferred nanoparticle sizes. Eremin 
et al. [9] also sized iron nanoparticles formed by the con-
densation of supersaturated iron atom vapor. They, like 

Abstract While time-resolved laser-induced incandes-
cence (TiRe-LII) shows promise as a diagnostic for sizing 
aerosolized iron nanoparticles, the spectroscopic and heat 
transfer models needed to interpret TiRe-LII measurements 
on iron nanoparticles remain uncertain. This paper focuses 
on three key aspects of the models: the thermal accommo-
dation coefficient; the spectral absorption efficiency; and 
the evaporation sub-model. Based on a detailed literature 
review, spectroscopic and heat transfer models are defined 
and applied to analyze TiRe-LII measurements carried out 
on iron nanoparticles formed in water and then aerosolized 
into monatomic and polyatomic carrier gases. A compara-
tive analysis of the results shows nanoparticle sizes that are 
consistent between carrier gases and thermal accommoda-
tion coefficients that follow the expected trends with bath 
gas molecular mass and structure.

1 Introduction

Over the past decade, researchers have endeavored to 
extend the capabilities of time-resolved laser-induced 
incandescence (TiRe-LII), conceived as a diagnostic for 
sizing soot primary particles [1–4], into a technique for 
characterizing synthetic nanoaerosols. TiRe-LII uses a laser 
pulse to heat the nanoparticles within an aerosol sample 

T. A. Sipkens · N. R. Singh · K. J. Daun (*) 
Department of Mechanical and Mechatronics Engineering, 
University of Waterloo, 200 University Ave. W., Waterloo, ON 
N2L 3G1, Canada
e-mail: kjdaun@uwaterloo.ca

N. Bizmark · M. Ioannidis 
Department of Chemical Engineering, University of Waterloo, 
200 University Ave. W., Waterloo, ON N2L 3G1, Canada

http://crossmark.crossref.org/dialog/?doi=10.1007/s00340-015-6022-3&domain=pdf


562 T. A. Sipkens et al.

1 3

Starke et al. [7], found α by matching TiRe-LII-inferred 
nanoparticle sizes to those observed in transmission elec-
tron micrographs. They reported values of α = 0.1 for Fe–
Ar, α = 0.01 for Fe–He, and α = 0.2 for Fe–CO. The TEM 
analysis also revealed that the iron nanospheres had formed 
larger fractal-like aggregates, which may suggest that these 
values underestimate the actual α due to structural shield-
ing of primary particles in the aggregate interior by those 
on the exterior. Rather than using TEM images, Kock et al. 
[8] simultaneously inferred α and the geometric mean par-
ticle size, dp,g, from TEM data, assuming a lognormal dis-
tribution for P(dp) with a geometric standard deviation 
of σg = 1.5; this analysis is only possible in cases where 
evaporation plays a significant role in nanoparticle cooling 
[13]. Kock et al. inferred a value of α = 0.13 for Fe–Ar and 
α = 0.13 for Fe–N2 [8]. The wide variation in reported ther-
mal accommodation coefficients (TACs) for iron nanopar-
ticles implies a fair degree of uncertainty in this parameter.

The absorption efficiency, E(mλ), used to relate the 
measured spectral incandescence to the nanoparticle tem-
peratures is also subject to considerable uncertainty. For 
iron nanoparticles, Kock et al. [8] assumed E(mλ) to be 
independent of wavelength in the visible/near infrared 
spectrum and approximated the E(mλ) ratio at the meas-
ured wavelengths (550 and 694 nm [8]) as unity, a treat-
ment subsequently adopted by Eremin et al. [9–11]. Several 
experimental (mainly ellipsoidal reflectivity) measurements 
in the near infrared carried out on molten iron cast doubt on 
this treatment, however [21–23].

Further uncertainty is introduced through the evapo-
ration sub-model, particularly for smaller nanoparticles, 
in which case, surface curvature may significantly affect 
vapor pressure and surface tension. Recent work by Eremin 
et al. [11] considered surface curvature effects using a com-
bination of the Kelvin equation and changes in surface ten-
sion suggested by Nanda et al. [24].

The primary focus of this study is to investigate the radi-
ative properties, thermal accommodation coefficients, and 
evaporative models needed to interpret TiRe-LII measure-
ments on iron nanoparticles. We first present a thorough 
review of the radiative properties of molten iron nanopar-
ticles reported in the literature, and a survey of the tech-
niques used to model evaporation from laser-energized 
iron nanoparticles. Based on these results, spectroscopic 
and heat transfer models are derived to interpret TiRe-LII 
measurements carried out on iron nanoparticles in a range 
of monatomic and polyatomic gases. Unlike previous 
TiRe-LII experiments on iron nanoparticles, in which the 
nanoparticles are both synthesized and measured in the gas 
phase, in this study, the nanoparticles are formed in water 
and then aerosolized using a pneumatic atomizer. Decou-
pling the nanoparticle synthesis process from the meas-
urement process provides a means of validation for the 

inferred cooling model parameters since TiRe-LII recov-
ered nanoparticle sizes should be identical for each carrier 
gas. Uncertainties in the inferred parameters are quantified 
using Bayesian inference. Nanoparticle sizes are found to 
be similar for all of the gases, but are generally smaller than 
those inferred through ex situ analysis. The thermal accom-
modation coefficients follow previously observed trends 
and are consistent with values derived through molecular 
dynamics. Similar trends are observed when the ratio of the 
thermal accommodation coefficient and nanoparticle diam-
eter is inferred solely based on conduction regime cooling.

2  TiRe‑LII modeling

Recovering nanoparticle sizes and other parameters from 
TiRe-LII data requires both a spectroscopic model to relate 
the observed spectral incandescence to the temperature of 
the nanoparticles, and a heat transfer model to relate the 
observed spectral incandescence/effective temperature 
decay rate to their sizes.

2.1  Spectroscopic model

The spectral incandescence from the laser-heated nanopar-
ticles is given by [13, 20, 25]

where dp is the diameter of the nanoparticle, P(dp) is the 
particle size distribution, Qabs,λ (dp) is the optical absorp-
tion efficiency of the nanoparticles, Ib,λ [Tp(t, dp)] is the 
spectral blackbody radiation at a given temperature, and Cλ 
is a coefficient defining the detection geometry and spectral 
efficiency of the collection optics. Nanoparticles having 
diameters smaller than the wavelength of interest emit and 
absorb radiation in the Rayleigh regime,

where mλ = n + ik is the complex index of refraction, 
E(mλ) is the absorption function, and x = πdp/λ is the size 
parameter.

By measuring the incandescence at two wavelengths, 
it is possible to use pyrometry to define an effective 
temperature
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where Cλ2/Cλ1 is known for the given experimental setup. 
Equation (3) shows that the effective temperature depends 
not on E(mλ) at each detection wavelength, but rather the 
ratio of these values, E(m)r = E(mλ2)/E(mλ1).

In contrast to soot, in which E(mλ) is known to depend 
on the fuel and local combustion environment (e.g., [26, 
27]), for nanoparticles of pure substances, the complex 
index of refraction of the bulk material should, in princi-
ple, provide an accurate assessment of the spectral absorp-
tion efficiency provided the nanoparticle diameter is larger 
than the mean free electron path in the metal [28, 29] and 
small enough for the Rayleigh approximation to be valid 
(i.e., x < < 1 [30]). The former condition is clearly satis-
fied in this experiment, since the mean free electron path 
in molten iron is approximately 3 nm [31], while the Ray-
leigh approximation should hold at the laser excitation and 
detection wavelengths for the nanoparticle sizes expected 
through this synthesis route [32, 33].

During the TiRe-LII measurement, the iron nanoparti-
cles reach temperatures far exceeding the melting point of 
iron (1,809 K [34] ), so the complex index of refraction for 
molten iron should be used to calculate E(mλ). A handful of 
studies have endeavored to quantify the complex index of 
refraction, or equivalently the complex dielectric function 
ε = ε1 + iε2, from ellipsometry measurements on molten 
iron [21–23]; results from these experiments are plotted in 
Fig. 1. In the case of metals, the spectral variation of ε with 
wavelength can often be modeled using Drude theory [30],

and

(4)ε1(ω) = n2 − k2 = 1−
ω2
pτ

2

1+ ω2τ 2

where ω = 2πv = 2πc/λ is the angular frequency, τ is the 
relaxation time (average time between collisions), ωp is the 
plasma frequency, c is the speed of light in a vacuum, and v 
is frequency. The plasma frequency is given by

where N is the number of free electrons per unit volume, m 
and e are the mass and charge of an electron, respectively, 
and ε0 is the vacuum permittivity. The relaxation time is 
found from the electrical resistivity of iron,

Following these calculations, Kobatake et al. [35] 
obtained ωp = 6.78 × 1017 rad/s and τ = 1.69 × 10−19 rad/s 
for molten iron. The real and imaginary complex indices of 
refraction obtained from Drude theory are plotted in Fig. 1; 
the trends show good agreement with ellipsometry meas-
urements on molten iron. The corresponding E(mλ) values 
are plotted in Fig. 2; vertical lines denote the laser wave-
length at 1,064 nm and the two detection wavelengths used 
in this experiment, 442 and 716 nm. While all previous LII 
studies of iron nanoparticles have assumed that E(m)r = 1 
to infer pyrometric temperatures from incandescence data 
[8, 10, 11], Fig. 2 shows that both Drude theory and ellip-
sometry measurements on molten iron [21–23] suggest that 
E(mλ) decreases with wavelength. This study will adopt the 
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Fig. 1  Real and imaginary refractive indices for molten iron obtained 
through ellipsometry [21–23] and Drude theory [35]
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E(mλ) values evaluated from Drude theory, E(m)r = E(mλ 

= 716 nm)/E(mλ = 442 nm) ≈ 0.63.
The radiative properties used in the spectroscopic 

model can be validated by modeling the absorption of laser 
energy, albeit in a somewhat circular procedure. Follow-
ing Eremin et al. [10], the complex index of refraction of 
the nanoparticles at the excitation laser frequency can be 
inferred from the peak pyrometrically defined tempera-
ture found using E(m)r by performing an energy balance 
between the start of the laser pulse, when the nanoparticles 
are at Tg, and the pyrometrically defined peak nanoparticle 
temperature, Tp,max

where H° (Tg) and H° (Tp,max) are the enthalpy of iron at 
Tg and Tp,max [34]. While in reality, Tp,max is due to a bal-
ance between qabs, qevap, qcond, and the change in enthalpy 
of the nanoparticles, Eq. (8) can be simplified by neglecting 
evaporation and conduction heat transfer, in which case

where F0 is the laser fluence in units of J/cm2. Substituting 
Eq. (9) into Eq. (8) gives an expression for E(mλlaser),

with the understanding that the simplifications to Eq. (8) 
will provide a lower bound estimate for E(mλlaser).

2.2  Nanoparticle cooling model

Interpreting TiRe-LII data also requires a heat transfer 
model of the nanoparticle cooling rate, which is derived 
from

where ρ is the density, cp is the specific heat, qabs is the 
absorbed laser radiation, qcond is heat transfer by con-
duction, qevap is heat transfer by evaporation, and qrad 
is heat transfer due to radiation. While radiation is 
the means by which the TiRe-LII signal is generated, 
at atmospheric pressures and nanoparticle diameters 
expected in this experiment, radiation heat transfer is 
several orders of magnitude lower than conduction and 
evaporation and consequently can be neglected in the 
heat transfer model [36].
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2.2.1  Conduction and the thermal accommodation 
coefficient

The mean free molecular path of the gases considered in 
this experiment ranges from ~40 nm for CO2 and N2O to 
~180 nm for He based on viscosity, which is greater than 
or equal to the expected nanoparticle sizes; under these 
conditions, heat conduction occurs in the free molecular 
regime [37]. In this scenario, gas molecules travel ballisti-
cally between the equilibrium gas and the nanoparticle sur-
face without undergoing intermolecular collisions near the 
nanoparticle. The free molecular conduction heat transfer 
rate is given by

where Ng″ is the incident gas number flux, ng = pg/(kBTg) 
is the molecular number density of the ambient gas, 
cg,t = [8kBTg/(πmg)]

1/2 is the mean thermal speed of the gas, 
and <Eo–Ei> is the average energy transfer per collision. 
This last term can be rewritten using the thermal accommo-
dation coefficient, which defines the average energy trans-
fer relative to the maximum allowed by the Second Law of 
Thermodynamics,

where ζrot is the number of internal (rotational) degrees 
of freedom in the gas, kB is Boltzmann’s constant, and 
Tg is the gas temperature. The vibrational energy modes 
of the gas are likely inaccessible due to the direct nature 
of gas/surface scattering in TiRe-LII [38]. Monatomic 
gases have no rotational degrees of freedom, while 
ζrot = 2 for the linear polyatomic molecules (N2, CO, 
NO2, and CO2). The conduction heat transfer rate can 
now be rewritten as

Trends in the TAC for TiRe-LII measurements have been 
examined in a number of experimental studies on soot [39] 
and iron [8, 9], and molecular dynamics (MD) studies on 
graphite [38, 40], nickel [41], molybdenum [36], iron [36], 
and silicon [20]. Figure 3 shows these values plotted against 
the gas molecule to surface atom mass ratio, μ = mg/ms. 
The TAC for monatomic gases generally increases mono-
tonically with increasing mass ratio. This trend does not in 
itself imply that the mass ratio alone is the key factor in 
determining the TAC, however, as the potential well depth 
also increases with the gas molecular mass (number of 
electrons) for interactions dominated by dispersion-type 
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forces. Indeed, a notable exception to the trend of α versus 
μ is the MD-derived TAC for nickel nanoparticles in argon; 
the gas/surface interaction for this system is dominated by 
a Casimir-Polder interaction, giving rise to a much deeper 
potential well than what would occur for a system of simi-
lar μ dominated by dispersion forces [41]. Figure 3 also 
shows that the TAC for polyatomic gases lies below those 
of monatomic gases having similar μ, which indicates that 
surface energy transfers preferentially to the translational 
modes of the gas molecule over the rotational modes.

2.2.2  Evaporation and the vapor properties

Heat transfer due to evaporation also occurs in the free 
molecular regime,

where ΔHv is the heat of vaporization of iron atoms, N″
v 

is the iron vapor number flux, nv = pv/(kBTp) is the vapor 
number density, and cv = [8kBTp/(πmp)]

1/2 is the mean ther-
mal speed of the vapor. This analysis presumes that indi-
vidual iron atoms evaporate instead of iron nanoclusters, 
following Refs. [8–11], and that recondensation of evapo-
rated species is negligible, which is reasonable given the 
large surface energy of the laser-energized nanoparticles 
relative to the potential well depth. There are a number of 
ways to calculate the heat of vaporization; in this study, 
ΔHv is found using Watson’s equation [42],

where K is a material constant and Tcr is the critical temper-
ature of iron [43]. Assuming that the nanoparticle surface 
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and vapor phases are in quasi-equilibrium, the heat of 
vaporization and vapor pressure may then be related using 
the Clausius–Clapeyron equation

where R is the universal gas constant and C is a material 
constant. On the other hand, Kock et al. [8] and Eremin 
et al. [9–11] adopted the vapor pressure of the bulk mate-
rials reported in the CRC handbook [44] and then used 
Eq. (17) to evaluate the heat of vaporization. Given the 
large temperature variation of laser-energized nanoparticles 
during cooling, it is insightful to examine the variation of 
the vapor pressure with temperature as calculated through 
a variety of alternative techniques. Figure 4 compares pv 
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obtained from Ref. [44] with those obtained from combin-
ing Watson’s equation and the Clausius–Clapeyron equa-
tion (used in the present work with the reference state point 
corresponding to the boiling temperature given in Ref. [44] 
), and several other sources [45, 46]. All these methods 
produce very similar vapor pressures over the temperature 
range typical of cooling nanoparticles.

Surface curvature may also influence evaporative cool-
ing, since a small radius of curvature increases the sur-
face energy [11, 20, 47]. The Kelvin equation modifies the 
vapor pressure predicted for a flat surface, pv,o, according to

where γs is the surface tension of the nanoparticle material, 
taken in this case as a function of temperature from Keene 
[48], and Rs is the specific gas constant. It has been further 
speculated that nanoparticle surface tension may also devi-
ate from its bulk value. Historically, the Tolman equation 
[49]

has been used to calculate deviations in the surface ten-
sion from its bulk value. In this equation, γs,o is the sur-
face tension of the bulk material and δ is the Tolman length, 
originally taken as the atomic diameter, h, of the substrate 
material. There is, however, a great deal of controversy 
over the correct value of the Tolman length, and even the 
underlying applicability of the Tolman equation. Kuhlmann 
et al. [47] and Eremin et al. [11], for example, cite Nanda 
et al. [24], who express skepticism in the applicability of 
the Tolman equation at very small nanoparticle diameters 
and in the value of the Tolman length over a wider range 
of nanoparticle sizes. As the Tolman equation is consid-
ered valid at larger nanoparticle sizes (generally dp > 50·σLJ 
[50], corresponding to approximately dp > 7 nm for iron), 
most studies, at least initially, evaluate the Tolman length 
in the limit dp → ∞, that is, δ∞. Koga et al. [50] consider 
two candidates for δ∞, the more extreme of which gives 
δ∞ = −0.23·σLJ, where σLJ is the Lennard-Jones 6–12 
equilibrium distance (0.2517 nm in the parameterization of 
iron by Mohri et al. [51]). This choice of δ∞ corresponds 
to an increase in surface tension with decreasing nanopar-
ticle diameter and acts as a basis for assessing other δ can-
didates. To investigate the validity of the Tolman equation, 
Koga et al. [50] carried out MD simulations on a Lennard-
Jones liquid and found an inflection in the surface tension 
at dp = 10·σLJ; further reduction of dp corresponds to a 
drop in surface tension, contrary to what is predicted by 
the Tolman equation with δ∞ = −0.23·σLJ. Lei et al. [52] 
propose a maximum value of δ∞ = 0.11·σLJ, while Lu and 
Jiang [53] suggest δ∞ = h.

(18)pv = pv,o exp

[

4γs

dpρRsTp

]

(19)γs =
γs,o

1+ 4δ
/

dp

It should be noted that this is a very active area of 
research and there remains considerable uncertainty in the 
choice of Tolman length and the underlying validity of Tol-
man’s equation [54, 55]. To determine how this uncertainty 
impacts TiRe-LII measurements, the vapor pressure is 
plotted in Fig. 5 for various choices of the Tolman length, 
alongside the vapor pressure evaluated using the bulk sur-
face tension in the Kelvin equation. Figure 5 shows that this 
effect has a negligible influence on surface tension at nano-
particle sizes above 5 nm, where the models all lie within 
ten percent of each other. At nanoparticle sizes below this 
threshold, variation in vapor pressure is discernable only at 
the extreme endpoints of the range [−0.23σLJ, h] proposed 
in the literature. For the sake of the current work, in which 
nanoparticle sizes are always greater than 5 nm, evapora-
tion from the nanoparticles can be modeled with sufficient 
accuracy using the Kelvin equation alone. Presumably, 
similar principles can be applied to other materials used 
in TiRe-LII, by scaling the effects of the Tolman equation 
based on σLJ.

3  Experimental procedure

The spectroscopic and heat transfer models defined above 
are applied to TiRe-LII measurements carried out on iron 
nanoparticles formed in aqueous solution and then aero-
solized using a TSI Model 3076 pneumatic atomizer oper-
ating in recirculation mode. The experimental method 
is summarized in Fig. 6. Zero-valent iron nanoparticles 
are synthesized by reducing ferrous iron (Fe2+) with a 
solution of sodium borohydride (NaBH4), using the pro-
cedure described in Refs. [32, 33]. For a final volume of 
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dashed lines correspond to approximate nanoparticle sizes in the cur-
rent study and Eremin et al. [9]
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100 mL, 1:2.4 volume ratio of iron (II) sulfate heptahy-
drate (FeSO4·7H2O) solution (1.28 mol/L) and carboxym-
ethylcellulose (CMC) (~250 kDa) solution (to a final con-
centration of 0.85 wt%), all in ultrapure deionized water, 
are combined in a flask. This dilution ensures that each 
atomized droplet (approximately 0.3 μm in diameter as 
specified in the pneumatic atomizer manual) contains, on 
average, one iron nanoparticle. Adding the CMC stabi-
lizer to the iron salt solution under vigorous agitation for 
~20 min ensures formation of the CMC-Fe2+ complex, 

which should prevent the iron nanoparticles from agglom-
erating. Addition of 15 mL sodium borohydride solution 
(4.26 mol/L) under continuous vigorous stirring results in 
a black colloidal suspension of CMC-stabilized zero-valent 
iron nanoparticles according to

 
Motive gas (He, Ne, Ar, CO, N2, CO2, or N2O) supplied 

at a regulator pressure of 200 kPa (30 psi) flows through an 
orifice into a low-pressure mixing chamber; the nanoparti-
cle solution is drawn up a vertical channel into the mixing 
chamber, where it is atomized by the gas stream. The drop-
let-laden gas then impacts a wall; large droplets condense 
and flow back into the solution container, while small drop-
lets exit in the aerosol stream. The water droplets then flow 
through a diffusion dryer filled with a silica gel desiccant, 
which removes the water and leaves the CMC-coated iron 
nanoparticles in the aerosol.

The dry aerosol then enters the measurement chamber 
of an Artium 200 M TiRe-LII system. The pressure of the 
gas entering the measurement chamber was monitored 
using a pressure transducer and was shown to be within 
±5 kPa of atmospheric pressure (101.3 kPa). A 1,064 nm 
Nd:YAG laser pulse, having an approximately top-hat flu-
ence profile, energizes the nanoparticles within a 23 mm 
× 23 mm probe volume. The incandescence of these 
nanoparticles is imaged onto two photomultiplier tubes, 
which measure the time-resolved incandescence at 442 
and 716 nm every 2 ns. Incandescence signals were col-
lected from 250 pulses for each aerosol type. Uncertain-
ties are estimated using Bayesian inference, as described 
in the “Appendix.” Throughout each testing run, LII meas-
urements were carried out on iron nanoparticles in argon 
between measurements on other aerosol types to ensure 
that the test conditions remained unchanged throughout 
the experiment.

4  Experimental results

4.1  Laser absorption analysis

The E(mλlaser) values recovered for CMC-capped and 
uncapped iron nanoparticles in argon are shown in 
Table 1. The peak pyrometric temperature measured from 
uncapped iron nanoparticles slightly exceeds the boiling 
point of iron (3,133 K [34] ); this may suggest that the 
molten iron nanoparticles are superheated or may be due 
to uncertainty in E(m)r. Accordingly, the increase in nano-
particle enthalpy is approximated by cp (Tp,max–Tg), where 
cp = 824 J/(kg K) is the specific heat of molten iron near 
its boiling point [34].

(20)Fe2+ + 2BH−
4 + 6H2O → Fe0 + 2B(OH)3 + 7H2

TEM Sampling

TiRe-LII 
Measurement

Diffusion Dryer

Pneumatic 
Aerosolizer

Motive Gas 
Cylinder

Nanoparticle 
Colloid

Detector with 
Photomultipliers at 
442 and 716 nm

1064 Nd:YAG
Laser

Fig. 6  The iron nanocolloid is induced into a pneumatic atomizer by 
the motive gas and leaves as 0.3 µm droplets. The droplets then pass 
through a diffusion dryer with a desiccant to remove water, leaving 
a dry aerosol of iron nanoparticles. The nanoparticles flow into the 
TiRe-LII measurement chamber where a sample is heated using a 
1,064 Nd:YAG laser. The resultant incandescence is measured at 442 
and 716 nm. TEM grids are collected at the system exhaust
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The recovered E(mλlaser) values are considerably higher 
than either Drude theory or any of the experimental ellip-
sometry data would suggest. While Kock et al. [8] do not 
explicitly calculate E(mλlaser) in their paper, a reanalysis 
of the peak temperatures reported at two fluences shows 
E(mλlaser) values similar to those found in this study. Ere-
min et al. [10] carried out TiRe-LII on iron nanoparticles 
ranging between 1 and 16 nm and, through a similar tech-
nique, found that the inferred E(mλlaser) varied with nano-
particle size; the smallest nanoparticles correspond to val-
ues similar to Drude theory predictions and increase with 
dp to a value of approximately 0.3. These results are plot-
ted versus x = πdp/λlaser in Fig. 7. Figure 7 also shows an 
“effective” E(mλlaser) derived by calculating the absorp-
tion cross section using Mie theory [30] with the complex 
refractive index found using Drude theory (Fig. 1) and 
dividing by 4x.

Eremin et al. [10] hypothesize that the deviation of 
E(mλlaser) from the value predicted using the complex 
refractive index of the bulk material could be due to the 
small size of the nanoparticles. As noted in Sect. 2.1, 
however, the absorption cross section should become size 

dependent only when the nanoparticle diameter approaches 
the mean free electron path (i.e., when electron confine-
ment becomes important), which, as noted above, is much 
smaller than the nanoparticle sizes investigated here. This is 
also borne out by non-LII experiments, which have verified 
that the spectral absorption cross section of similar-sized 
nanoparticles can be accurately predicted using the com-
plex index of refraction of the bulk material (e.g., [56]). 
Figure 1 also discounts the possibility that the unexpect-
edly large E(mλlaser) values could be due to an excursion 
outside of the Rayleigh regime since: (a) this effect is not 
large enough to account for the E(mλlaser) values inferred 
through Eq. (10) and (b) the Rayleigh regime assumption is 
valid for x < 0.1, which, for λlaser = 1,064 nm, corresponds 
to nanoparticles larger than 100 nm. An alternative hypoth-
esis is that non-incandescence laser-induced emission (LIE) 
could be contaminating the prompt LII signal. In their pio-
neering LII measurements on iron nanoparticles, Vander 
Wal et al. [5] identified short-lived, non-incandescent LIE 
in spectrally resolved LII measurements on iron nanoparti-
cles that can be distinguished from incandescence by their 
narrow spectral features, although these measurements 
were made using higher fluences (F0 ≥ 1.2 J/cm2) than 
those employed in this study and occurred at wavelengths 
shorter than 400 nm. Maffi et al. [16] observed similar phe-
nomenon in their measurements on titania. In a later work, 
however, Vander Wal et al. [57] suggest that laser-induced 
microplasmas can give rise to pseudo-blackbody spectra, 
so, at short timescales after the laser pulse, the LII signal 
may be dominated by blackbody emission from a plasma 
of sublimed iron ions, and not incandescence from the 
nanoparticle. This plasma can also absorb laser irradiation 
with a much greater efficiency than the nanoparticle, which 
could account for the discrepancy between the E(mλlaser) 
predicted using Drude theory, and the value inferred from 
an energy balance. This hypothesis could also explain 
the trends of E(mλlaser) versus nanoparticle size shown in 
Fig. 7, since it is possible that the smaller nanoparticles are 
not producing a significant plasma due to their elevated sur-
face energy. This hypothesis requires further experimental 
and theoretical study to confirm if it is indeed the case.

4.2  Analysis of evaporation and conduction regime data

We next attempt to recover the thermal accommodation 
coefficient and nanoparticle size by regressing modeled 
effective temperatures to experimentally determined quan-
tities. As noted above, the TiRe-LII data are interpreted 
using the E(m)r value obtained from Drude theory and by 
assuming that the nanoparticle sizes are monodisperse. 
Sample experimental signals are included in Fig. 8 along 
with the corresponding best fits given the monodisperse 
assumption. The Fe–Ar curve is also accompanied with 

Table 1  E(mλlaser) values from Kock et al. [8] and the present study 
(for Fe–Ar) calculated using Eq. (10)

Gas-surface pair F0 (J/cm2) Tp,0 (K) E(mλlaser)

Present study (CMC capped) 0.22 3,025 0.50

Present study (Uncapped) 0.22 3,277 0.54

Kock et al. [8] 0.32 2,476 0.26

Kock et al. [8] 0.19 2,285 0.39

Mie Theory

Eremin et al. [10]
Kock et al. [8]
Present Study
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Fig. 7  Plot of E(mλlaser) calculated using Eq. (10) from Kock et al. 
[8], Eremin et al. [9], and the present study versus the size parameter, 
x = πdp/λ. The solid curve shows results calculated using Mie theory 
with mλ = nλ + ikλ obtained from Drude theory
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a polydisperse fit assuming a lognormal nanoparticle size 
distribution with a distribution width corresponding to 
σg = 1.5, which is more typical for nanoparticles formed 
in the gas phase (e.g., [8–11, 20]). Treating the nanoparti-
cle size distribution in this manner creates fits with minor 
observable differences. The differences that are observed 
are a result of too much curvature, with the existence of 
larger nanoparticles causing larger effective temperatures 
at later cooling times. Given the significant increased 
computation effort and reductions in goodness of fit, the 
monodisperse assumption was taken as appropriate for the 
current work. Any small increases in the distribution width 
away from the monodisperse assumption will result in 
increases in both the TAC and nanoparticle size, with the 
TAC increasing faster with increasing distribution width.

The results of this inference are summarized in Fig. 9 
and Table 2. Error bounds are evaluated at 14 % of their 
nominal value based on 75,000 Markov chain Monte Carlo 
(MCMC) samples calculated for iron nanoparticles in 
argon.

Trends in the thermal accommodation coefficients 
follow those reported by Daun et al. [38], with TACs 
for monatomic gases increasing monotonically with μ 
and the values for the polyatomic gases lying below this 
observed trend. The TACs of monatomic gases are gen-
erally larger than those reported in previous experimental 
TiRe-LII studies on iron nanoparticles [8, 9], but they are 
close to values for Fe–He and Fe–Ar found from molec-
ular dynamics [36]. In contrast to previous studies [8, 
9], which calculated α assuming that all surface energy 
is accommodated into the translational mode of the gas 
molecule (i.e., <Eo−Ei>max = 2kB(Ts−Tg)), the TACs for 
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Fig. 8  Experimental effective temperature decay for Fe–He, Fe–Ar, 
and Fe–CO. Curves are plotted with their accompanying best fits. 
While modeled data generated using a monodisperse distribution fit 

the experimental data over the entire measurement duration, modeled 
data generated using a lognormal distribution with σg = 1.5 deviate 
from the experimental data at longer cooling times
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Fig. 9  Thermal accommodation coefficients inferred using the full 
(evaporation + conduction) cooling model. Error bounds correspond 
to 14 % of the nominal value based on one standard deviation of the 
mean of 75,000 MCMC samples

Table 2  The results of an evaporation regime inference of α and dp 
with error bounds corresponding to 14 % of the nominal value based 
on one standard deviation of 75,000 MCMC samples

Gas-surface 
pair

μ  = mg/
ms

α α (Prev. 
studies)

α (MD 
study)

dp (nm)

Fe–He 0.07 0.05 ± 0.01 0.01 [9] 0.11 [36] 20 ± 2

Fe–Ne 0.36 1.14 ± 0.02 – – 18 ± 3

Fe–N2 0.50 0.09 ± 0.01 0.09 [8] – 18 ± 3

Fe–CO 0.50 0.10 ± 0.01 0.13 [9] – 18 ± 3

Fe–Ar 0.72 0.16 ± 0.02 0.013 [8], 
0.1 [9]

0.23 [36] 15 ± 2

Fe–N2O 0.79 0.12 ± 0.02 – – 18 ± 3

Fe–CO2 0.79 0.14 ± 0.02 – – 17 ± 2
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the polyatomic gases in the present study were defined 
according to Eq. (13). Accordingly, TACs reported in 
Refs. [8] and [9] are multiplied by 2/3, allowing for 
energy transfer into two rotational degrees of freedom. 
After this adjustment, the values for Fe–N2 and Fe–CO 
reported in previous studies [8, 9] are consistent with 
those found in the present study.

Inferred nanoparticle sizes are consistent across the 
various gases, and all lie within two standard deviations 
of the uncertainties found through MCMC (see “Appen-
dix”). This result highlights the benefit of liquid-phase 
synthesis: even though the observed temperature decay 
rates vary considerably between the gases, the inferred 
nanoparticle sizes are similar, as one would expect as 
they are derived from a common nanocolloid stock solu-
tion, and the thermal accommodation coefficients follow 
expected trends based on molecular mass and structure. 
The inferred nanoparticle sizes also lie within the range 
of nanoparticle sizes expected from this synthesis tech-
nique, which is reported to be between 15 and 40 nm [32, 
33].

As noted in Sect. 2, a key source of uncertainty is the 
value of E(m)r used to interpret the spectral incandes-
cence measurements. Table 3 shows how various choices 
of E(m)r influence the inferred nanoparticle sizes and 
TACs; generally, both the TAC and nanoparticle size 
increase with increasing E(m)r, reaching the highest val-
ues when E(m)r = 1. In contrast to previous studies, the 
nanoparticle sizes and TACs inferred using E(m)r < 1 
appear to be more consistent with the expected values 
compared with assuming E(m)r = 1. A somewhat perplex-
ing outcome, however, is that the TACs inferred assuming 
E(m)r = 0.63, following Drude theory, are consistent with 
those reported by Kock et al. [8] and Eremin et al. [9], 
even though these studies interpreted the TiRe-LII data 
assuming E(m)r = 1. As noted in Sect. 2.1, however, there 
appears to be significant experimental and theoretical evi-
dence that E(m)r is not unity; this inconsistency requires 
further explanation.

4.3  Analysis of conduction regime data

As a further verification of these inferences, we also infer 
parameters using effective temperatures measured dur-
ing conduction-dominated cooling, corresponding to tem-
perature less than 2,400 K. While excluding evaporated-
dominated cooling from the analysis avoids uncertainties 

Table 3  Variation in the 
inferred TAC and nanoparticle 
size with E(m)r. E(m)r = 1 
corresponds to the assumption 
adopted in literature by Kock 
et al. [8] and Eremin et al. 
[9–11]

Gas-surface pair Drude theory 
E(m)r = 0.63

Krishnan et al. [21] 
E(m)r = 0.54

Shvarev et al. [23] 
E(m)r = 0.59

E(m)r = 1

dp (nm) α dp (nm) α dp (nm) α dp (nm) α

Fe–He 20 0.05 15 0.04 18 0.04 76 0.19

Fe–Ne 18 0.14 13 0.10 16 0.12 70 0.59

Fe–N2 18 0.09 14 0.07 15 0.07 63 0.32

Fe–CO 20 0.10 17 0.10 22 0.13 83 0.49

Fe–Ar 15 0.16 10 0.11 13 0.14 56 0.64

Fe–N2O 18 0.12 13 0.08 16 0.10 68 0.47

Fe–CO2 18 0.14 12 0.10 15 0.12 56 0.44

Ave. dp 18 – 13 – 16 – 67 –

Table 4  Conduction-only inference of α/dp with error bounds corre-
sponding to 14 % of the nominal value based on one standard devia-
tion of the mean of 75,000 MCMC samples. The final column shows 
the TAC assuming dp = 18 nm

Gas-Surface Pair μ = mg/ms α/dp × 10−2 (nm−1) α (dp = 18 nm)

Fe–He 0.07 0.21 ± 0.03 0.04 ± 0.01

Fe–Ne 0.36 0.78 ± 0.11 0.014 ± 0.02

Fe–N2 0.50 0.46 ± 0.06 0.08 ± 0.01

Fe–CO 0.50 0.50 ± 0.07 0.09 ± 0.01

Fe–Ar 0.72 1.06 ± 0.15 0.19 ± 0.03

Fe–N2O 0.79 0.61 ± 0.08 0.11 ± 0.02

Fe–CO2 0.79 0.70 ± 0.10 0.13 ± 0.02
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Fig. 10  α/dp inferred from the data subset corresponding to conduc-
tion-dominated cooling (Tp < 2,400 K.) Error bounds correspond to 
14 % of the nominal value based on one standard deviation of the 
mean of 75,000 MCMC samples
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associated with the evaporation model, in conduction-
dominated cooling, α and dp appear as a ratio in Eqs. (11) 
and (12), which means that it is impossible to infer each of 
these parameters independently [13, 39]. Since dp should 
be the same for each carrier gas, plotting inferred α/dp 
values should also reveal how α changes with molecular 
mass and structure of the carrier gas. (This is equivalent to 
inspecting the slope of the cooling curve when it is plot-
ted on a semilog scale, following [39].) The results of this 
inference, summarized in Table 4 and Fig. 10, show TAC 
trends that match the α values inferred from the full set of 
cooling data, shown in Fig. 9.

A thermal accommodation coefficient can be obtained 
from these estimates by using an average nanoparti-
cle diameter inferred from analyzing data from both the 
evaporation and conduction regimes, which is taken to be 
dp = 18 nm. The TACs found from this treatment are also 
given in Table 2 along with those from previous experi-
mental studies [8, 9]. Generally, the TACs obtained using 
the conduction regime data lay within the reported credible 
intervals inferred using the complete dataset.

4.4  Ex situ nanoparticle size measurements

Attempts were also made to characterize the nanoparti-
cle size distributions through a variety of ex situ analyses. 
Initially, nanoparticles were impaction-sampled from the 
aerosol by holding a 200-mesh copper TEM grid perpen-
dicular to the exhaust stream of the TiRe-LII measure-
ment chamber, but subsequent TEM micrographs showed 
a very sparse population of large iron nanoparticles (~200–
500 nm). This result is not unexpected, since it is notori-
ously difficult to extract nanoparticles from an ambient aer-
osol onto a TEM grid, and impaction sampling may result 
in a distribution biased toward larger nanoparticles. In an 
attempt to improve sampling efficiency, an electrostatic 
precipitator (ESPnano, Model 100) was used to sample 
the exhaust stream for 100 s. TEM micrographs revealed 
a wider distribution of nanoparticle sizes than previously 
observed, ranging from approximately 20 nm (Fig. 11a) to 
700 nm (Fig. 11b), with the majority of distinguishable iron 
nanoparticles averaging around 200–300 nm. Additional 
structural features including the clustering of iron nanopar-
ticles (Fig. 11c) and the CMC coating (Fig. 11d) on some 
of the nanoparticles can also be seen. Nevertheless, the 
TEM grids remained too sparse to permit a detailed statisti-
cal sampling of the TEM images.

Dynamic light scattering (DLS) measurements were 
also carried out on stock nanocolloid solutions synthe-
sized following the procedure described above and then 
diluted 1:1,000 in deionized water. The diluted solutions 
were then ultrasonically dispersed and analyzed in a Vasco 
DL 135 instrument using a Padé-Laplace fit model. In this 

technique, a laser is shone through the diluted nanocol-
loid sample, and the nanoparticle hydrodynamic diameter 
is inferred from the autocorrelation of scattered intensity 
caused by the Brownian motion of the nanoparticles within 
the fluid. A refractive index of 2.87 was assumed for the 
CMC-coated iron nanoparticles [58]. The results suggest 
that the solution contains two types of nanoparticles that 
both have narrow size distributions: a large population of 
large nanoparticles (dp > 1 μm), presumably clusters of 
excess CMC or CMC-coated nanoparticles, and a small 
population of much smaller nanoparticles, corresponding 
to isolated CMC-coated iron nanospheres. Two stock solu-
tions were analyzed: The first solution was ultrasonically 
dispersed for 15 min immediately after synthesis and then 
measured to reveal a number hydrodynamic diameter of 
25 nm, which is consistent with TiRe-LII inferred diam-
eters. The second solution was ultrasonically dispersed for 
10 min after synthesis and measured to reveal a nanosphere 
hydrodynamic diameter of 60 nm. Subsequent measure-
ments 20 and 30 min after synthesis showed diameters of 
160 and 156 nm, respectively.

These results appear to suggest that the nanoparticle 
size can vary significantly between stock nanocolloids, and 
that the mean nanoparticle hydrodynamic diameter appears 
to grow as the solution ages. We initially hypothesized 
that the latter effect was due to oxidization, suggested by 
the appearance of an orange-red precipitate after approxi-
mately 20 min. Assuming the most common form of iron 
oxidation,

20 nm

A B

C D

500 nm 200 nm

500 nm

Fig. 11  TEM images showing a variety of iron nanospheres and 
agglomerates of various sizes from the current set of experiments. 
The iron nanoparticles are regularly surrounded by CMC
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and based on the corresponding molar densities, one would 
expect an increase in diameter of approximately 200 %. 
Consequently, oxidation alone does not account for the 
increase in hydrodynamic diameters observed in the DLS 
measurements. Instead, we suspect that some physical or 
chemical reaction within the nanocolloid (possibly involv-
ing agglomeration of the CMC-coated nanoparticles, or 
excess CMC in the solution) is affecting the Brownian 
motion of the nanoparticles.

5  Conclusions

Time-resolved laser-induced incandescence (TiRe-LII) is a 
potent tool for characterizing gas-borne iron nanoparticles, 
but considerable uncertainty remains in the spectroscopic 
and heat transfer models needed to interpret the TiRe-LII 
data. This paper focuses on the radiative properties, the 
evaporation model, and the thermal accommodation coef-
ficient for TiRe-LII measurements of iron nanoparticles. 
While all previous studies examine iron nanoparticles 
synthesized in the gas phase, in this work the iron nano-
particles are synthesized in water and then aerosolized into 
various monatomic and polyatomic motive gases using a 
pneumatic atomizer.

While previous TiRe-LII studies on iron nanoparticles 
assume that the spectral absorption function is constant 
over the measurement wavelengths, ellipsometry meas-
urements on molten iron and Drude theory suggest that 
the variation of E(mλ) over the visible and near infrared 
wavelengths cannot be neglected. An energy balance over 
the laser pulse heating period also shows that the effective 
absorption function is considerably larger than what would 
be predicted from the radiative properties of molten iron, a 
phenomenon also observed in previous TiRe-LII measure-
ments on iron nanoparticles. While it may be possible that 
a microplasma surrounding the laser-heated iron nanoparti-
cles could account for these inconsistencies, further experi-
mental and analytical investigation is needed to verify this 
hypothesis.

A comparative analysis of nanoparticle sizes and ther-
mal accommodation coefficients inferred from the TiRe-
LII data reveals similar nanoparticle sizes for each carrier 
gas and TACs that follow expected trends in the literature. 
Thermal accommodation coefficients found using the full 
dataset and the evaporation/conduction cooling model also 
match the α/dp values inferred from a subset of the data 
corresponding to conduction-dominated cooling. Unfortu-
nately, the nanoparticle sizes inferred from ex situ (TEM 
and DLS) techniques were inconclusive; TEM images 

(21)2Fe0 +
3

2
O2 → Fe2O3

suggested much larger nanoparticles, while DLS measure-
ments showed nanoparticle diameters that varied between 
stock solutions and grew over time.

The results of this study highlight the benefit of compar-
ing TiRe-LII measurements made by aerosolizing nanoparti-
cles into a variety of carrier gases. We intend to continue this 
process by investigating other types of gases and extending 
our study to other nanoparticle materials. Future studies are 
also planned, which will use a spectrometer and gated ICCD 
to measure the incandescence over a continuous spectrum; 
these measurements will greatly help elucidate the radiative 
properties of the laser-energized iron nanoparticles.
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Appendix: Uncertainty analysis through Bayesian 
estimation

TiRe-LII data are analyzed using Bayesian inference. In 
this technique, a posterior distribution, P(x|b), of the quan-
tities-of-interest in x conditional on observed data in b is 
found using Bayes’ equation

where P(b|x) is the likelihood of the observed data in b 
occurring for a hypothetical x, Ppr(x) is a probability den-
sity that represents the state of knowledge of x prior to the 
measurement, and P(b) is the evidence

which scales P(x|b) so that the Law of Total Probability 
is satisfied. In this study, the quantities-of-interest are the 
nanoparticle size and the TAC, x = [dp, α]T, while b con-
tains the expected values of the effective temperatures at 
various cooling times (i.e., the average of the effective tem-
peratures obtained from individual shots, after outliers have 
been removed.) In contrast to Ref. [20], in which the effec-
tive temperatures in b are assumed to be independent, con-
siderable covariance was observed in b, which likely arises 
from signal processing algorithms. We account for this by 
defining the variance–covariance matrix Γe, again based on 
the effective temperatures obtained from individual shots, 
and then defining the likelihood as

(22)P(x|b) =
P(b|x)Ppr(x)

P(b)

(23)P(b) =

∫

x

P(b|x)Ppr(x)dx

(24)P(b|x) ∝ exp
{

�(bmod − b
exp)Γ −1

b (bmod − b
exp)�22

}
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Uncertainties in the quantities-of-interest caused by 
uncertainties in the other “nuisance” model parameters, in 
this case Φ = [ρ, cp, Tg, E(m)r, Pg, Tcr, ΔHv,b]

T, are incor-
porated into the analysis by treating them as additional 
stochastic variables to be inferred, so Bayes’ equation 
becomes

While an uninformative prior is used for x (i.e., Ppr(x) = 1), 
the analysis must incorporate prior probabilities that reflect 
the state of knowledge of the other model parameters, sim-
ilar to the procedure followed by Crosland et al. [59]. In 
this work, the parameters in Φ are assumed to be normally 
distributed about their nominal values with a standard dis-
tribution of 10 %, which reflects the epistemic uncertainty 
associated with these parameters; for example, the range of 
values for E(m)r corresponding to the various ellipsometry 
measurements on molten iron summarized in Table 2 are 
within ±10 % of the Drude theory prediction.

Finally, the nuisance parameters are “marginalized out” 
of the posterior density by integration,

Instead of carrying out the integrations in Eqs. (23) and 
(26) explicitly, however, the marginalized posterior dis-
tribution P(x|b) is estimated using a Markov chain Monte 
Carlo (MCMC) procedure [60]. Nuisance parameters, 
Φ, are sampled directly from their prior distributions so 
as to keep the samples centered about their expected val-
ues. Error bounds correspond to one standard deviation of 
75,000 MCMC samples.

Figure 12 shows a histogram estimating the density of 
MCMC samples for the Fe–CO data when considering 
conduction only cooling. Regions with a higher number 

(25)P(x,�|b) =
P(b|x,�)Ppr(x)Ppr(�)

P(b)

(26)P(x|b) =

∫

�

P(x,�|b) d�

of samples correspond to values of Fe–CO that are more 
likely. These values do not necessarily correspond to values 
where the posterior is maximum as there are multiple other 
dimensions that have been marginalized in producing this 
plot. The spread of the samples gives an indication of the 
uncertainty in the inferred parameter.
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