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Abstract Temperature and OH concentrations derived

from OH laser-induced fluorescence (LIF) are known to be

susceptible to effects such as collisional quenching, laser

absorption, and fluorescence trapping. In this paper, a set of

analytical and easy-to-implement methods is presented for

treating these effects. The significance of these signal

corrections on inferred temperature and absolute OH con-

centration is demonstrated in an atmospheric-pressure,

near-stoichiometric CH4-air flame stabilized on a Hencken

burner, for laser excitation of both the A2R?/X2P (0,0)

and (1,0) bands. It is found that the combined effect of laser

attenuation and fluorescence trapping can cause consider-

able error in the OH number density and temperature if not

accounted for, even with A–X(1,0) excitation. The validity

of the assumptions used in signal correction (that the

excited-state distribution is either thermalized or frozen) is

examined using time-dependent modeling of the ro-vib-

ronic states during and after laser excitation. These

assumptions are shown to provide good bounding approx-

imations for treating transition-dependent issues in OH

LIF, especially for an unknown collisional environment,

and it is noted that the proposed methods are generally

applicable to LIF-based measurements.

1 Introduction

With a long history of development, laser-induced fluo-

rescence (LIF) has been widely employed in the detection

of the hydroxyl radical (OH), an important intermediate

species in combustion [1], atmospheric chemistry [2] and

plasmas [3]. Despite the abundant information available on

the spectroscopic characteristics of the OH molecule and

the availability of the laser sources for various excitation

schemes, absolute OH number density measurement by

LIF remains challenging in many circumstances. Likewise,

accurate thermometry based on multi-line OH LIF is both

attractive—for these same reasons—and difficult.

One obstacle encountered in quantitative OH LIF for

either temperature or concentration measurement is asso-

ciated with the determination of fluorescence quantum

yield, which depends on various energy transfer processes

during and after laser excitation, such as radiative decay,

rotational energy transfer (RET), vibrational energy transfer

(VET), and electronic quenching. Despite some successes

modeling temperature-dependent quenching of OH A2R?

(the excitation destination of most OH LIF techniques) [4,

5], comprehensive theories do not yet exist for describing

all aspects of the major collisional processes (i.e., RET,

VET, and quenching), such as their dependence on tem-

perature (T), rotational level in the excited state (J0), and

collision partners (e.g., air constituents, hydrocarbons,

radicals, and excited species). To account for these issues in

data analysis, one common practice is to rely on (1) reported

collisional cross sections, measured mostly at B300 K [6–

8] and at flame temperatures [9–12] for OH A2R? (v0 = 1

and 0) and/or (2) empirical relations describing their J0- and

T dependencies [13–16], assuming that temperature and gas

composition in the probe volume are known. Alternatively,

the total rate of quenching/VET for a specific probe volume
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may be obtained by direct measurement of OH lifetime,

provided that the fluorescence decay can be properly

resolved by the laser pulse and the detection system [14].

Other issues in extracting quantitative information from

LIF may be encountered in the evaluation of the efficiency

of the experimental setup, mainly including considerations

of laser beam attenuation, fluorescence trapping, and the

optical efficiency of the detection system. In systems with

high OH average concentration and/or large spatial scales,

the laser beam may experience attenuation as it traverses

the environment. Fluorescence may also be reabsorbed

along the signal collection path, a process known as fluo-

rescence trapping. Both issues can introduce considerable

error if neglected, depending on the OH number density,

line strength of the excitation transition, and the sampling

location. Although it is a common practice nowadays to

consider laser attenuation, much less attention is paid to

fluorescence trapping due to the lack of a general approach

for its treatment. By a combination of (1,0) excitation of

OH A2R?/X2P and collection of (1,1) emission, trapping

may be largely avoided (though at the cost of increased

sensitivity to VET). However, as the (1,1) band overlaps

with the (0,0) band, it is difficult to isolate either band

without spectrally resolving the fluorescence, which is

impractical for certain applications such as planar imaging.

To derive absolute OH number density, it is necessary to

determine the optical efficiency of the detection system,

generally consisting of windows, focusing lenses, optical

filters (or a monochromator), and a photon detector (e.g., a

photomultiplier tube, PMT, or a charge-coupled device,

CCD). Instead of direct calculation, the collective optical

efficiency of the detection system is often deduced via

calibration. Previously demonstrated calibration techniques

include signal comparison with an external reference flame

(such as a Hencken burner [17] where the concentration is

known) or with Rayleigh/Raman scattering. The reference

flame approach, albeit straightforward, may introduce sig-

nificant error if (1) the concentration is not well known [18],

(2) the same optical alignment for the flame and for the

target system is not guaranteed, and/or (3) the collisional

environment at the condition of interest is significantly

different from that of the calibration environment. On the

other hand, laser scattering-based techniques make possible

the use of the same test facility for both LIF and calibration,

such as shown in some early demonstrations for calibrating

CH and OH LIF in flames using Rayleigh [19–21] and

Raman scattering (Stokes radiation) [19, 22]. Spontaneous

Raman scattering may prove advantageous for nonresonant

detection in situations where Rayleigh calibration using the

same excitation laser frequency would require additional

corrections for spectral bias of the detection system.

It is worth pointing out that over the years, approaches have

emerged for OH LIF to mitigate the aforementioned issues:

collision-insensitive techniques such as saturated LIF [20, 21],

and the combination of picosecond excitation and narrow-gate

collection [23] have been used to obviate the need for

quenching corrections. A bidirectional laser beam configura-

tion has been demonstrated to be collision independent and

self-calibrated for absolute OH number density measurements

[24]. In spite of their obvious advantages, these techniques

may demand complicated modeling of the excitation/fluores-

cence process [20] or additional experimental complexity and

may not be amenable to measurements in turbulent flames.

In this work, we examine in detail possible uncertainties

and systematic errors associated with temperature and

absolute concentration measurements for the most common

approach of OH LIF setup, i.e., linear excitation in the (1,0)

or (0,0) band of OH A2R?/X2P and broadband detection

of fluorescence, in an atmospheric-pressure flame generated

by a Hencken burner. Our goal is to present viable and easy-

to-use analytical solutions for treating transition-dependent

laser attenuation, fluorescence yield, and fluorescence

trapping. In addition, the accuracy and efficacy of Rayleigh

scattering-based calibration of the fluorescence signal is

determined by comparison to laser absorption measure-

ments. To our knowledge, this comparison has been done

only for saturated LIF measurements [20], wherein the

approach and challenges differ significantly from linear

LIF. The importance of the various corrections/treatments is

seen by comparing (1) the OH LIF-based temperature to the

expected temperature (from equilibrium considerations)

and (2) the Rayleigh scattering-calibrated number density to

the value from absorption. With regard to concentration

measurements, these corrections are relevant to the use of

any LIF calibration factor (i.e., in transferring the calibra-

tion from one condition to another), regardless of its origin.

2 Experimental

In this work, a 25-mm-square Hencken burner (Technolo-

gies for Research, model RD1X1), as illustrated (top view)

in Fig. 1, was used for OH absorption and OH LIF/Ray-

leigh calibration measurements. Unlike a standard model

that operates in nonpremixed mode, this burner was mod-

ified to operate in a premixed mode only (i.e., it did not

include the fuel tubes). A near-stoichiometric mixture

(equivalence ratio / *0.95) of CH4 (1.0 standard liters per

minute, SLPM, with standard conditions of 1 standard

atmosphere and 273.15 K) and air (9.6 SLPM) was deliv-

ered through the main flow region, as shown in Fig. 1. The

CH4 (Grade 2.0) was of 99 % purity. A coalescing filter

(Balston A912A-DX) was used to remove water vapor and

oil particles in the compressed air before it was mixed with

CH4. The flow rates were metered by Tylan mass flow

controllers, which were calibrated using a Bios Drycal
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piston-type device prior to the experiment. N2 was supplied

in the co-flow region at a total flow rate similar to the main

flow, to reduce buoyancy-induced flame instability.

The experiments described in this work were carried out

collaboratively at the Air Force Research Laboratory

(AFRL) and The Ohio State University (OSU). At AFRL,

combined OH LIF and absorption measurements were used

to determine the absolute OH number density in the Hencken

flame. For that, an injection-seeded Nd:YAG laser (Spectra

Physics GCR-170) was used to pump a tunable dye laser

(Lumonics Hyperdye 300). The dye laser output (near

619 nm) was frequency doubled within an Inrad Autotracker

III; the UV beam was separated from the dye beam within an

Inrad Prism Harmonic Separator (PHS), attenuated to about

1 lJ/pulse, and then softly focused using a 1-m focal length

lens. The laser beam was aligned to probe 25 mm above the

burner surface, where near equilibrium conditions were

estimated to have been achieved. The 309-nm laser beam has

a pulse width of 8 ns and an estimated linewidth of

*0.2 cm-1. Beam energies before and after the flame were

recorded using Molectron Joulemeters coupled to integrat-

ing spheres; the purpose of the integrating sphere is to

remove all spatial information from the beam (before being

sampled by the Joulemeter). Joulemeter signals were

recorded using a digital oscilloscope (LeCroy Waverunner

HRO 64Zi with 12-bit resolution) using a correlated double

sampling approach. The relative noise levels between the

two signals were typically *0.05 %. Using a PIMAX

camera, the OH profile along the laser line was imaged via

LIF synchronously with absorption to derive the absorption

path length (for each absorption measurement):

Labs x ¼ að Þ ¼ 1

Sf x ¼ að Þ

ZDx

�Dx

Sf xð Þdx: ð1Þ

In Eq. (1), Sf(x) is the LIF signal at location x (refer to Fig. 1

for the naming convention of the burner dimensions); a is

the calibration location, and the integration limits Dx were

chosen to encompass the entire OH profile. For these

measurements, the calibration location was at the center of

the burner (i.e., x = 0 as shown in Fig. 1). Since the profile

should represent the OH number density (from a specific

rotational ground state), main-branch transitions could not

be used, due to laser attenuation (and the corresponding

distortion of the OH profile). Thus, satellite transitions,

which suffer minimal distortion from attenuation as the

laser traverses the flame, were employed to derive Labs.

At OSU, OH concentration and rotational temperature

were measured by OH LIF in the near equilibrium CH4-air

flame with the same Hencken burner (shown in Fig. 1) and

flow control system used at AFRL. A similar UV genera-

tion setup was used, which consists of an Nd:YAG (Con-

tinuum, Model Powerlite 8010), a dye laser (Laser

Analytical Systems, Model LDL 20505), an Inrad Auto-

tracker II and a PHS. The UV laser beam has a pulse width

of 10 ns and an estimated linewidth of *0.75 cm-1. The

UV laser energy was measured by a power meter (Model

P09, Scientech) and monitored during the experiment by a

photodiode (Thorlabs Model DET210). To insure operation

in the linear excitation regime, the laser energy was

attenuated down to *0.1–1.0 lJ/pulse. The fluorescence

was collimated and focused into a photomultiplier tube

(PMT); filters were mounted at the entrance of the PMT

housing, including colored glasses (Schott UG 11 and in

certain cases WG305) and a neutral density filter

(OD = 0.4, Newport). An entrance slit on the PMT hous-

ing was used to limit the sampling volume to be about

3-mm long (from x = -1.5 mm to x = 1.5 mm) and 1.5-

mm tall. The entire LIF pulse was integrated and stored in

real time using a digital oscilloscope (LeCroy, WAVEPRO

7100A). Rayleigh scattering at the fluorescence wavelength

(*308 nm) was used to calibrate the relative OH signal,

the details of which will be presented in Sect. 4.

3 Laser absorption measurements

OH absorbance was measured by scanning across both

Q1(9.5) (and the satellite P21(9.5)) and Q2(6.5) (and the

satellite R12(6.5)) transitions in the OH A2R?/X2P
(v0 = 0, v00 = 0) band. The absolute OH number density,

nOH, can then be derived iteratively as follows:

Integrated Experimental Absorbance

¼
ZþDm

�Dm

1� exp �hm0ga m; m0; T ;Pð ÞfBnOHLabs xð Þblu½ �f gdm;

ð2Þ

where h is the Planck constant (J�s); v0 is center of the

transition (cm-1); fB is the Boltzmann factor for OH

Fig. 1 Illustration (not to scale) of the Hencken burner (top view)

used in this work
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molecules in the absorbing state, calculated using the

rotational term energies for X2P v = 0 state from Coxon

[25]; nOH is OH number density (cm-3); blu = Blu/c is the

Einstein absorption coefficient (cm2 J-1 cm-1), taken from

LIFBASE [26]; ga is the normalized absorption lineshape

and is a convolution of the collisional broadening lineshape

and the Doppler lineshape. The collision broadening line-

width was calculated based on the experimental results

reported by Rea et al. [27, 28]. Since Doppler broadening

dominates the absorption lineshape at atmospheric flame

conditions, the uncertainty introduced by the estimated

collisional broadening is likely small. The limits for

spectral integration, ±Dv, were chosen to include the entire

experimental absorbance as much as possible. The mea-

sured absorption path length for the corresponding transi-

tion and an assumed temperature of 2,150 K were used in

the exponential term in Eq. (2). Since the ground-state

populations for both main-branch transitions chosen here

are temperature insensitive in the range of 1,500–2,500 K

(especially for J00 = 9.5), the error introduced by the

assumed temperature is negligible.

For the set of 12 measurements performed at the center

of the flame (y = 0 mm), 25 mm from the surface

(z = 25 mm), the average nOH was (0.916 ± 0.006) 9

1016 cm-3, with the given uncertainty being the standard

deviation of the 12 measurements. As a check, absorption

and path length measurements were repeated using (1,0)

transitions; the derived concentration among 12 measure-

ments was slightly higher, equaling (0.943 ± 0.008)

9 1016 cm-3. These values are consistent with an equi-

librium OH number density at 2,170 K (vs. an adiabatic value

of about 2,190 K). A set of absorption scans was also per-

formed at 5 mm from the front edge of the burner (y =

-7 mm), employing the OH profile obtained at this location.

nOH at this location was determined to be 0.71 9 1016

cm-3, approximately equal to the equilibrium value at

2,100 K. Considering the various sources of uncertainty (T,

Labs, blu, collisional broadening, etc.), the overall relative

uncertainty of nOH,abs is estimated to be ±6 % and thus at the

center of the flame nOH,abs (x = 0, y = 0,

z = 25 mm) = (0.93 ± 0.05) 9 1016 cm-3, and likewise at

the edge of the flame, nOH,abs (x = 0, y = -7 mm,

z = 25 mm) = (0.71 ± 0.04) 9 1016 cm-3. It is noted that

this easily repeatable flame condition and corresponding OH

concentration can be used by those interested in calibrating

OH LIF.

4 Signal corrections for OH LIF

4.1 Transition-dependent quantum yield

Operating in the linear excitation regime, the time-inte-

grated (from 0 to ?) fluorescence signal, Sf(vL), at the laser

frequency vL (cm-1), can be expressed as follows:

Sf mLð Þ ¼ nOHfBbluE/Jg mLð Þ
lXb
4p

; ð3Þ

where E is the laser energy (J); /J is the fluorescence

quantum efficiency (or quantum yield); g(vL) is the overlap

integral (1/cm-1), i.e., a convolution of laser lineshape and

absorption lineshape; l is the path length of the laser

sampled by the collection optics (cm); X is the solid angle

of detection (sr); and b represents the overall effectiveness

of the detection system for converting incident photons into

volts (in the case of a PMT detector coupled with an

oscilloscope). For (v0 = 0, v00 = 0) excitation and collec-

tion of fluorescence from the v0 = 0 level, the quantum

yield /J can be expressed generally as:

/J ¼
P

v0¼0; J0 fJ0 �
P

v00; J00 e
v0¼0; J0

v00; J00 � A
v0¼0; J0

v00; J00

� �
P

v0¼0; J0 fJ0 � Av0¼0; J0 þ Qv0¼0; J0
� � ; ð4Þ

where ev0¼0; J0

v00; J00 accounts for detection efficiencies (from the

PMT and various filters) and fluorescence trapping, both of

which may depend on specific transition; A
v0¼0; J0

v00; J00 and

Av0¼0; J0 are the transition-dependent and the J0-dependent

radiative decay rates, respectively, and are related via

Av0¼0; J0 ¼
P

v00; J00 A
v0¼0; J0

v00; J00 (a sum of all possible transi-

tions); Qv0¼0; J0 is the J0-dependent quenching rate; fJ0 rep-

resents the time-integrated population fraction of J0 in

v0 = 0, such that
P

v0¼0; J0 fJ0 ¼ 1. For (v0 = 1, v00 = 0)

excitation and collection of fluorescence from both v0 = 1

and v0 = 0, /J takes the following form by also taking into

account J0-dependent VET from v0 = 1 to v0 = 0, V10; J0 :

/J ¼
P

v0¼1; J0 fJ0 �
P

v00; J00 e
v0¼1; J0

v00; J00 � A
v0¼1; J0

v00; J00

� �
þ 1

r
�
P

v0¼0; J0 fJ0 �
P

v00; J00 e
v0¼0; J0

v00; J00 � A
v0¼0; J0

v00; J00

� �h i
�
P

v0¼1; J0 fv0¼1; J0 � V10; J0

� �
P

v0¼1; J0 fv0¼1; J0 � Av0¼1; J0 þ Qv0¼1; J0 þ V10; J0
� � ;

ð5Þ
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where r ¼
P

v0¼0; J0 fJ0 � Av0¼0; J0 þ Qv0¼0; J0
� �

and upward

VET (from v0 = 1 to v0 = 2, etc.) is neglected. Note that in

this case,
P

v0¼0; J0 fJ0 ¼ 1 and
P

v0¼1; J0 fJ0 ¼ 1. To properly

evaluate the time-integrated population fraction fJ0, com-

prehensive simulation of the laser excitation and various

energy transfer processes including radiative decay, RET,

VET and electronic quenching among all involved ro-

vibrational levels may be necessary. Two extreme cases

regarding fJ0 were first considered: (1) completely ther-

malized excited-state population, i.e., fJ0 follows a relative

Boltzmann distribution at the flame temperature; (2) frozen

or nonthermal population, i.e., all fluorescence originates

from the directly excited J0 (no RET). These assumptions,

albeit crude, provide limiting cases and are much easier to

implement in calculation. Note that these two extreme

conditions can be approximated experimentally given

proper design (e.g., using Ar/He to enhance RET for fast

thermalization of v0 [10] or operating at very low pressure

to reduce RET for J0 dependence study [12]). The validity

of using these two assumptions for the atmospheric-pres-

sure Hencken flame will be further addressed in Sect. 7 by

comparing them to LIF simulations carried out using the

LASKIN program [29].

In this work, individual values of A
v0; J0

v00; J00 (for both v0 = 1

and v0 = 0) were taken from LIFBASE. Although several

empirical expressions for Qv0¼0; J0 and V10; J0 have been

proposed in the literature [14, 16], they are often validated

under certain specific flame environments. On the other

hand, the total electronic quenching and VET rates (Q1, Q0

and V10) have been measured in similar atmospheric-

pressure CH4-air flames [30, 31]. It has also been reported

that quenching by H2O (accounting for more than 80 % of

the total quenching rate in the Hencken flame) becomes

nearly J0 independent at T = 2,300 K [9]. Based on these

reported rates and the cross sections for electronic

quenching and VET measured in a shock tube (1,900–

2,300 K) given in [10, 11], estimated values of

Q1 & Q0 = 4.9 9 108 s-1 and V10 = 3.0 9 108 s-1 were

used for signal corrections using the two bounding

assumptions, instead of assuming certain J0 dependencies

for electronic quenching and VET. Note that for LASKIN

simulations, however, empirical relations for Qv0¼0; J0 and

V10; J0 were implemented, as described in Sect. 7.

4.2 Spectral bias and fluorescence trapping

As noted earlier, the term e in Eqs. (4) and (5) concerns

possible spectral bias and fluorescence trapping. When

accounting for spectral bias, transmittance spectra were

obtained (using a UV/Vis spectrometer) for all the colored

glass and neutral density filters used in this work. Most

filters and the PMT have approximately flat efficiency

profiles across the range of 280–330 nm, in which fluo-

rescence from OH A2R??X2P (0,0), (1,0), and (1,1)

bands reside (the three most significant emission bands

following the excitation to either v0 = 0 or v0 = 1). How-

ever, the 2-mm thick Schott WG305 filter (commonly used

for blocking laser radiation in the case of (1,0) excitation)

has a transmittance varying from 50 % at 305 nm to 84 %

at 325 nm. Therefore, the (0,0) band (305–316 nm) may be

preferentially attenuated (especially for emission from the

R-branch) compared with the (1,1) band (312–325 nm).

This bias has been taken into account during data analysis

when the WG305 filter was used.

On the other hand, treating fluorescence trapping in

flames with high OH concentrations is not as straightfor-

ward. Quantification of fluorescence trapping requires not

only knowledge of OH concentration within each excited

ro-vibronic state in the probe volume but also the ground-

state OH concentration at each point between the probe

volume and the detector. The wavelength dependence of

fluorescence trapping has been demonstrated in a recent

work wherein fluorescence trapping was measured from

spectrally resolved OH LIF and OH* chemiluminescence

[32]. Signal attenuation up to 40 % in the presence of an

absorber flame was reported, with the most pronounced

effect found in emission from the (0,0) band (mainly due to

higher population in v00 = 0). One obvious remedy for

minimizing fluorescence trapping would be to employ (1,0)

excitation followed by (1,1) detection. As mentioned in the

introduction, this approach is not applicable for quantita-

tive planar imaging, since it is almost impossible to isolate

(1,1) band emission from the (0,0) band with commercially

available band-pass filters; furthermore, isolation of the

(1,1) band fluorescence (from the total) would decrease the

LIF signal strength and increase the sensitivity to VET. In

cases where quantitative flame properties are extracted

from OH* chemiluminescence (such as heat release rate

and equivalence ratio sensing [33]), a practical method for

quantifying signal trapping would, of course, be helpful.

In this work, we propose the following expression for

estimating transition-dependent fluorescence trapping:

Tr
v0; J0

v00; J00 ¼
ZþDm

�Dm

exp �hm0ga m; m0; T;Pð ÞfBnOHLtr yð Þblu½ � � ge mð Þdm:

ð6Þ

Equation (6) essentially represents the transmittance of

fluorescence along the signal collection path (i.e., along the

y-axis of the burner as indicated in Fig. 1). Ltr is the

effective absorption length that the fluorescence experi-

ences as it travels from the sample volume to the edge of

the flame [similar to the definition of Labs in Eq. (1)]. ge is

the emission lineshape, which was assumed to have the

same form as ga (i.e., considering Doppler and collision

Effects of signal corrections on measurements of temperature and OH concentrations 711
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broadening). In order to evaluate the use of Eq. (6), fluo-

rescence trapping was measured (at AFRL), utilizing a

motorized translation stage (which supports the burner) and

the LIF line imaging system described in Sect. 2. The

experiments consisted of two steps. First, by translating the

burner along its y-axis (refer to Fig. 1), the probe volume

of the laser beam can be varied such that the fluorescence

signal is subjected to a varying Ltr. To guarantee that laser

attenuation is insignificant, the satellite P21(9.5) transition

in the OH A2R?/X2P (v0 = 0, v00 = 0) band was excited.

Second, the OH profile across the y-axis of the burner (i.e.,

after the burner was rotated by 90�) was obtained using the

same line imaging method described for laser absorption.

The measured trapping was compared to estimates based

on either a thermal or a nonthermal (i.e., frozen) rotational

population distribution in v0 = 0 (for calculating fJ0 as

discussed above). It was also assumed that T was 2,150 K

and remained constant across the burner. For the thermal

assumption, J0 = 0.5–20.5 in v0 = 0 was considered.

Figure 2a plots the measured relative OH signal (solid

circle symbols) against laser-probing location along the

burner y-axis (i.e., the first step described above). The

detailed OH profile (empty diamond symbols) obtained

after the burner was rotated (i.e., the second step described

above), is plotted on the secondary vertical axis as a ref-

erence. Note that in line imaging, fluorescence is assumed

to be subject to the same amount of trapping (vs. x, a

reasonable assumption since the main flow region is

square). The measured fluorescence (solid circle symbols)

has been rescaled to match the OH profile at y = -9 mm

(assuming that at this location trapping is negligible). The

calculated relative fluorescence signal (solid and dashed

lines labeled as ‘‘Nonthermal’’ and ‘‘Thermal’’, respec-

tively) was obtained by multiplying the OH profile across

the y-axis (i.e., Sf(y)) by the estimated total fluorescence

trapping at that location. As can be seen in Fig. 2a, for this

particular transition, results from the two different trapping

calculation methods are barely distinguishable and both

match well with the measured distribution of fluorescence.

A larger disagreement can be found between thermal and

nonthermal estimations for transitions with J0 levels that

are not near the peak of thermal distribution of v0 = 0. This

is demonstrated in Fig. 2b, in which satellite transitions

R12(6.5) and P21(15.5) in the OH A2R?/X2P (0,0) band

were used for trapping estimation under the same condi-

tions described for Fig. 2a, using the nonthermal assump-

tion. Since the result based on thermal assumption is

transition independent, it is the same as in Fig. 2a (dashed

line). It is evident that the discrepancies between both of

the nonthermal calculations (labeled by their transition

assignments) and the thermal one are much larger than in

the case shown in Fig. 2a, especially for P21(15.5), where

the nonthermal assumption predicts very small trapping.

Such transition-dependent behavior can be easily attributed

to the fact that since a highly populated J0 state (such as

J0 = 8.5 in the case of P21(9.5)) is heavily weighted in the

thermal distribution, a nonthermal distribution (e.g., where

only J0 = 8.5 is excited and populated) does not deviate

much from a thermal distribution. By contrast, the non-

thermal assumption may significantly underestimate trap-

ping for weakly populated J0 states (such as J0 = 14.5 in

the case of P21(15.5)). The actual trapping effect for

P21(15.5) is likely in between the extremes depicted by the

two limits shown in Fig. 2b.

Fig. 2 Effect of fluorescence trapping on LIF signal along its travel

path in the near-stoichiometric CH4-air Hencken flame. a Comparison

between measured and estimated fluorescence trapping for the

satellite transition P21(9.5) in the OH A2R?/X2P (0,0) band.

b Estimated fluorescence trapping for satellite transitions R12(6.5) and

P21(15.5) in the OH A2R?/X2P (0,0) band. The laser beam was

aligned to be 25 mm above the burner surface
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4.3 Laser attenuation

In this work, we consider laser attenuation from a more

general point of view. It can be shown that, by taking into

account laser absorption (Beer’s law) during the derivation

of LIF expression, one would arrive at Eq. (3) with an

overlap integral g(vL) as this:

g mLð Þ ¼
Zþ1

�1

ga mð Þ � exp �hm0ga mð ÞfBnOHLabs xð Þblu½ � � gL mL � mð Þdm; ð7Þ

where ga and gL are the absorption lineshape and laser

lineshape (assumed Gaussian in this work), respectively. It

is a common practice in the literature to correct laser

intensity attenuation by directly applying Beer’s law. This

approach, however, does not account for the distortion

imposed on the laser lineshape by the absorption profile, as

is clearly shown in Eq. (7). Such distortion is most pro-

nounced when the linewidth of the excitation laser is broad

compared with that of the absorption. The laser transmit-

tance in our work is thus defined as the ratio between

Eq. (7) and that of a normal overlap integral (without the

exponential term).

Figure 3 plots the laser transmittance at the transition

center (i.e., vL = v0) along the laser beam propagation

direction (along x-axis), calculated based on the measured

OH concentration profile (empty diamond symbols) and

with T = 2,150 K. The laser linewidth used to calculate

the transmittance was 0.75 cm-1, estimated for the UV

beam from the LIF setup at OSU. As shown in Fig. 3, for

relatively strong transitions such as the R1(4.5) line in the

OH A2R?/X2P (0,0) band, the attenuation can approach

15 % at the center of the flame (where the LIF signal was

sampled). Laser attenuation, if not corrected for, may also

introduce considerable error in LIF thermometry, since

weak transitions (e.g., from high J00) experience less

attenuation than from stronger ones (e.g., from low J00), as

evident in Fig. 3. For transitions in the (1,0) band, how-

ever, the effect of the laser attenuation in this specific case

may be negligible (depending on the nOH�Labs(x) product),

as long as strong transitions (such as in the Q-branch) are

avoided.

It is worth noting that when the laser linewidth is nar-

rower or comparable to the absorption linewidth, laser

transmittances based on Eq. (7) and direct Beer’s law are

nearly identical. On the other hand, if the laser linewidth is

much broader than the absorption linewidth, laser attenu-

ation may be underestimated significantly without using

Eq. (7) (e.g., by *8 % for R1(4.5) and *16 % for Q1(9.5)

in the (0,0) band at the peak of the transition at x = 0 at our

flame conditions). Also note that laser attenuation calcu-

lated using Eq. (7) is not significantly affected by the

uncertainty in the estimated laser linewidth.

4.4 Excitation scans

In order to minimize the effect of the laser linewidth,

excitation scans were performed across various transitions

(at OSU), and the spectrally integrated LIF spectra were

used to derive T and nOH. It is easy to see that the laser

lineshape function gL in the overlap integral [Eq. (7)] drops

out when fluorescence signal Sf [Eq. (2)] is spectrally

integrated (since the spectral integral of gL is normalized to

1). For the majority of the measurements, the laser pulse

energy was attenuated to about 0.2 lJ/pulse, mainly due to

low signal-saturation threshold of the PMT system (but

also to insure linear excitation). The tuning of the laser was

set to a step size of 0.0005 nm (at the UV wavelength) with

10 laser pulses per step and a 10-Hz pulse repetition rate.

The oscilloscope was programmed to integrate both

waveforms of the LIF pulse (from the PMT) and the laser

pulse energy (from the photodiode) for each laser shot. The

median of the 10 shots at each tuning step was used to

represent the signal at that laser frequency. A sample

excitation spectrum across the R1(4.5) line in the OH

A2R?/X2P (0,0) band is shown in Fig. 4 (empty sym-

bols). The LIF spectrum shown in Fig. 4 has been corrected

for laser attenuation following the method described in

Sect. 4.3.

Due to the broad linewidth used for excitation, neigh-

boring transitions may not be completely resolved (see

Fig. 4). In order to properly integrate each individual

transition, a Voigt function was used in a least-squares

Fig. 3 Calculated laser attenuation in the near-stoichiometric CH4-

air Hencken flame. The OH concentration profile (empty symbols) is

taken from Fig. 2. The solid lines represent laser transmittance

calculated at the transition center for (1) (0, 0), R1(4.5); (2) (0, 0),

R1(15.5); (3) (1, 0), R2(4.5); (4) (1, 0), R1(14.5) in the OH A2R?/
X2P electronic system. The laser beam was aligned to y = 0 of the

burner axis and was 25 mm above the burner surface

Effects of signal corrections on measurements of temperature and OH concentrations 713

123



fitting routine to separate blended transitions. A sample fit

is shown as the solid line in Fig. 4. The fitting routine

consists of an offset function (i.e., a constant) and a linear

combination of individual Voigt profiles representing each

transition. The location of each transition is fixed relative

to each other by theoretical spectral intervals between

transition centers. The magnitude of each transition is

determined by a combination of fB, blu and a coefficient

that considers the quantum yield and scaling against the

experimental LIF spectrum. Due to uncertainties in laser

linewidth and transition-dependent quantum yield, this

program was only used as an aid for spectrum integration.

Therefore, all fitting parameters were left freely adjustable.

After the fit, individual transitions can be extracted from

the superposition of Voigt profiles (with the offset, attrib-

uted to background and Rayleigh scattering, subtracted), as

illustrated by the dashed lines in Fig. 4. By performing the

Voigt fit, each transition can be integrated over the same

spectral range, which was chosen to be Dv = ±10 cm-1

around the transition center to encompass the entire

spectrum.

5 OH LIF thermometry

It is well recognized that temperature measurements

employing two-line and multi-line OH LIF can be affected

by transition-dependent quenching [34] and laser attenua-

tion [35]. In a collision-free setup (e.g., a small temporal

collection window is imposed on the LIF pulse), significant

error may be introduced if the effect of J0-dependent

radiative decay is ignored (since emission largely comes

from the directly populated levels) [15]. As a focus of this

work, we will analyze in detail the impact of signal cor-

rections for transition-dependent effects (as described in

Sect. 4) on OH LIF thermometry.

For (0,0) excitation, temperatures were derived based

on three treatments of the LIF signal: (1) none (TN),

wherein no signal correction was applied; (2) thermal

(TT), wherein the signal was corrected assuming fully

rotationally equilibrated v0 = 0; (3) nonthermal (TNT),

wherein the signal was corrected assuming no RET. Both

thermal and nonthermal treatments considered laser beam

attenuation and transition-dependent quantum yield

(which combines effects of transition-dependent radiative

decay rate and fluorescence trapping). Figure 5a shows an

example of the nonthermal treatment; here, the spectrum

was generated by continuously tuning the dye laser across

14 transitions in the R-branch of the OH A2R?/X2P
(0,0) band. Each transition can be distinguished based on

the fitting result and then integrated separately without

interference from neighboring transitions. However, the

R2(10.5) and R1(14.5) lines (at about 32,585 cm-1) are

blended and thus excluded from further analysis. Satellite

transitions were discarded for a similar reason. An

example of a Boltzmann fit is given in Fig. 5b. The best-

fit value for the nonthermal treatment is thus

TNT = 2,160 ± 61 K with R2 = 0.9952 (uncertainty is

95 % confidence interval). Results using the different

treatments for (0,0) and (1,0) excitation at both y = 0 mm

(center of the flame) and y = -7 mm (near front edge of

the flame, refer to Fig. 1) are summarized in Table 1 and

discussed in more detail below.

For nonthermal versus thermal corrections, since the

electronic quenching rate was assumed to be J0 independent

(see Sect. 4.1), the effects of transition-dependent quantum

yield come from the calculated total radiative decay rate

and fluorescence transmittance, as explicitly shown in the

expression of the quantum yield /J (i.e., Eq. (4)). Since

transition-dependent radiative decay rate and fluorescence

transmittance, i.e., A
v0¼0; J0

v00; J00 and Tr
v0¼0; J0

v00; J00 (which is part of

ev0¼0; J0

v00; J00 ), are the same regardless of the assumptions con-

cerning the population distribution in v0, all the differences

can be attributed to fJ0 (see Eq. (4)). When fJ0 is assumed to

be that of a Boltzmann distribution at the flame temperature

(i.e., thermal assumption), the total radiative decay rate, and

fluorescence transmittance are the same for all excitation

transitions used in T inference. For the nonthermal correc-

tion, fluorescence from low-J0 levels generally suffers more

trapping than those originating from high-J0 levels (since

the corresponding J00 levels are sparsely populated), leading

to a lower inferred temperature (compared with the thermal

correction). On the other hand, the total radiative decay rate

(i.e., Av0¼0; J0 in Eq. (4)) decreases with increasing J0 [36],

resulting in a higher inferred T. For excitation transitions

Fig. 4 Sample Voigt profile fitted to an experimental LIF excitation

spectrum taken by tuning the laser across R1(4.5) and Q21(4.5) lines in

the OH A2R?/X2P (0,0) band in the near-stoichiometric CH4-air

Hencken flame. The laser beam was aligned to y = 0 of the burner

axis and was 25 mm above the burner surface. The solid line is the

Voigt fit for the experimental spectrum (symbols). The dashed lines

are individual transitions extracted from the Voigt fit
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used here, the relative difference between transitions with

the lowest and highest fluorescence trapping ratio (for

nonthermal correction) is *15 % at y = 0 mm (total

trapping was estimated as 18.4 % for R1(4.5) and 3.2 %

R1(15.5)). A much smaller difference of less than 5 % can

be found at y = -7 mm (total trapping was estimated as

5.3 % for R1(4.5) and 0.94 % for R1(15.5)). In comparison,

the difference in total radiative decay rate is more than

20 % across the range of J0 levels used here. Therefore, the

net outcome of the nonthermal correction is TNT [ TT. The

discrepancy between TNT and TT is much more pronounced

close to the edge of the flame (y = -7 mm), due to sig-

nificantly weaker fluorescence trapping (such that the J0

dependence in radiative decay rate is not sufficiently miti-

gated). For none versus thermal treatments, since laser

attenuation lowers the LIF signal from low-J0 transitions,

TN [ TT (for thermal treatment, total radiative decay as

well as fluorescence trapping is J0 independent).

For (1,0) band excitation, one additional case (non-

thermal-f, with ‘‘NTF’’ subscript) with a WG305 filter was

examined at y = 0 mm. For the directly excited state

(v0 = 1), thermal and nonthermal corrections are defined

the same way as above. However, a common assumption

was used for both correction methods: v0 = 0, which

populated through VET, is completely thermalized at the

flame temperature. This assumption is backed by reported

experimental observations that v0 = 0 populated by VET

exhibits a near thermal (albeit ‘‘hotter’’) population dis-

tribution and carries only a weak memory of the directly

excited J0 level [37, 38]. Other supporting evidence may

be found in Ref. [14], in which electronic quenching and

VET were measured by a picosecond laser system in a

similar atmospheric-pressure CH4-air flame to the one

used here. It was observed that v0 = 0 ‘‘thermalizes’’ to

a distribution characteristic of a T about 500 K higher

than the actual value. Since the thermal distribution varies

little in the range of 2,000–3,000 K for v0 = 0, the ther-

mal assumption for v0 = 0 is not expected to introduce

significant error.

Notice that both none and thermal treatments give very

similar values, with TN being slightly higher, which is

consistent with result with (0,0) excitation. This is caused

by significantly weaker transition strength found in the

(1,0) band (and hence less laser attenuation, see Fig. 3).

The difference between the inferred T for thermal and

nonthermal treatments can be explained the same way as

with (0,0) excitation. However, in this case, fluorescence

trapping is fairly insignificant, due to the fact that (1,1)

emission is only very weakly reabsorbed and that emission

from v0 = 0 is assumed to be thermalized (transition

independent). Therefore, the inferred T is mostly influ-

enced by the variance in the total radiative decay rate for

v0 = 1 (which raises the inferred T under the nonthermal

assumption, as explained above). Also seen in Table 1 is a

lower T when spectral bias in the WG305 filter is consid-

ered (nonthermal-f). This can be attributed to the difference

in transmittance of the WG305 filter used (34 % increase

from 305 to 325 nm, as stated in Sect. 4). The measured

filter transmittance for fluorescence increases almost line-

arly with J0 for the transitions used (transmittance for

P1(2.5) fluorescence is about 6 % less than for R1(14.5)),

leading to a *50 K reduction in best-fit T when accounted

for (compared with the nonthermal result).

The impact of various transition-dependent signal

treatments on LIF thermometry in the near-stoichiometric

CH4-air Hencken flame is thus summarized as follows:

Fig. 5 a Sample LIF excitation spectrum with transitions in the

R-branch of the OH A2R?/X2P (0,0) band and its Voigt fit.

b Temperature inference with Boltzmann fit of integrated LIF spectra

extracted from (a). The laser beam was aligned to y = 0 of the burner

axis and was 25 mm above the burner surface, in the near-

stoichiometric CH4-air Hencken flame
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1. The effect of laser attenuation is most significant using

(0,0) excitation and probing at the center of the flame

(y = 0); it can lower the inferred T (TT \ TN), by

*70 K in this work. For (1,0) excitation, TT \ TN is

also found, but the difference (*15 K) is less

significant.

2. The overall effect of J0-dependent fluorescence trap-

ping and total radiative decay rate is to increase the

inferred T (TNT [ TT), up to *100 K in this work.

3. Spectral bias by the WG305 filter is not negligible,

leading to a lower inferred T (TNTF \ TNT), by *50 K

in this work.

The LIF-based T can be compared to those inferred from

laser absorption, Tabs = 2,170 and 2,100 K at y = 0 and

y = -7 mm, respectively. By taking into account statisti-

cal uncertainties (95 % uncertainty interval, as listed in

Table 1), all values appear to be in reasonable agreement

with the corresponding Tabs (especially at y = 0). These

results, however, do not suggest that signal corrections are

not necessary for LIF thermometry. Note that when only

two transitions are used to infer T, omission of certain

signal corrections (while only considering laser attenuation

as is generally the case) may lead to considerable sys-

tematic error, as is clearly shown in the best-fit values

listed in Table 1.

The major implications of the discussions above for

practical applications of LIF thermometry are given

below. In mixtures heavily diluted by Ar and He, a ther-

malized v0 can usually be achieved due to the fact that

RET can be significantly faster than electronic quenching

at those conditions [11]. These environments may be

encountered (or designed) in shock tube experiments and

in plasmas, facilitating signal corrections based on the

thermal assumption for OH LIF. On the other hand, the

nonthermal assumption may become more suitable in

scenarios where a collision-insensitive setup is employed,

such as by imposing a short temporal gate to only collect

fluorescence signal during laser excitation. In many cases

(such as the Hencken flame used in this work), however,

the actual situation most likely lies between the thermal

and nonthermal limits. Since it is not always practical to

directly simulate the collisional environments due to

uncertainty in the constituents and the availability/reli-

ability of literature cross sections, the two bounding

assumptions can be used to derive an uncertainty interval.

For complex environments such as gas turbine and coal-

fired combustors, where signal corrections may be

impossible due to unknown temperature and species

concentration distributions, OH LIF thermometry may

carry considerable error, especially if high OH concen-

tration is expected (i.e., causing significant laser attenua-

tion and fluorescence trapping).

6 Calibration for absolute OH number density

In order to derive absolute OH number density, nOH, based

on Eq. (3), the constant term lXb must be known. In this

work, Rayleigh scattering at the LIF wavelength was used

to obtain lXb, which is an essential part of the governing

formula for Rayleigh scattering signal:

SR mLð Þ ¼
eR

hcmL

or
oX

� �
lXb � NEð Þ; ð8Þ

where eR is the collection efficiency of the Rayleigh scat-

tering, similar to that defined for /J in Eq. (4); N = P/kT is

the gas number density in the laser probe volume (cm-3);

E is the laser pulse energy used for Rayleigh scattering

measurements (J); or=oX is the Rayleigh scattering differ-

ential cross section (cm2/sr), calculated using dispersion

relations for depolarization from Ref. [39] and for index of

refraction from Ref. [40]. By varying N and/or E, SR can be

plotted against (NE); the slope of this relation contains the

constant lXb needed for LIF calibration.

Table 1 LIF thermometry using excitation transitions in both (0,0)

and (1,0) bands of OH A2R?/X2P in the near-stoichiometric CH4-

air Hencken flame, 25 mm above the burner surface

Excitation Range

of J00
y (mm) Correction T (K)

(0,0) 2.5–15.5a -7 None 1,967 ± 67

Thermal 1,922 ± 64

Nonthermal 2,059 ± 77

3.5–15.5b 0 None 2,189 ± 65

Thermal 2,113 ± 58

Nonthermal 2,160 ± 61

(1,0) 2.5–14.5c -7 (w/o WG305) None 1,905 ± 62

Thermal 1,892 ± 62

Nonthermal 1,983 ± 70

0 (w/o WG305) None 2,134 ± 42

Thermal 2,118 ± 58

Nonthermal 2,220 ± 51

0 (w/WG305) None 2,053 ± 56

Thermal 2,038 ± 57

Nonthermal 2,194 ± 69

Nonthermal f 2,144 ± 64

a Including: P1(2.5), R2(3.5), R1(4.5), R2(6.5), R2(12.5), R1(15.5)
b Including: R1(3.5), R1(4.5), R2(6.5), R2(7.5), R2(8.5), R2(9.5), R2(11.5),

R2(12.5), R1(15.5)
c Including: P1(2.5), R2(4.5), R2(7.5), R2(8.5), R1(11.5), R2(12.5),

R1(14.5)
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For the Rayleigh scattering calibration measurement,

the original optical alignment for the OH LIF was largely

retained, but a small quartz cell was employed (placed

above the Hencken burner) such that the laser beam

passed through its center; the cell allows accurate char-

acterization of the background scattering, through the

setting of P. It is noted that background scattering might

also have been measured with He substituted for N2 or air,

since He has a very small or=oX (such that one can easily

extrapolate to zero differential cross section). The

T-shaped cylindrical test cell features CaF2 Brewster angle

windows for beam entrance and exit, and a CaF2 window,

for collecting scattered signal, 90� to the laser beam. The

attenuation of the laser beam by the Brewster angle

entrance window was negligibly small, and the displace-

ment of the beam (\1 mm) was accounted for by trans-

lation of the PMT assembly. The attenuation of SR due to

the CaF2 detection window was measured to be 7 % (in

good agreement with the specification provided by the

manufacturer) and was accounted for in deriving nOH. In

order to eliminate the effect of detector quantum effi-

ciency, the laser wavelength was tuned to 308 nm, which

is close to the center of OH A2R?/X2P (0,0) band

emission. The quantum efficiency of the PMT used in this

work varies less than 3 % across the range of 280–330 nm

(according to the manufacturer), which covers the entire

(0,0) as well as (1,1) and (1,0) emission region. In addi-

tion, the same filters (including colored glasses and ND

filters) were used for both OH LIF and Rayleigh scatter-

ing. Figure 6 shows one set of Rayleigh scattering data in

pure N2 in the calibration cell at room temperature. At

mL = 308 nm, the differential Rayleigh cross section was

calculated to be 5.93 9 10-27 cm-2/sr and 6.07 9 10-27

cm-2/sr for the synthetic air and pure N2, respectively.

The constant lXb was then derived from the slope of the

linear relationship between SR (background subtracted)

and the product of N and E as shown in Fig. 6. Multiple

runs in both air and pure N2 were conducted, and the

average of the derived constant lXb was used to calibrate

the relative OH signal.

Additionally, the probe beam was vertically polarized

for both OH LIF and Rayleigh scattering measurements. It

is well known that fluorescence from laser-excited OH

molecules is polarized and anisotropic at early times after

excitation [14]. Although depolarization occurs via colli-

sions, fluorescence has been observed to be partially

polarized in an atmospheric-pressure flame [41]. By (1)

avoiding Q-branch transitions and (2) employing broad-

band detection, the effect of polarization on the detected

fluorescence is expected to be small (i.e., minimized sys-

tematic bias toward a certain transition) [41]. Polarization

bias associated with the PMT is expected to be \10 %

(higher efficiency for vertically polarized light, according

to the manufacturer), which may result in a slightly higher

efficiency when collecting the Rayleigh signal (mostly

vertically polarized). Therefore, the derived absolute

number density may be underestimated due to such bias,

albeit by a small amount (\10 %).

Selected results of absolute OH number densities

derived from OH LIF/Rayleigh scattering calibration are

given in Table 2, for measurements performed using

excitation transitions in both (0,0) and (1,0) bands of the

OH A2R?/X2P electronic system and at both y = 0 mm

(center of the flame) and at y = -7 mm (near the front

edge of the flame). T equaling 2,160 and 2,059 K, inferred

from LIF thermometry using (0,0) excitation and with

nonthermal signal correction, was used to calculate fB for

measurements at y = 0 mm and y = -7 mm, respectively

(due to better agreement with Tabs). This choice is expected

to have fairly limited effect on derived nOH, as for each of

the four measurements listed in Table 2, the least temper-

ature-sensitive transition in the range of 2,000–2,300 K

was chosen. Note that the values for (1,0) excitation taken

with WG305 filter are similar to those taken without

(provided that signal attenuation due to the filter is

accounted for) and are omitted in Table 2.

Comparing nOH,LIF and nOH,abs, the importance of signal

correction is apparent (compare none with thermal and

nonthermal values), particularly for (0,0) excitation at

y = 0 mm, with about 33 % underestimation compared

with nOH,abs (also given in Table 2) if no correction is

applied (this discrepancy is about 42 % for R1(3.5)). Laser

attenuation and fluorescence trapping contribute nearly

equally to such underestimation, with fluorescence trapping

playing a slightly larger role. Additionally, for the selected

transitions, the difference between results based on thermal

Fig. 6 Sample linear fit of Rayleigh scattering measured in pure N2

in the calibration cell placed above the burner versus the product of

N2 number density and laser energy. The measurement was conducted

at room temperature
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and nonthermal correction is within the measurement

uncertainty (due to the choice of a temperature-insensitive

transition, as estimated trapping ratios are similar, see

Fig. 2a). The overall uncertainty magnitude in nOH derived

from LIF—accounting for run-to-run variations (provided in

Table 2), statistical uncertainty in Voigt fit, inaccuracy in

measured T, and other uncertainties in rate coefficients,

Rayleigh cross section and measured laser energy—was

estimated to be\20 %. Taking this uncertainty into account,

the agreement between nOH,LIF and nOH,abs is good. As

mentioned in Sect. 4, it was assumed Q1 & Q0 for cases with

(1,0) excitation. With a slightly larger Q1 (about 10 % more

than Q0, as reported in [14]), the derived nOH,LIF from (1,0)

excitation will increase by about 7 %. It can be seen that, for

absolute OH concentration measurements, choosing a T-

insensitive J00 level not only minimizes the effect of T uncer-

tainty but also minimizes differences in fluorescence yield for

the two limiting treatments, thermal and nonthermal, as either

method for signal correction gives similar results.

7 OH LIF simulation with LASKIN

The validity of the simple thermal and nonthermal

assumptions has been further examined employing the

LASKIN (Laser Kinetics) program [29] to simulate the

population distribution in the excited v0 state(s). LASKIN

incorporates all possible state-to-state energy transfer pro-

cesses, such as electronic quenching, VET, RET, depolar-

ization, etc., by utilizing cross sections and their J0- and

T dependences published by various groups. The specific

empirical formulas for J0-dependent quenching and VET

(i.e., QJ0 for both v0 = 1 and v0 = 0, and V10; J0 found in

Eqs. (4) and (5)) used in this work can be written as:

Q N 0ð Þ ¼ Q 0ð Þ exp �a Tð ÞN 0½ � ð9Þ

for rotational level-dependent quenching for both v0 = 0

and v0 = 1, and

V10 N 0ð Þ ¼ V10 0ð Þ 1� 0:0343N 0ð Þ ð10Þ

for VET from v0 = 1 to v0 = 0. (Note that the switch to

Hund’s case (b) notation is in order for a rotationless state

(N0 = 0) to have exponential term equal to 1.) Although

Eq. (9) was thought to overestimate QJ0 at low-J0 levels [14],

it was found to better represent measured fluorescence decay

rates by the research group behind LASKIN [16] and was

therefore chosen here. The coefficient a in Eq. (9) controls

the degree of J0 dependence in quenching, which is known to

diminish with increasing T as discussed in Sect. 4. The value

of a (for T = 2,150 K, same for all collision partners) was

taken from [16]. The expression for VET was taken from

[16], which was demonstrated in fitting of experimental

fluorescence spectra from a premixed CH4–O2 flame

(T = 2,250 K). In LASKIN, T-dependent quenching cross

sections for various collision partners were calculated using

a 2-parameter formula from [13]. The gas composition used

in the simulation was the calculated equilibrium composi-

tion. The factor fJ0 (for both v0 = 1 and v0 = 0 if any) in the

quantum yield expression (Eqs. (4) and (5)) was then derived

based on population distributions predicted by LASKIN

(time-integrated, as in the experiment). The resulting tran-

sition-dependent quantum yield was then used in processing

the experimental data to infer T as well as nOH.

Figure 7 shows time-integrated population distributions

in the excited vibrational levels following excitations in

both (0,0) and (1,0) bands of OH A2R?/X2P, as simu-

lated by LASKIN using conditions found at y = 0 (center)

of the Hencken flame. Note that population fractions of

spin-split states (F1 and F2) were added together (hence

Hund’s case (b) notation is used in the plots). Comparing

Fig. 7a and b, for (0,0)-band pumping, it is found that

R2(9.5) excitation results in a more thermalized v0 = 0 than

Table 2 Absolute OH number

density measured using

excitation transitions in both

(0,0) and (1,0) bands of OH

A2R?/X2P in the near-

stoichiometric CH4-air Hencken

flame, 25 mm above the burner

surface

a Uncertainty is the standard

deviation from repeated

measurements

Excitation Range of J00 y (mm) Correction nOH,LIF (1015 cm-3)a nOH,abs (1015 cm-3)a

(0,0) R2(12.5) -7 None 5.79 ± 0.36 7.1 ± 0.4

Thermal 6.30 ± 0.39

Nonthermal 6.88 ± 0.43

R2(9.5) 0 None 6.52 ± 0.05 9.3 ± 0.5

Thermal 8.42 ± 0.07

Nonthermal 8.37 ± 0.07

(1,0) R1(11.5) (w/o WG305) -7 None 6.93 ± 0.78 7.1 ± 0.4

Thermal 7.19 ± 0.82

Nonthermal 7.07 ± 0.80

0 None 7.81 ± 0.19 9.3 ± 0.5

Thermal 8.47 ± 0.20

Nonthermal 8.77 ± 0.21
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with R1(15.5) excitation, as expected. Figure 7c, d shows

population distributions in both v0 = 1 and v0 = 0 follow-

ing the excitation of R1(11.5) in the (1,0) band. From the

simulation, about 60 % of fluorescence originates from

v0 = 1 (not obvious from Fig. 7 since population distribu-

tions have been normalized to be compared with thermal

distributions). As discussed in Sect. 4, v0 = 0 populated via

VET was has been observed to exhibit a ‘‘hotter’’ thermal

distribution and retains only a weak memory of directly

excited J0 in v0 = 1. This is evident in Fig. 7d, where the

population distribution in v0 = 0 simulated by LASKIN

can be fit to a moderately higher temperature of about

T = 2,550 K.

Figure 8 plots total radiative decay rates and fluores-

cence transmittance based on the population distribution

predicted by LASKIN (such as shown in Fig. 7) as well as

simple thermal and nonthermal assumptions, for all the

transitions used in LIF thermometry at y = 0 with (0,0)

excitation scheme (refer to Table 1 for the full list of

transitions). Each transition is represented by its destination

(probed) J0 level in v0 = 0 on the x-axis (not distinguishing

spin-split states). Observe that calculations based on LA-

SKIN simulation also reveal a J0 dependence for both total

radiative decay rate and fluorescence transmittance (i.e.,

trapping), though noticeably less steep than estimated

based on the nonthermal assumption. As expected, the

results obtained based on LASKIN fall between those

calculated based on either thermal or nonthermal

assumptions (but are closer to the thermal case). Also from

Fig. 8, it is clear that all three signal corrections converge

near the peak of the thermal distribution in v0 = 0 (N0 = 6,

see Fig. 7a), confirming that signal corrections become less

sensitive to the assumptions regarding the collision envi-

ronment for excitation transitions to these rotational levels.

Notice that T-insensitive transitions (with regard to the

ground state as described in Sect. 6, such as R2(9.5) in (0,0)

band) satisfy this criterion, albeit not necessarily coinciding

with the peak of the thermal distribution in v0. The cases

with (1,0) excitation show similar trends as in Fig. 8 and

are therefore omitted here.

Derived T and nOH,LIF based on LASKIN results are

summarized in Table 3 for measurements performed at

y = 0 for both (0,0) and (1,0) excitation. Derived nOH,LIF

matches well with those in Table 2. It should be noted that

LASKIN simulations are subject to uncertainties in colli-

sion cross sections for RET, VET and electronic quenching

of OH A2R?. Given that many processes, especially J0-
dependent quenching and VET, are not fully understood,

Fig. 7 Time-integrated population distributions in the excited states with excitation transitions in both the (0,0) band and (1,0) band of OH

A2R?/X2P, in a near-stoichiometric CH4-air Hencken flame, simulated by LASKIN. Conditions used in simulation are equivalent to those

found at y = 0 mm and 25 mm above the burner surface
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LIF signal corrections based on LASKIN simulation should

be viewed with caution. Nevertheless, the results demon-

strate that thermal and nonthermal assumptions, albeit

simple, can be used to provide reasonable bounds for LIF

thermometry. By further employing a T-insensitive transi-

tion, T uncertainty will have minimal impact on the derived

absolute OH number density. Finally, it is important to

emphasize that while this discussion specifically concerns

the derivation of an absolute number density from a Ray-

leigh scattering calibration, it is also relevant to any effort

to use one condition (e.g., this near-stoichiometric Hencken

flame) to calibrate another condition. That is, one would

have to enact all of the corrections discussed above to

relate the calibration condition to the target condition.

8 Summary

The effects of various corrections to the OH laser-induced

fluorescence (LIF) were studied for their impact on

derived temperature and OH concentration in an

atmospheric-pressure, near-stoichiometric CH4-air flame

stabilized on a 25-mm-square Hencken burner. OH rota-

tional temperature was inferred based on excitation scans

from both (v0 = 0, v00 = 0) and (v0 = 1, v00 = 0) bands.

OH LIF signal was corrected by considering transition-

dependent laser attenuation and fluorescence quantum

yield. Signal corrections were shown to have significant

impact on inferred temperature: accounting for laser

attenuation lowers the best-fit temperature by as much as

*70 K; the overall effect of J0-dependent fluorescence

trapping and total radiative decay rate is a net increase in

inferred temperature by as much as *100 K. By taking

into account statistical uncertainties, the inferred temper-

atures are roughly in accord with values expected for this

burner (i.e., slightly below an adiabatic equilibrium

value). In cases where there is less certainty in flame

conditions, the approaches discussed can be used to bound

the uncertainty in derived temperature and to minimize

uncertainty in the absolute OH concentration.

Relative OH concentrations were put on an absolute

scale by calibrating the optical collection constant using

Rayleigh scattering, demonstrating good agreement with

the results from absorption measurements. The results

demonstrate that signal corrections are generally necessary

for measurements performed in even a small-scale flame:

laser absorption can be as much as 20 % for transitions

originating from highly populated J00 levels; fluorescence

transmittance estimated for a fully thermalized v0 = 0 (at

T = 2,150 K) is only about 85 %. Thus, the combined

effects of laser absorption and fluorescence trapping would

cause considerable bias in the OH number density if not

accounted for.

Fig. 8 a Radiative decay rate and b fluorescence trapping calculated based on time-integrated population distributions in v0 = 0 predicted by

LASKIN with excitation transitions in the OH A2R?/X2P (0,0) band. Conditions used in simulation are equivalent to those found at y = 0 and

25 mm above the burner surface

Table 3 Temperature and absolute OH number density measured

using excitation transitions in both (0,0) and (1,0) bands of OH

A2R?/X2P in the near-stoichiometric CH4-air Hencken flame,

25 mm above the burner surface. Signal corrections are based on

LASKIN simulation

Location Transition Correction T (K) nOH,LIF

(1015 cm-3)

y = 0 (0,0)/R2(9.5) LASKIN 2,117 ± 58 8.44 ± 0.07

(1,0)/R1(11.5)

(w/o WG305)

2,143 ± 45 8.58 ± 0.21
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Detailed modeling of OH LIF with excitation from both

(v0 = 0, v00 = 0) and (v0 = 1, v00 = 0) bands were carried

out by implementing the LASKIN program. Simulated

time-integrated population distributions in the excited

states were used to estimate transition-dependent quantum

yield. Temperature and OH number density were inferred

from corrected LIF signal based on the simulation, showing

consistency with corresponding cases with corrections

based on thermalized and frozen rotational population

distributions, demonstrating their validity as simple

bounding approximations treating transition-dependent

issues in linear OH LIF.

Finally, it is important to emphasize that the analysis of

various signal corrections highlights potential error sources

and approaches to their mitigation for either LIF-based (not

limited to OH LIF) absolute concentration measurement—

regardless of the calibration technique—or temperature

measurement, and the approaches and analysis are ame-

nable to the common implementations of LIF.
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