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Abstract The dynamics of ultrashort-laser-induced gen-

eration of free electron plasma inside bulk glass is ana-

lyzed. The results of modeling are presented for typical

glass modification regimes, obtained on the basis of

Maxwell’s equations supplemented with the equations

describing electron plasma formation and the laser-induced

electric current. The model has been demonstrated to allow

revealing important features of laser beam propagation in

the regimes of dense electron plasma generation such as

strong scattering up to complete displacing of light from

the plasma region followed by beam refocusing. The

geometry of the laser energy absorption zone is deter-

mined, and the glass temperature is mapped which may be

foreseen at the end of electron–glass matrix relaxation.

This, in turn, allows estimating the laser-induced stress

levels and making conclusions on the routes of glass

modification. Finally, based on the modeling results, the

plausible mechanisms are discussed which may be

responsible for the formation of volume nanogratings in a

number of transparent solids under the action ultrashort

laser pulses and laser direct writing anisotropy observed for

laser pulses with a tilted front.

1 Introduction

Since 1996 when it was demonstrated that tightly focused

femtosecond laser pulses could induce a local internal

increase in the refractive index in bulk transparent glasses

[1], the interaction of ultrashort laser pulses with trans-

parent optical materials has attracted a lot of attention as a

powerful technique of modification of material properties

[2]. This technique is widely adopted in numerous tech-

nological applications based on three-dimensional pho-

tonic structures in bulk optical materials, such as

waveguides [1, 3–7], Bragg gratings [8, 9], Fresnel zone

plates [10], beam shapers [11], waveplates based on vol-

ume nanogratings (VNG) [12], splitters [13], couplers [14,

15], amplifiers [16], rewritable optical memories [17, 18],

and computer-generated holograms [19]. As seen from the

above citations, the field of laser writing of optical

structures in glasses has been rapidly developing during

last 15 years.

While tremendous achievements have been made

toward laser-writing techniques and assembling integrated

photonic devices, the physical mechanisms underlying

glass modifications have not been fully understood. Several

models have been developed for studying conditions real-

ized inside transparent matter upon laser excitation in
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modification regimes, such as simulations of laser light

propagation based on the nonlinear Schrödinger equation

[6, 7, 20–22], Maxwell’s equations supplemented with the

rate equation for free electron generation [23–26], a sim-

plified geometrical model of laser light focusing [27], and

analyses of heat-accumulation effects [4, 28]. Only indi-

vidual attempts are known of considering the whole route

of evolution of laser-irradiated matter from its excitation at

ultrashort laser pulse timescale through the development of

strong temperature gradients, emission of elastic waves,

plastic deformations, and heat dissipation, to the final

structure imprinted into the transparent matrix [7, 29–31].

However, further development of laser-writing techniques

for controllable generation of desired structures in trans-

parent materials is impossible without deep understanding

of the governing mechanisms of laser-driven modifications.

Apart from the fact that the theory and modeling of the

laser-induced processes can be the cost-reducing tools

which can allow choosing the optimal conditions and most

appropriate materials for particular modifications, they

provide a detailed physical understanding of the phenom-

enon and required material properties for technological

applications.

The aim of this paper is to address theoretically a

number of extraordinary phenomena observed in glass

materials upon laser irradiation, such as volume nano-

grating formation [10, 18, 32–37] and laser direct writing

anisotropy [38]. Although the presented analysis is based

on fused silica glass, a similar framework may be applied

for other glasses and transparent crystals. A model has

been developed to describe ultrashort laser pulse propa-

gation in transparent matter which is based on Maxwell’s

equations supplemented with the equations describing

electron plasma generation and the laser-induced electron

current. Based on this model, spatiotemporal dynamics of

laser beam propagation has been studied with taking into

account self-focusing, free electron generation, and

plasma-induced defocusing inside a fused silica sample at

particular irradiation regimes employed for laser direct

writing. As a result, the geometry of the laser energy

absorption zone is determined, and the glass temperature

is mapped which may be foreseen at the end of electron–

glass matrix relaxation. This, in turn, allows estimating

the laser-induced stress levels and making conclusions on

the routes of glass modification. Finally, based on the

performed studies, the processes are discussed which

persuasively explain formation of the VNGs in a number

of transparent solids under the action of ultrashort laser

pulses and laser direct writing anisotropy observed for

laser pulses with the tilted front.

2 Maxwell’s model equations

The basics of the model are essentially similar to those

reported in [23] with further development by taking into

account avalanche ionization and light dispersion.

Maxwell’s equations for laser beam propagation through a

nonlinear absorbing medium can be written in the follow-

ing form:

1

c

oD~

ot
� i

x
c

D~ ¼ � 4p
c

j~þ rotH~ � 8p
c

WPIEg

E~

E2j j ; ð1Þ

1

c

oH~

ot
� i

x
c

H~ ¼ �rotE~: ð2Þ

Here the standard denotations are used with E, D, H, x,

j, and c to be electric field, electric displacement field,

magnetic field, laser light frequency, electric current, and

speed of light, respectively; WPI is the rate of

photoionization; Eg is the band gap which is dependent

on the field strength. In Eq. (1) it is assumed that the

electric field of the beam wave can be presented in the form

E~ ¼ E~0e�ixt þ E~
�
0eixt

� �
=2 and for the plane wave the laser

field intensity is expressed as:

I ¼ cn

8p
E~

2

0

���
���;

where n is the linear index of refraction. Taking into

account the energy clamping effect which saturates the

laser intensity at a level with the Keldysh parameter c ¼
x m�eEg0

� �0:5
= eE0ð Þ [ 1 1 the multiphoton mechanism

of ionization is accepted with the rate WPI ¼
rkIk nat � neð Þ=nat reduced by the available ionization

centers (ne and nat are the number densities of free elec-

trons and atoms in undisturbed lattice, respectively; the

densities of electrons and holes are considered to be

equal; and k is the number of photons needed for exciting

a valence electron to the conduction band). For fused sil-

ica at 800 nm wavelength, k = 6 and r6 = 2 9 10-47

cm9/(s W6) [20]. In simulations here, the atomic but

not molecular density of 6.6 9 1022 cm-3 is used.

For convenience, WPI is rewritten to the form

WPI ¼ WPI0 E2
�� ��=E2

�
� �k

nat � neð Þ=nat. Here WPI0 = 3.7 9

1034 cm-3 s-1 and E2
� ¼ 8pI�=nc with I� = 3.5 9 1013 W/

cm2 (the laser intensity at which c = 1). Then the intensity-

dependent band gap width Eg ¼ Eg0 þ e2 E2
�� ��= 4m�ex

2
� �� �

can be expressed as Eg ¼ Eg0 1þ E2
�� ��= 4E2

�
� �� �

, where Eg0

is the band gap in the absence of the electric field (9 eV for

fused silica); e is the elementary charge (positive here and

everywhere below); e0 is the dielectric permittivity of
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vacuum; and me
* is the reduced electron mass (me

* = 0.64me

according to [20]).

The electric displacement field can be presented as:

D~ ¼ E~þ
X

m

P~m þ P~nl: ð3Þ

The linear part of the media polarization is modeled as a

set of oscillators

oP~m

ot
� ixP~m ¼ V~Pm; ð4Þ

oV~Pm

ot
� ixV~Pm ¼ �x2

m P~m � BmE~
� �

; ð5Þ

where P~m and V~Pm are the local material response and its

derivative, respectively. For fused silica, m = 1, 2, 3;

x1 = 27.539 fs-1; x2 = 16.21 fs-1; x3 = 0.19034 fs-1;

B1 = 0.6962; B2 = 0.4079; and B3 = 0.8975 [20]. For a

particular case of E~ = const, the linear refractive index is

expressed as:

n2 ¼ 1þ
X

m

Bmx2
m

x2
m � x2

¼ 1þ
X

m

Bmk2

k2 � k2
m

and, for fused silica at k = 800 nm, n = 1.45.

In the general case, the nonlinear polarization part of (3)

takes into account optical Kerr effect with a term corre-

sponding to the delayed Raman–Kerr optical response

(fr = 0.18 for fused silica [6]):

P~nl ¼
c

4p
n2n2 1� frð Þ E~

2
���
���þ fr

Z1

0

R sð Þ E~
2

t � sð Þ
���

���ds

0
@

1
AE~;

where n2 is the nonlinear refractive index and the function

R(s) characterizes the molecular response to the laser light

[21]. In this paper in order to decrease the computational

costs, our consideration is restricted to relatively small

numerical apertures when the contribution of the delayed

Raman–Kerr response is small. Hence, in our case

P~nl ¼
c

4p
n2n2 E~

2
���
���E~: ð6Þ

The equations for the density and momentum of free

electrons are written as:

one

ot
¼ WPI þWav �

ne

str

; ð7Þ

o nev~ð Þ
ot
� ixnev~¼ �ne

e

me

E~� ne

v~

sc

; ð8Þ

j~¼ �neev~: ð9Þ

Here v~ and str are the electron velocity and the

characteristic time of electron trapping to the defect

states, respectively. For fused silica, the value str

accounts for the formation of self-trapped excitons. In the

present modeling the value str = 150 fs is used [39, 40].

The electron scattering time sc is taken to be 1.27 fs,

accounting that the damping factor xsc = 3 [6, 7]. The

avalanche ionization rate is described via the Drude

formalism as [6]:

Wav ¼
e2scne E~

2
���
���

nce0meEg 1þ x2s2
c

� �
1þ m�e=me

� � nat � ne

nat

: ð10Þ

In Eq. (10) all the parameters are expressed in SI units.

The system of Eqs. (1)–(9) was solved numerically for

fused silica irradiated by femtosecond laser pulses in the

cylindrically symmetric case, assuming that E~
2

weakly

depends on the azimuthal angle u. The components of the

electric field depend on u as Er ¼ Êr r; z; tð Þ cos u; E/ ¼
Ê/ r; z; tð Þsinu; Ez ¼ Êz r; z; tð Þ cos u: We control the

validity of cylindrical symmetry by ensuring the condition

jjÊ2
r j þ jÊ2

z j � jÊ2
/jj\\ jÊ2

r j þ jÊ2
z j þ jÊ2

/j: The incoming

laser beam at the sample surface (z = 0) corresponds to the

linear polarized light:

Êr r; 0; tð Þ ¼ Ein exp �r2=w2 � t2=s2
L � ik0r2= 2fð Þ

� �
;

Êr ¼ �Ê/:
ð11Þ

Accordingly, Ey = 0; Ex ¼ Êr. Here Ein ¼ 16eL=½
ncw2sL

ffiffiffiffiffiffiffiffi
p=2

p� �
�1=2; where eL and sL are the pulse

energy and duration, respectively; w ¼ wf 1þ d2=z2
f

� �1=2

is the beam radius at the distance d from the geometric

focus; wf is the beam waist; zf ¼ k0w2
f =2 is the Rayleigh

length; k0 = nx/c; f ¼ d þ z2
f =d is the beam curvature.

At the other boundaries, the zero boundary conditions

lead to the reflected waves and the necessity of using a

large computational region (r0, z0). To avoid this, the

conditions of the zero Riemann invariants on the incoming

characteristics are applied:

nEr � Bu ¼ 0; nEu þ Br ¼ 0 at z ¼ z0;

nEu � Bz ¼ 0; nEz þ Bu ¼ 0 at r ¼ r0:

It must be noted that in Eqs. (7)–(8) the terms of the

div v~neð Þ and o nevivj

� �
=oxj kinds and the term involving the

Lorentz force have been disregarded. The contributions of

the convective terms for the typical irradiation regimes of

material modification were studied, and the plasma density

change due to these terms was found to be only

approximately 10-4 as compared to the results with

disregarding such terms. Hence, these terms may be

omitted in order to considerably reduce computational

costs. As for the Lorentz force, its contribution to the
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electron current (Eq. 8) is smaller by factor of v/c as

compared to the electric field force, and thus, it may also be

safely neglected for the clamped laser intensity inside

transparent solids.

The results of simulations presented below are charac-

teristic of the two modification regimes of fused silica, of a

relatively low-energy pulse (LEP) when nanograting

structures are obtained at multipulse irradiation (eL = 1 lJ,

150-fs pulse duration [32]), and of a higher-energy pulse

(HEP) above which one may expect the transition to a

strong modification [6] resulted from material melting that

may involve creation of void-like structures by single laser

pulses (eL = 2.5 lJ, 80 fs). Note that the power of both

pulses studied is well above the self-focusing regime

(2.8 MW for fused silica [21]).

A comment should be made on the effect of focusing

conditions found in simulations. Here the simulations are

limited to the beam waist of 1 lm. Attempts to decrease

beam waist lead to violation of the cylindrical symmetry

caused by the electron current and, additionally, to the

energy nonconservation in the simulation process. For the

regimes with NA [ 0.35, the problem becomes essentially

three-dimensional. The realization of a 3D code for

describing laser-induced plasma generation inside trans-

parent solids which requires extremely large computational

resources is now under development.

3 Spatiotemporal dynamics of plasma formation

and laser beam propagation

Snapshots from the calculations (Fig. 1) show how the

free electron plasma is developing during the laser pulse

propagation through the focal zone. In the figure the

distribution maps of the free electron density are com-

pared for two pulses whose energy differs by 2.5 times.

The more energetic pulse is of shorter duration so its peak

intensity in vacuum is approximately 4.6 times higher as

compared to the lower-energy pulse. The geometric focus

is marked by the white dashed lines while the location of

the laser pulse maximum is indicated by the black dots on

the z-axis. Several important aspects can be noticed. In

the LEP regime (Fig. 1a), ionization starts before the

geometric focus (410 fs) and is evidently induced by the

Fig. 1 Dynamics of the free

electron density in fused silica

for eL = 1 lJ, sL = 150 fs

(a) and eL = 2.5 lJ, sL = 80 fs

(b). The laser beam propagates

from the bottom. The electron

density is normalized by the

critical electron density,

ncr = e0mex
2/e2, whose value is

1.74 9 1021 cm-3 for the laser

wavelength of 800 nm.

Geometric focus of the beam

(marked by dashed lines) is

located at the distance

z = 120 lm from the sample

surface. Calculations are started

at a negative time moment to

ensure that the intensity of the

beam front cannot induce any

excitation at the initial time

moments. At the time moment

t = 0, the maximum of the

beam is at z = 0 (sample

surface) and its location upon

beam propagation is marked by

the black dots
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very front of the laser pulse. In the HEP case (Fig. 1b) at

the same time moment, the ionized region is located

much farther from the focus. This difference is explained

by the fact that in the HEP regime the ionization

threshold of the laser intensity is reached earlier relative

to the geometric focus as compared to the LEP case. As a

result, the pulse front is considerably depleted of energy

in the ionization region and, thus, cannot induce ioniza-

tion closer to the focus as can be seen in Fig. 2. One can

notice that at the early stages of the LEP propagation, the

electron plasma is developing rather in the direction

toward the laser, whereas in the HEP regime the ioniza-

tion front moves forward with the laser beam. Interesting

is that the maximum levels of the plasma density in the

two regimes are essentially the same and remain consid-

erably subcritical. However, in the LEP case the density

of the developed electron plasma at t C 500 fs is almost

quasi-uniform within the excited region, whereas in the

HEP case ionization is more localized and the signs for

double focusing can be noticed. Indeed, comparing elec-

tron density snapshots at 500 and 600 fs in Fig. 1b, one

can recognize a second maximum which arises and shifts

along the beam axis closer to the geometrical focus. The

listed aspects are important for explaining the mechanism

of the periodic structure formation (Sect. 4). In the further

evolution, the more energetic pulse penetrates deeper to

the focal zone (not shown here). Plasma decays quite

slowly, and as the simulations show, in three hundred

femtoseconds after its maximum, it still stays at a level of

one-third of the maximum value.

Figure 2 presents snapshots of the laser intensity upon

beam propagation toward the geometric focus. Interesting

is that for the LEP regime the snapshots resemble the

hydrodynamic picture of flow over the blunt body where a

plasma ‘‘body’’ generated by the beam front completely

displaces the rest of the beam from the plasma region

(Fig. 2a). The situation is even more dramatic for the HEP

regime where strong plasma scattering completely dis-

places the beam to its periphery from where it is again

experiencing self-focusing behind the plasma region

(Fig. 2b). Beam self-focusing after strong defocusing

(scattering) by the electron plasma is conditioned by the

fact that, according to the simulation results, though the

laser energy absorbed in the sample during the beam

propagation can integrally reach several dozens of per-

centage depending of the beam energy, the beam power

stays above the self-focusing regime. Figure 2 clearly

demonstrates the intensity clamping effect when for the

beams with considerably different power, the maximum

intensity levels differ insignificantly and safely fall to the

Fig. 2 Instantaneous maps of

the laser beam intensity for the

conditions of Fig. 1.

a eL = 1 lJ, sL = 150 fs;

b eL = 2.5 lJ, sL = 80 fs. The

intensity is normalized by the

value I� at which the Keldysh

parameter c = 1

(I� = 3.5 9 1013 W/cm2)
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regimes of multiphoton ionization, thus supporting the

results of simplified modeling [27].

The absorbed laser energy distribution integrated over

the simulation time can be converted to the lattice tem-

perature map, assuming that, at picosecond timescale, all

the locally absorbed energy is spent solely for the lattice

heating after electron-lattice thermalization and electron

recombination. This assumption is reasonable in view of

low heat conductivity of dielectric materials. Applying the

thermoelastoplastic model [7, 41], the instantaneous dis-

tributions of the material stress can be obtained. The lattice

temperature and stress maps are presented in Fig. 3a, b,

respectively, for the two cases studied. In the LEP case the

matter stays below the melting point. Although the tran-

sient stress level exceeds the static tensile strength of

48.3 MPa tabulated for fused silica at the normal condi-

tions, upon dynamic loads materials withstand stress levels

much higher than the static ones. Hence, creation of a

bubble or void cannot be expected in this case. The induced

high stress gradients of order of (60–70) MPa/lm (Fig. 3b)

will result in formation of a strong compression wave,

propagating from the heat-affected zone toward virgin

material, which will lead to rarefaction of the regions of the

enhanced temperature and creation of a densified envelope

surrounding expanded core [6, 7]. It should be noted that if

matter is heated above the melting point, its strength drops

by several orders of magnitude. Hence, it may be expected

that our HEP regime (see Fig. 3, right) falls to a boundary

above which bubble/void formation may be observed (see,

e.g., [6, 42]). Also, it must be underlined that for bubble/

void formation, it is far not obligatory to reach or exceed

stress levels of Young’s modulus though such stress levels

may be attainable by beam focusing with high numerical

apertures (NA [ 1), resulting in creation of warm dense

matter conditions [43].

At the first glance, it looks surprising that the maximum

electron density is somewhat higher in the LEP case while

the higher temperature is achieved in the HEP case.

However, the absorbed energy includes the kinetic energy

of electrons. The higher laser intensity at the near-focal

region for the HEP case (Fig. 2, 450 and 500 fs) results in a

larger velocity of electrons and, hence, in larger absorption,

in accordance with Eq. (1).

It must be mentioned that anomalous compaction of

fused silica glass upon heating and melting may affect laser

modification process [44]. However, there is no yet com-

plete understanding of how glass compaction/rarefaction

proceeds at extremely fast timescales of ultrashort excita-

tion. Kinetics of rearrangement of glass bonds may

strongly lag behind heating up and cooling. Upon ultrafast

heating on ps timescale with realization of high pressure

(high negative stress), a compressive wave is formed

propagating from the high temperature zone and the latter

may occur under a negative pressure (tensile stress) at

timescales below 10 ns [7]. The appearance of rarefaction

region upon glass modification [6] indicates that dynamic

behavior of matter under fast local temperature/pressure

loads with producing material deformation is more

important than simple thermal expansion. Note that ‘‘fast’’

heating and cooling in [44] imply seconds while all the

picture of heating/cooling under ultrafast laser excitation

terminates at microsecond timescale with heating during

1–10 ps.

4 On the theory of volume nanograting formation

Based on the above modeling of the two irradiation

regimes, some important conclusions can be made on the

origin of the ultrashort-laser-induced VNGs discovered in a

number of transparent oxide materials [32, 33, 35]. After

Fig. 3 The maps of the temperature (a) and thermal stress (b) imme-

diately after electron-lattice thermalization in the LEP (left) and HEP

(right) regimes. The stress level of 48.3 MPa is the tensile strength

value tabulated for fused silica. Note that the stress sign is negative
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discovery in 2003 [32], the VNGs, in particular in fused

silica, have become an exciting object for research [see,

e.g., 18, 33–37, 45] and an important element for a variety

of existing and promising applications in optics and pho-

tonics [45]. In spite of extensive fundamental research on

this amazing phenomenon with increasing areas of appli-

cations, VNG formation under the action of ultrashort laser

radiation remains a mystery.

The origin of the VNGs is attributed to interference of

plasma waves with laser light [32], formation of nanopl-

asmas followed by self-organization into nanoplanes

through memory effects [18, 34], and interference of two

modes of ultrashort-living exciton–polaritons [46].

Explaining VNG formation by light interference with the

main mode of plasma oscillations requires the near-critical

electron density and free electron energies of hundreds or

even thousands of eV [32, 33]. Such free electron param-

eters would lead to creation of multiply charged ions with

complete breaking of bonds inside the excited area, fol-

lowed by hydrodynamics similar to that described in [29,

43]. The Tonk-Dattner resonances in confined plasmas

[47–49] may be an alternative to the main plasma mode,

implying reasonable electron energies of order of 10 eV.

However, according to the estimation based on the dis-

persion relation [47]

x2
m ¼ x2

p þ 3kT=með Þk2
m; m ¼ 1; 2; 3; . . .

accounting the actual electron density profiles (Fig. 1), the

observed VNG periods can be described by a high-order

m of the resonance frequency (in the range of 100–1,000).

Presumably, the conditions for the low-order Tonk-Dattner

resonances may be realized in near-surface plasmas upon

excitation of band gap materials where the critical and

supercritical electron density may be easily achieved [50]

and surface ripples are formed through surface diffusion

and ablation. In-volume plasmas under such conditions

(ne & ncr, Te = 5–10 eV) will lead to lattice superheating

toward high temperatures and stresses incompatible with

gentle formation of the VNG structures.

Another argument against the plasma wave mechanism

of VNG formation is demonstrated in Fig. 4. The figure

presents a snapshot of the value of (ne–ni)/ne across the

laser-excited region obtained in simulations of a model

problem on electron plasma dynamics for the case of

eL = 1 lJ, sL = 150 fs, taking into account the terms

div v~neð Þ and o nevivj

� �
=oxj in order to describe collective

electron oscillations in a more precise manner. The elec-

tron plasma cross section corresponds to the conditions

shown in Fig. 1a (500 fs, z & 110 lm). The maximum of

deviation of the electron density from the ion one is only

*0.01 % at maximum ne * 5 9 1020 cm-3. The analysis

based on the dispersion relation shows that plasma

oscillations decay quickly after the laser pulse termination

with a characteristic time of plasma wave traveling across

the laser-excited region (only several dozens of fs). It is

evident that there is no tendency of plasma oscillations to

form straight parallel structures within the laser-excited

region. Furthermore, due to nonuniformity in the electron

density and energy profiles, period and amplitude of

oscillations are changing across the excited zone as also

was observed for the Tonk-Dattner resonances (see, e.g.,

Fig. 9 in [47]).

Recently proposed mechanism of exciton–polariton

interaction may be important at low densities of low-

energy free electrons which rapidly transform into excitons

after excitation to the conduction band [51]. At

ne C 1019 cm-3, the exciton–polariton interaction should

be heavily screened by the electron plasma when it begins

to efficiently absorb laser energy and to develop secondary

electrons. Note that for laser pulses of several hundreds of

fs, avalanche ionization becomes dominant [52, 53], while

for the few-cycle pulses whose temporal length is smaller

or comparable with the electron collision time, collisional

ionization can presumably be avoided almost completely

[54]. The nanoplasma mechanism of nanograting formation

may be initiated between the two extremes, plasma wave

interference with laser light and exciton–polariton inter-

action, with evolution toward the critical density at nano-

plane sites [18, 34]. Understanding of the actual

mechanisms of VNG formation may open new ways for

controllable fabrication of sub-wavelength nanostructures

(nanogratings) in a number of transparent materials which

are already utilized in optical technologies [12, 45].

The regimes of near-IR ultrafast laser formation of the

VNGs in fused silica glass lie, for pulse durations of

50–500 fs, in the range of laser pulse energy from *0.1 lJ

to more than 1 lJ [18]. For laser pulses shorter than 150 fs,

the threshold energy for VNG formation is somewhat

higher, while at sL [ 150 fs the VNG structure becomes

coarse with increasing pulse energy above 300 nJ [18]. The

mentioned regimes are typical also for waveguide writing

Fig. 4 Snapshot of the (ne–ni)/ne value across the laser-excited region

obtained in simulations of a model problem on electron plasma

dynamics for the case corresponding to eL = 1 lJ, sL = 150 fs. For

further details see the text
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and characterized by a peculiar modification zone where, in

addition to glass compaction regions, on-axis confined

volumes with reduced refractive index are formed already

by single-pulse action, clearly indicating material expan-

sion (see, e.g., Fig. 5 in [6] and Fig. 3 in [36]). The latter

points to noticeable heating and relocation of matter within

the focal volume that, in its turn, implies a relatively high

level of excitation of electron plasma. The excitation level

may be understood by considering the laser energy balance.

Once the energy absorbed due to electronic excitation is

stored in a localized volume of the sample in view of slow

heat conduction, the level of heating of the material matrix

on ps timescale can be evaluated, assuming the definite

levels of the density of free electrons and their average

energy. Then the energy balance may be written in the

form:

cpqðT� � T0Þ ¼ nee Ee þ Eg

� �
ð12Þ

where T*, T0, and Ee are the lattice temperature directly

after electron-lattice thermalization, the initial lattice tem-

perature, and the average energy of free electrons upon

laser excitation, respectively; cp is the lattice heat capacity;

q is the material density (note that in (12) Ee and Eg are in

eV). Expression (12) implies that all the energy from the

electronic subsystem including the band gap energy is

transmitted to the lattice. Although free electrons are first

trapped to the self-trapped exciton (STE) states, the STE

population decays at subnanosecond time after excitation

[40] and only a small fraction on the STEs (approximately

10-3) turns to the defect states such as E’-centers [55].

Thus, the energy accumulated in the defect states after

single-pulse excitation may be disregarded in evaluating

the energy balance. From (12) one can extract the pairs of

the free electron energy and density which secure material

heating to a threshold temperature T*, for example,

annealing, softening, melting, and sublimation.

According to a number of studies [56–58], typical values

of free electron energy in wide-band gap dielectrics are in

the range of 5–15 eV. This is explainable from the view-

point of ionization kinetics. Free electrons absorbing pho-

tons may produce secondary electrons by collisional

ionization if their energy exceeds the material band gap.

This sets limits on the average electron energy to approxi-

mately 1.5 Eg at relatively long pulse durations (at least

C100 fs) when free electrons have time to gain enough

energy from the beam by inverse bremsstrahlung absorption

for developing the avalanche process. The electron number

density is much more debated. The pump-probe experiments

report on maximum electron densities of 5 9 1019 cm-3 or

even smaller (see, e.g., [59]) while the simulation results

obtained in the frames of different models for laser wave-

length of 800 nm (ncr = 1.74 9 1021 cm-3) give values in

the range *(0.1–0.5) ncr [6, 7, 20, 21, 23, 27].

It should be underlined that experimental data on ne are

the evaluations, based on the Drude model, from the

measured values of the transient change of refractive index.

These estimations contain at least several poorly known

parameters. In the evaluation procedure, it is assumed that

the electron density is uniform along the probe beam path

through the laser-excited region and immediately drops in

the region boundaries. This is far from the actual situation

as the electron plasma is essentially nonuniform (see

Fig. 1). Another parameter is the effective free-carrier

mass which, according to different studies, may differ up to

4 times for fused silica [20, 60]. This variable value is

dependent on the electron energy and, hence, on the irra-

diation conditions [61]. Most dramatic effect may be due to

the electron collision time whose reported values vary in

the range of 0.2 fs [62] to 23.3 fs [63]. Taking into account

all these parameters, the error of such estimations may be

more than an order of magnitude. On the other hand, to

induce irreversible material expansion in the excited region

with a single laser pulse at 800 nm wavelength [6], the

silica glass transition point (1,261 K [64]) must be excee-

ded that, according to Eq. (12), implies excitation up to 0.3

ncr integrally over the pulse with the average free electron

energy of *10 eV (note that the maximum electron den-

sity may be lower in view of extremely fast electron

trapping time followed by the re-excitation process).

Namely, such order of the characteristic electron plasma

parameters has been obtained in numerous modeling

attempts [6, 7, 20, 21, 23, 27], including the present study.

Our further consideration is based on these characteristic

plasma parameters and on the spatiotemporal evolution of

the plasma density and the beam intensity (Figs. 1, 2).

Recently, Hörstmann-Jungemann et al. [35] have dem-

onstrated that, upon translating the laser beam focus from

the bulk toward the sample surface, the VNG structures

written in sapphire transfer to laser-induced periodic sur-

face structures (LIPSS) without essential change in the

periodicity. Some changing in the period may be attributed

to larger laser intensity in view of the absence of the

clamping effect upon surface irradiation. This is indicative

of a unified mechanism which is responsible for both the

VNGs and LIPSS formation as proposed in [35]. The

LIPSS formation mechanism is described in the frames of a

surface-scattered wave model [65] as a ‘‘radiation rem-

nant’’ emerging from polarization of a rough surface

(‘‘selvedge’’) which behaves as a ‘‘dipole sheet.’’ The

material beneath this layer sees the effective electromag-

netic field which is a superposition of the incident wave

and the waves created by ‘‘dipole sources’’ on the surface.

The superimposed field structure results in inhomogeneous

deposition of laser energy and formation of the rippled

patterns. This is described in terms of the efficacy factor g
which characterizes the efficacy at which laser light
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coupling with the surface roughness results in inhomoge-

neous laser energy absorption A k~
� �

with k~¼ kx; ky

� �
to be

the vector of the induced periodic structure [65–67]:

Aðk~Þ / g k~; k~i

� �
b k~
� �

: ð13Þ

Here k~i is the component of the laser wave vector

parallel to the selvedge dipole sheet, and b k~
� �

is the

Fourier component of the roughness. The efficacy factor

may be derived analytically under the assumptions that (1)

the selvedge thickness is much smaller as compared to the

laser wavelength and (2) the selvage thickness is small

compared to the periodicity of the absorption profile.

An important question arises on what can play a role of

‘‘selvedge’’ for volumetric laser energy absorption into the

periodic pattern of the VNG. The ‘‘forest fire’’ model of

laser-induced breakdown of dielectrics [68] resulted in

nanoplasma formation [18, 34] may be a key element in

explaining the intriguing phenomenon of VNG. As

hypothesized in [18, 34], upon repeated irradiation, na-

noplasma sites evolve into nanoplanes. However, the

evolution mechanism into nanoplanes of certain periodicity

is unclear. On the other hand, the nanoplasma volumes

behave as dipoles in the electromagnetic field of the laser

pulse, and hence, the irradiation zone becomes polarized

with dipole–dipole interaction of the nanoplasma islands.

From this viewpoint, the VNGs may be considered as the

‘‘radiation remnants’’ emerging from polarization of a

‘‘rough’’ volume similar to a rough surface at LIPSS

formation.

For the volumetric case of laser energy coupling with a

coarse polarized matter, the efficacy factor theory becomes

extremely complicated and may not be resolved analyti-

cally. A way to get more insight to the VNG formation can

be based on the FDTD modeling that was recently realized

for LIPSS [69]. Although at present such simulations

would be unreasonably computer-time-consuming with

only a qualitative picture in view of impossibility to model

the whole laser-excited volume, this approach looks to be

most reliable and hopefully will be possible in future. At

the present stage, some important qualitative conclusions

toward understanding the VNG formation may be made

and such an attempt is presented here, in particular on the

VNG periodicity.

For band gap materials, the theory of LIPSS formation

developed by Bonse et al. [66] combines the generally

accepted first-principles theory by Sipe et al. [65] with the

Drude model describing dynamics of optical material

properties upon laser excitation of electron plasma. The

improved theory [66] describes well low-spatial-frequency

LIPSS with a characteristic period K * k or k/n while it

cannot explain appearance of high-spatial-frequency LIPSS

(HSFL) with K = 200–280 nm which are evidently more

related to the VNGs. The HSFLs are well described by

introducing the second harmonics generation (SHG) into

the classical Sipe’s theory supplemented with the Drude

model [67] which yields K * k/(2n). Moreover, it has

been shown [67] that the SHG is efficiently generated

under the HSFL formation conditions. The SHG is known

to accompany interaction of ultrashort laser pulses with

underdense and critical-density plasmas with strong con-

centration gradients where inhomogeneity space scales are

of order or smaller as compared to the irradiation wave-

length [70, 71]. Under the typical conditions of VNG for-

mation, the spatial scales of laser-generated plasmas are of

few micrometers [18, 32–37] that implies large density

gradients at the plasma boundaries and possibility of the

SHG. The simulation results reported in this work and

elsewhere [6, 7, 20, 21, 23] also show existence of strong

electron density inhomogeneities within the laser-excited

zone with subwavelength spatial scales. Hence, harmonics

generation may be a key factor governing the VNG spatial

period. Note that the third harmonics can be generated even

more efficiently than the second one, especially at rela-

tively low laser pulse energies because of lower electron

density gradients, that can explain reduction in the grating

period toward 100-nm scale with decreasing laser pulse

energy [32, 33]. It was demonstrated that by adding the

second harmonics (SH) to the fundamental one upon

multipulse irradiation of ZnSe surface, it is possible to

efficiently control the orientation and quality of LIPSS by

rotating SH polarization [72]. Furthermore, SH admixture

improves the quality of LIPSS while the latter are not

formed with only SH light. Similar experiments can also be

performed for the conditions of the VNG formation that

would demonstrate the actual SHG role in creating periodic

structures inside transparent materials.

As shown in [32, 33], the VNG periodicity is increasing

with the beam energy and decreasing with number of pulses

at the same energy. For in-volume multipulse irradiation of

transparent materials, change of refractive index Dn may

substantially add to variation in periodic structure spacing.

It involves contributions from accumulation of defects

(Dntrap) [39, 73], heat (Dnth) [73, 74], and stress (DnP) [74]

as well as density change (Dnq) [73, 75], in addition to

electron plasma (DnDrude) and the Kerr effect (DnKerr)

contributions upon laser action [66, 73]:

Dn ¼ Dntrap þ Dnth þ DnP þ DnDrude þ DnKerr þ Dnq:

ð14Þ

Although the thermal and density effects are

interrelated, here they are intentionally separated as at

high-repetition multipulse irradiation the material may be

out of temperature–density equilibration of its structure.

The terms in the right-hand side of (14) are dynamically
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changing from pulse to pulse and contribute with different

signs to the total change of refractive index that makes

predicting of the VNG period extremely cumbersome and

rather speculative. More understandable is the appearance

of the second periodicity, along the laser beam axis which

has k/n in the VNG head and increasing toward its tail. The

question on this periodicity seems to be resolved within the

frames of the exciton–polariton interaction model [46]

where the z-component of the laser electric field was shown

to result in the mentioned nanograting modulation along

the beam axis. It can be thought that the model [46], which

is based on dipole–dipole interaction of excitons–

polaritons, may seemingly be applied for describing

dipole–dipole interaction of nanoplasmas [18, 34] as a

simplifying predictive instrument, alternative to the FDTD

simulations which are extremely time- and resource-

consuming.

A comment should be made on the possibility of

important contribution of ionization instability in the for-

mation of the VNGs. The periodic absorption of laser

energy, as is implied by the Sipe’s theory, is a highly

nonlinear effect for wide-band gap dielectrics. According

to the ‘‘forest fire’’ model [68], an ionization event leads to

strengthening the electric field around the ionized atom that

results in a higher probability of ionization in the nearest

vicinity. This mechanism is responsible for nanoplasma

formation [18, 34]. It has been predicted by simulations for

a gas plasma [76] that a scattered wave, even if being very

weak (less than 1 % of pump wave amplitude), may induce

strong ionization-induced scattering instability with a fine

periodic structure of ionization pattern. The mechanism of

this instability is also referred to strengthening the electric

field of the laser wave when, at definite perturbations of

plasma and laser wave parameters, ionization starts to

develop uncontrollably. The ionization instability may be

described in the frames of the dispersion relation [76]

which, for some specific cases, yields the instability

criterion:

nat=ncr [ 16x=aW0ð Þ= x2L2=c2
� �

: ð15Þ

For fused silica and with a typical transversal size of the

laser-induced electron plasma (L * 4 lm) and

W0 = 9.6 9 10-70I6 s-1 [20], the critical values of laser

intensity for the development of the stimulated ionization

scattering instability can be evaluated as Iins * 2 9 1013

W/cm2 or *0.6I* that is attainable under the irradiation

conditions studied here (Fig. 2). Note that the contribution

of avalanche ionization may further reduce the Iins value

that, however, depends on the electron density and pulse

duration. Hence, for fused silica the ionization instability

may be verified experimentally by applying a weak

perturbation wave at different angles to the pump laser

beam [76]. The ionization instability development may be

responsible for extremely thin width of nanoplanes forming

the VNG structures. Important is that the development of

the mentioned instability does not require the electron

densities close to the critical one but instead assumes a

precipitous ionization dynamics [76]. According to [76],

this instability occurring at a transient stage of the ionizing

pulse results in plasma inhomogeneities or ionization strata

whose spatial period must be dependent on scattering

and plasmon polariton dynamics [65–67]. A natural

consequence of the strata structure development is a

feedback loop that appears as enhanced absorption of the

light in the strata maxima, higher heating, and higher

concentration of defect states in the strata maxima sites

leading again to higher absorption.

Two important questions are still present. (1) Why are

the VNGs formed only in a number of materials while the

mechanism has to be unified for many transparent materials

whose properties satisfy Eq. (15) at definite irradiation

conditions? (2) Why does the VNG formation require

multipulse irradiation regimes? To answer these questions,

we notice that contrary to the LIPSS structures which are

formed on the surfaces of almost any materials [65–67], the

VNGs have been observed only inside several oxides,

namely fused silica, Al2O3, and TeO2 [32–34]. These

oxides are characterized by different coordination numbers

of oxygen compared to a metallic/semiconductor/metalloid

constituent. Additionally, the VNGs are not observed in the

composite glasses having alkali metal additions. It is evi-

dent that as upon the VNG formation the material does not

have an additional degree of freedom of surface diffusion/

ablation inherent for the LIPSS structures, the VNG for-

mation may only be governed by internal chemical

restructuring or latent cracking. Therefore, the chemical

composition is a key element responsible for ionization

strata imprinting to the material matrix. For this, the

material matrix must be ‘‘softened’’ in the particular zones

of ionization maxima through bond-breaking and defect

accumulation. It may be conjectured that the nonmetallic

elements, if being less bound into the matrix as compared

to metallic/semiconductor/metalloid constituents, can be

released and, presumably, form stable gas molecules

already at the stage of multipulse laser exposure. In the

case of fused silica, only small amount of excited electrons

are turned finally to the defect states [55] and, hence, many

pulses are required to achieve sufficient stratified softening

of the material for imprinting the ionization scattering

instability into the material matrix. Important is that in

alkali-metal-containing glasses, alkali atoms are not

directly embedded into the glass matrix and the latter

contains abundant nonbridging oxygen (NBO) sites. Both

alkali metal atoms and NBO sites are primarily ionized

without a noticeable damage of the matrix, thus preventing

stratified accumulation of the matrix defects. In the
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materials with equal coordination numbers for metallic/

semiconductor/metalloid and nonmetal atoms, one may

hardly expect preferential release of one of the components

from the matrix.

The VNG imprinting process may be schematically

imagined as presented in Fig. 5. Multipulse irradiation of

certain materials leads to gradual expansion of the excitation

carrot-like region surrounded by a rigid densified envelop and

stratified accumulation of the defect states. Cross section of

this region is shown in Fig. 5, left. During laser exposure,

from pulse to pulse the defects may be healed due to their

preferential excitation and accumulate in the other sites,

which explains dependence of the VNG period on the number

of pulses [32]. The heat conduction calculations show that

even at relatively low repetition rates of 100 kHz or below,

the excited zone inside the glass cannot be cooled down to the

initial temperature so that its temperature is enhanced till the

laser pulse termination. Hence, it may be concluded that the

final imprinting of the VNGs presumably occurs after laser

exposure termination when the matter in the excited zone

tends to compact while the rigid envelop prevents material

inflow into the zone of reduced density. As a result, the matter

fails in ‘‘weak’’ sites of defect accumulation, resulting in

formation of nanopores [77] (Fig. 5, right) or even nano-

cracks [33, 34] that resembles cracking the desert ground

with, however, more directed cracking due to specific strat-

ified ‘‘ground’’ softening.

Finally, at least two conditions favoring VNG imprint-

ing into material matrix can be listed:

• A transparent solid should be free of alkali metal

constituents;

• The coordination number of different constituents must

be different to ensure the nonmetallic element to be

released from matrix and, presumably, to form stable

gas molecules (e.g., O2 and probably F2 for fluorides

with rutile structure).

Although much research, both experimental and theoret-

ical, must be performed for getting further insight into the

fascinating phenomenon of VNG formation, we believe that

the performed analysis adds to understanding the VNG effect

and may link the VNGs with the LIPSS. It should also be

mentioned that the role of the glass chemistry might be more

complex due to preexisting defects and impurities [77, 78].

5 On the origin of laser-induced anisotropy upon laser

writing in glass materials

The performed modeling gives us another possibility to

propose a mechanism that may explain the observed

anisotropy of laser direct writing (the ‘‘quill’’ writing

effect) in glasses attributed to the laser pulse front tilt

(PFT) [38]. It is shown that the plasma is excited by the

very front of the laser pulse (Fig. 1) and the rest of the

pulse is mostly scattered by the formed plasma. In such

situation, even a small PFT will produce free electron

plasma with maximum density slightly shifted with respect

to the beam axis as schematically shown in Fig. 6.

Asymmetric scattering of the rest of the laser pulse by the

PFT-produced electron plasma will further increase

asymmetry, resulting in the more defect states created off-

axis that is important for excitation by the next laser pulses.

As a result, even slight asymmetric beam scattering may

induce writing anisotropy by the following way.

If laser beam scanning is directed toward the density

maximum created by the previous laser pulses (Fig. 7a),

plasma generation by the next pulses starts well before the

geometric focus due to the accumulated defect states from

the previous pulses. This leads to the beam energy depletion

due to both energy expenditure for electron excitation and

plasma scattering of the rest laser beam, thus resulting in

reduced energy penetration to the focal region and, hence, in

a ‘‘soft’’ modification as a whole. This can be considered as

a pretreatment of the material by the previous pulses. If the

beam is moved in the opposite direction, to the ‘‘less pre-

treated’’ material sites, the beam penetrates deeper to the

focal region, resulting in more energy absorption there and,

hence, in stronger modification (Fig. 7b).

To corroborate the proposed mechanism of ‘‘quill’’ writ-

ing, a 3D modeling is required which is extremely time- and

labor-consuming and requires unreasonable computer

Fig. 5 Schematics of the laser-affected zone of fused silica glass in

the regimes of VNG formation. The laser light hits the target

perpendicularly to the figure plane. Polarization vector is directed

horizontally. The characteristic radius of the modified zone is

*1 lm. During laser exposure, the laser-excited region is expanding

with creation of an envelope of densified matter (dark gray ring) and

the strata of the accumulated defect states (vertical stripes) are formed

perpendicular to polarization (left). After exposure, upon cooling, the

matter in the excited zone tends to compact while a rigid envelop

keeps its shape. As a result, the matter fails along its weak sites of the

accumulated defects with appearance of porosity or even cracks
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memory resources. Alternatively, a model is under develop-

ment which describes focusing of a plain laser beam (x = r,

y = ?, z). First simulation results testify our conjecture,

showing that already 3� PFT induces a noticeable axial

asymmetry in laser energy coupling (to be published).

6 Conclusion

We have presented the model based on Maxwell’s equa-

tions supplemented with the equations of the dynamics of

created electron plasma for description of the processes

occurring in transparent solids in the regimes of volume

modification with ultrashort laser pulses. The comparative

modeling of the irradiation conditions with relatively low

and high laser pulse energies has helped to understand

better the excitation and thermodynamic conditions within

the laser-modified region and to analyze the mechanisms

responsible for the volume nanograting formation and the

‘‘quill’’ writing effect in glass materials observed experi-

mentally [38]. It has been shown that for comprehensive

understanding of the VNG formation, one should ‘‘marry’’

the LIPSS theory [65–67] with the theories of volumetric

nanoplasma formation [18, 32]. This study demonstrates

that laser-induced material modification is a synergetic

action of laser light absorption, physics of laser-induced

electron plasma, thermodynamics of laser-affected mate-

rial, and mechanical material response and cannot be

understood solely on the basis of nonlinear beam propa-

gation studies. The performed analysis shows that numer-

ical modeling is an important supplement of experimental

studies and a powerful tool for understanding and pre-

dicting the underlying physics of the laser modification

phenomenon. Many detailed aspects which can be over-

looked in experiments due to limited resolutions of up-to-

date measurement techniques may be revealed with the

help of numerical simulations.
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42. M. Beresna, M. Gecevičius, P.G. Kazansky, N.M. Bulgakova,

Opt. Express 19, 18989 (2011)

43. E.G. Gamaly, A. Vailionis, V. Mizeikis, W. Yang, A.V. Rode, S.

Juodkazis, High Energy Density Phys. 8, 13 (2012)

44. R. Brückner, J. Non-Cryst. Solids 5, 123 (1970)
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