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Abstract Spectroscopic techniques are increasingly used
for field laser applications in industry and research. Under
field conditions complex gas sensors cannot be considered
as stable and therefore drift characterization is a key issue
to distinguish between sample data and sensor drift. In this
paper the history of von Neumann’s two-sample variance
and Allan variance stability investigations in the field of fre-
quency metrology and the relationship to wavelet analysis
are reviewed. The concept has been used to characterize ac-
curacy and precision of spectroscopic data in the time do-
main and practical guidelines for the interpretation of σ/τ

plots are presented. Two topics relevant for spectroscopic
measurements are discussed: First, the optical fringe effect,
which is present in any spectrometer, limits the precision
and accuracy of spectroscopic measurements by forming
time dependent background structures superimposed to the
signal under investigation. The two-sample variance is used
to characterize optical etalons and long-term drift using σ/τ

plots. Second, the short-term instrument stability character-
istic in the presence of atmospheric turbulence is discussed.
This is important for laser-based gas monitors measuring the
turbulent transport of trace gases between the biosphere and
the atmosphere using the eddy-covariance technique. It will
be shown how the spectral characteristics of turbulence in
the Kolmogorov inertial subrange can be identified in the
time domain and how the effect of optical fringes can be
separated from atmospheric signals.
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1 Introduction

Modern spectroscopic techniques based on semiconductor
lasers are increasingly used for field laser applications in in-
dustry and research [1–8]. Under field conditions these com-
plex measurement devices cannot be considered as stable
and drift characterization is still a key issue to distinguish
between sample data and sensor drift. The question is how
drift in such instruments can influence precision and accu-
racy of the measurement. In 1816 Gauss [9] described the
distribution of observation to be normal with a probability
density function (PDF) proportional to h · exp(−h2x2). He
named the positive constant h the precision, which later was
replaced by the standard deviation σ = 1/

√
2h. In general,

precision and accuracy describe the relationship between
a measured value and the true value. To investigate preci-
sion and accuracy a series of successive measurements of a
known concentration have to be recorded. When these data
are then plotted as a frequency distribution it is expected
from the central limit theorem, that the acquired data are
normally distributed [10]. The mean occurs at the center of
the distribution, and represents the best estimate based on
all of the measured data. The standard deviation describes
the width of the distribution as the variation that occurs be-
tween successive measurements. The amount of shift from
the true value is called the accuracy of the measurement. The
width of the distribution indicates that individual measure-
ments may not agree well with each other. This precision of
the measurement is expressed by quoting the standard devia-
tion. In cases where a measurement that has a high accuracy,
but a low precision, the histogram is centered over the true
value, but the distribution is very broad. Although the mea-
surements are correct as a group, each individual reading is a
poor measure of the true value. Poor precision results from
random noise or errors, which change each time the mea-
surement is repeated and averaging several measurements
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will improve the precision. In cases where a measurement
is very precise but has poor accuracy this makes the dis-
tribution very narrow, but not centered over the true value.
Poor accuracy results from systematic errors repeated in the
same manner each time the measurement is conducted. Ac-
curacy usually depends on system calibration and averaging
of individual measurements does not improve the accuracy.
Precision is a measure of noise and accuracy is a measure of
calibration. In practice, averaging of successive data should
improve the measurement quality and we call it precision,
otherwise we have to deal with accuracy, where calibration
should correct the error. This requires some thought on how
the system has to be calibrated, and how often it should be
done [11].

Historically, the question of drift came up for practical
applications in ballistic research, where it is almost impos-
sible because of atmospheric conditions to get two succes-
sive observations under exactly the same conditions for the
calculation of range tables and, therefore, it is necessary to
know the variance amongst a group of projectiles fired under
exactly similar conditions [12]. Already in 1941 John von
Neumann et al. [13] mentioned that ‘there are cases, where
the standard deviation may be held constant, but the mean
varies from one observation to the next. If no correction is
made for such a variation of the mean and the standard de-
viation is computed from the data in the conventional way,
then the estimated standard deviation value will tend to be
larger than the true population value. When the variation in
the mean is gradual, so that a trend, which need not to be
linear, is shifting the mean, a rather simple method of min-
imizing the effect of the trend on dispersion is to estimate
standard deviation from differences’. Therefore, von Neu-
mann proposed a variance based upon mean square succes-
sive differences as

δ2 = 1

n − 1

n−1∑

i=1

(yi+1 − yi)
2. (1)

The subscript i in this expression refers to the temporal
order of the observation yi . Von Neumann proposed to use
δ2 to estimate standard deviation (where it is implicitly as-
sumed that the yi are random and uncorrelated) and to deter-
mine whether a trend actually exists. The two-sample vari-
ance δ2 measures the variance independently of the order of
observations and therefore includes the effect of any drift.
Von Neumann has shown that the expectation value of δ2

from random samples is 2σ 2 and since then the ‘half ’ mean
square successive difference in the notation of Hald [14–16]
has been investigated. In 1964 a subcommittee on frequency
stability was formed within the Institute of Electrical and
Electronic Engineers (IEEE) standards committee to pro-
pose definitions for measures on frequency and phase sta-
bilities, which is of importance to characterize and specify

oscillators for frequency and time standards. It has been ana-
lyzed what happens to the standard deviation when the data
set may be characterized by power-law spectra which are
more dispersive than classical white noise frequency fluc-
tuations [17]. Fluctuations characterized by flicker noise or
any other pink noise can be considered as drift and have
an impact on the standard deviation in a similar way as
atmospheric conditions in ballistic research. For example,
using 1/f noise as a model, as the number of data points
increases, the standard deviation monotonically increases
without limit. For measurements of frequency stability the
two-sample frequency variance is known as the ‘Allan vari-
ance’ [18, 19] and an experimental estimation of this mea-
sure is

σ 2
y (τ ) ≡ 1

2

〈
(ȳk+1 − ȳk)

2〉 with ȳk(τ ) = 1

τ
·
∫ tk+τ

tk

y(t) dt

(2)

where tk+1 = tk + τ , and k and k + 1 are adjacent samples
and 〈 〉 is the expectation value. This equation is easy to im-
plement experimentally as one simply needs to add up the
squares of the differences between adjacent averaged ȳk(τ )

over intervals τ , divide by the number of them and by two,
and take the square root. The IEEE has recommended this
quantity for specification of stability of time and frequency
standards in the time domain denoted by σy(τ ). This mea-
sure of stability in frequency generators has gained general
acceptance among users of frequency and time standards
[20]. The concept of the two-sample variance has been ap-
plied in high speed communication systems to estimate the
clock drift in computer clusters [21], in astronomy to evalu-
ate the radiometer stability [22, 23], to characterize nano-
voltmeters [24], to describe earth rotation variations that
are derived from the different geodetic techniques like laser
ranging to artificial satellites [25] and there are requirements
for medical applications [26].

In 1993 Werle et al. [27] applied the concept of the Al-
lan variance to characterize the signal drift in a tunable
diode-laser spectrometer and since then this method be-
came widely accepted in the diode-laser spectroscopy com-
munity. Researchers and manufacturers apply the concept
to demonstrate the performance of their instruments. Ap-
proaches to improve sensitivity of spectrometers by double
modulation techniques using Kerr rotation [28], Stark mod-
ulation [29], Faraday modulation [30], sub-Doppler NICE-
OHMS [31], photo-acoustic spectroscopy (PAS) [32], can-
tilever enhanced PAS [33] or quartz tuning fork enhanced
PAS [34] have been characterized this way. Stability in-
vestigations have been reported in stable isotope ratio in-
frared spectroscopy [35] for carbon dioxide [36–41], water
vapor [42–45], methane [46] and for nitrous oxide [47]. It
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has also been applied to medical and air quality measure-
ments [48, 49]. Airborne [50–52] and ground-based [53–
65] atmospheric research identifies new measurement chal-
lenges. Such a challenge is the trace gas exchange between
the biosphere and the atmosphere and meanwhile in the field
of ecosystem research the two-sample variance is frequently
applied to validate the performance of the measurement sys-
tem [66–74]. During spectroscopic measurement applica-
tions both, accuracy and precision are generally affected by
white noise and noise contributions with power-law spectra
and time dependent background structures. While these have
been discussed previously [27] this paper focuses on two
key issues in the context of spectroscopic measurements:
The first is the etalon effect, which can be observed in most
spectrometers and limits the performance due to the pres-
ence of time dependent background structures. An analysis
based on a two-sample variance can be used to identify and
to characterize these optical fringes and any long-term drift.
The second topic deals with time resolution requirements for
measurements of atmospheric turbulent transport. It will be
shown how, in analogy to the Fourier domain, atmospheric
turbulence can be characterized in the time domain. This is
of importance for trace gas flux measurement applications,
where it must be ensured that all contributions in the turbu-
lence spectrum to the vertical transport are included in the
measurement. Furthermore predictions about accuracy and
precision of the instrument can be made as a function of in-
tegration time and several examples of ‘Sigma/Tau’, ‘σ/τ ’
or ‘Allan’ plots will be discussed.

2 Estimates of the two-sample variance

The stability of a measurement system can be characterized
either by variances averaged during a given time interval τ

in the time domain or by the power spectral density of time
series data, which is the energy distribution in the Fourier
frequency spectrum. The power spectral density (PSD) is
important because it carries more information than the time-
domain variance and therefore provides unambiguous iden-
tification of the noise process encountered in the system un-
der investigation. Time-domain and frequency-domain pa-
rameters naturally are not independent and the true variance
σ 2 of a stationary zero-mean continuous time signal y(t) is
defined as the time-average of the product y(t) · y(t + �t)

through the autocorrelation function

Ry(�t) = 〈
y(t) · y(t + �t)

〉
(3)

where 〈 〉 is the mathematical expectation operator [75]. His-
torically the single-sided PSD Sy(f ) has been utilized to de-
fine the variance for zero lag �t = 0 as

σ 2 = Ry(0) =
∫ ∞

0
Sy(f )df (4)

For time series signals with a power-law spectrum, the PSD
can be expressed as Sy(f ) = hαf α and for integer values
α < 0, f α diverges for f approaching zero and then the inte-
gral (4) is infinite. When analyzing variances to characterize
the stability of spectroscopic instrumentation the long-term
behavior is determined by the components of the PSD at low
frequencies, when f tends towards zero. Therefore we aver-
age the time series signal y(t) for a time τ and analyze the
variance of the averaged signal ȳ(t, τ ).

ȳ(t, τ ) = 1

τ

∫ t+τ

t

y(t) dt (5)

The time series ȳ(t, τ ) is the output of a moving average
filter of length τ with an impulse response a(t, τ ) defined
by

a(t, τ ) = 1

τ
rect(t) =

{
1
τ

for 0 ≤ t ≤ τ

0 elsewhere
(6)

which is a rectangular window of width τ and height 1/τ

(Fig. 1a). Thus, in the time domain, ȳ(t, τ ) is defined as the
convolution (denoted by the asterisk ∗)

ȳ(t, τ ) = a(t, τ ) ∗ y(t) (7)

The Fourier transform of the convolving function a(t, τ )

provides the frequency response A(f ) of the moving aver-
age filter as

A(f ) =
∫ +∞

−∞
a(t, τ ) · e−i2πf t dt = sin(πf τ)

πf τ
· eiπf τ (8)

The PSD Sȳ(f ) of the time series ȳ(t, τ ) is Sȳ(f ) = L(f ) ·
Sy(f ), where the squared modulus of the Fourier transform
L(f ) = |A(f )|2 is the transfer function (Fig. 1b) of the
moving average filter

L(f ) = sin2(πf τ)

(πf τ)2
(9)

From (4) and (9) the variance of the averaged signal ȳ(t, τ )

is expressed by:

σ 2
ȳ (τ ) =

∫ ∞

0
L(f ) · Sy(f )df (10)

For power-law spectra Sy(f ) = hαf α with α < 0, the vari-
ance σ 2

ȳ (τ ) is not defined because the low-pass filter L(f )

is unity for f → 0. For the variance σ 2
ȳ (τ ) to be defined for

α < 0 an additional filter H(f ) has to be applied in series
with L(f ). If the filter H(f ) acts on the previously low-pass
filtered signal ȳ(t, τ ) to provide the output signal �ȳ(t, τ ),
its variance σ 2

�ȳ(τ ) can be written for the power-law spec-
trum as

σ 2
�ȳ(τ ) =

∫ ∞

0
H(f ) · sin2(πf τ)

(πf τ)2
· hαf α df (11)
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Fig. 1 The moving average filter (a) is a low-pass with a sinc transfer function (b). The normalized first difference filter (c) represents a high-pass
filter (d). The convolution of both filters (e) forms a constant Q band-pass filter (f)

A derivation in the time domain is equivalent to a mul-
tiplication by f 2 in the PSD domain and a filter with a
frequency response D(f ) ∼ f μ can be obtained by apply-
ing μ time derivations to the signal ȳ(t, τ ). The variance
σ 2

�ȳ(τ ) is defined if f α · H(f ) converges for f → 0, which

requires that the transfer function H(f ) = |D(f )|2 ∼ f 2μ

with μ > −α/2 when f approaching zero and for μ = 1 the
variance σ 2

�ȳ(τ ) is defined for α > −2. A basic approxima-

tion for a derivation is a first order difference filter, which
substitutes the value of every data point of a time series by
the difference of two subsequent points [76]. Then the re-
quired impulse response of the filtered data set (Fig. 1c) is

d(t, τ ) =

⎧
⎪⎨

⎪⎩

+ 1√
2

t = τ

− 1√
2

t = 0

0 elsewhere

(12)
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The purpose of this filter is twofold and it should assure
convergence for the variance, but also the filter should not
modify white noise. Therefore, it is normalized ‖d2(t, τ )‖ =
1 and the Fourier transform of the first order difference filter
is

D(f ) =
∫ +∞

−∞
d(t, τ ) · e−i2πf t dt

= √
2 · sin(πf τ) · e−i

2πf τ+π
2 (13)

The transfer function H(f ) = |D(f )|2 shows the effect of
the filter on the amplitude of the power spectrum (Fig. 1d)
and is given as

H(f ) = 2 · sin2(πf τ) (14)

At low frequencies the amplitude approaches zero and the
filter acts like a high-pass one. This allows us to study the
asymptotic behavior of Sy(f ), when f → 0 and therefore
the approach is useful to study the asymptotic behavior of
drift in time series signals. The convolution of the first order
difference impulse response with the moving average filter
leads to a new time series (Fig. 1e)

�ȳ(t, τ ) = d(t, τ ) ∗ [
a(t, τ ) ∗ y(t)

]

= d(t, τ ) ∗ ȳ(t) = 1√
2

(
ȳ(t + τ) − ȳ(t)

)
(15)

In terms of filtering, the two-sample variance can be inter-
preted as an analysis using a ‘constant Q’ band-pass filter
B(f ) = L(f ) · H(f ), where the ratio of the pass-band cen-
ter frequency and width is fixed (Fig. 1f). The peaks located
at f = 1,166/πτ have an amplitude 1.05 independent of τ ,
while the width of the peak is proportional to 1/τ . Peaks
at higher frequencies are damped by 1/f 2. The normalized
variance of a band-pass filtered time series is then expressed
in the frequency domain as

σ 2
�ȳ(τ ) =

∫ ∞

0

2 · sin4(πf τ)

(πf τ)2
Sy(f )df (16)

This variance σ 2
�ȳ(τ ) is the frequency-domain representa-

tion of the time-domain two-sample (Allan) variance σ 2
A(τ)

[17–20, 27], which has been introduced in (2). The defini-
tion of �ȳ(t, τ ) leads to

σ 2
�ȳ(τ ) = 〈

�ȳ2(t, τ )
〉 (15)= 1

2

〈(
ȳ(t + τ) − ȳ(t)

)2〉 (2)≡ σ 2
y (τ )

(17)

The factor of 1/2 was introduced through (12) to nor-
malize the two-sample variance to the variance of the mean
in the limit of white noise (α = 0), where the mean ȳ(t) =
ȳ(t + τ) = 0 and

σ 2
�ȳ(τ ) = 1

2

(〈
ȳ2(t + τ)

〉 + 〈
ȳ2(t)

〉 − 2
〈
ȳ(t + τ)ȳ(t)

〉)

= 〈
ȳ2(t)

〉 = σ 2
ȳ = σ 2/τ (18)

The two-sample (Allan) variance is defined for power-
law spectra Sy(f ) = hαf α with α > −2. For positive α

values we must apply a high-frequency cut-off as the up-
per limit of the integral to assure the convergence. Evalua-
tion of the integral definition (16) provides the information
about the asymptotic behavior of the variance for the vari-
ous noise types, and for time series data with a power-law
spectrum analytic expressions have been derived. The as-
ymptotic forms of σ 2

y (τ ) for power-law types relevant for
spectroscopic applications [17–20] are listed in Table 1 and
α = 0 is the case of white noise, α = −1 is called flicker
noise, α = −2 corresponds to the random walk. For α in
the range −2 ≤ α < 1 the two-sample variance is propor-
tional to τμ where μ = −α − 1. A σ/τ plot of the log
of the two-sample variance as a function of the log of the
averaging time τ shows the asymptotic behavior of Sy(f ),
when f approaches zero and therefore allows to character-
ize drift and noise in time series signals. Even though σ 2

y (τ )

will not be normally distributed, the variance of the average
of M independent, non-overlapping samples of σ 2

y (τ ) will
decrease as 1/M provided the conditions on low-frequency
divergence are met. For large M , the distribution of the m
sample averages of σ 2

y (τ ) will tend toward a normal dis-
tribution according to the central limit theorem and confi-
dence intervals based on the normal distribution can be esti-
mated. There are several ways to define an estimator for the
two-sample variance as a function of the averaging time τ .

Table 1 Asymptotic forms of σ 2
y(τ ) for various power-law types

Sy(f ) = hαf α σ 2
y (τ ) ≈ |τ |μ

α = −2 Sy(f ) = h−2f
−2 μ = 1 σ 2

y (τ ) = h−2
(2π)2

3 · |τ |
α = −1 Sy(f ) = h−1f

−1 μ = 0 σ 2
y (τ ) = h−12 ln 2

α = 0 Sy(f ) = h0f
0 μ = −1 σ 2

y (τ ) = 1
2 h0 · |τ |−1

α = +1 Sy(f ) = h1f
1 μ = −2 σ 2

y (τ ) = 1
(2π)2 h1 · τ−2[1.038 + 3 ln(2πfhτ)]

α = +2 Sy(f ) = h2f
2 μ = −2 σ 2

y (τ ) = 1
(2π)2 h2 · 3fhτ−2
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Fig. 2 Estimates for the two-sample variance can be calculated from
non-overlapping, τ -overlap or maximum overlap subgroups of time se-
ries data

If we look at consecutive averages (ȳ1, ȳ2, ȳ3,ȳ4, . . .) we
could calculate a two-sample variance from ȳ1 and ȳ2 as
well as from ȳ3 and ȳ4. The average of two variances pro-
vides an improved estimate of the true two-sample variance
and we can expect a better confidence than for a single dif-
ference. For subgroups M = N/k = T/τ with k elements
each which are taken from N measurement during a time
interval T as shown in Fig. 2, the ‘non-overlapping’ esti-
mate (ȳ1 − ȳ2, ȳ3 − ȳ4, . . . , ȳ(N/2k)−1 − ȳN/2k) uses M/2
independent differences, while for a ‘τ -overlap’ estimate
(ȳ1 − ȳ2, ȳ2 − ȳ3, . . . , ȳ(N/k)−1 − ȳN/k) subgroup averages
are used twice and an improved estimate based upon M − 1
differences is obtained. The most efficient use is to average
all possible two-sample variances of a given τ -subgroup.
The ‘maximum overlap’ sample variance uses all N −2k+1
successive differences and therefore provides the most effi-
cient estimate, but a problem arises when estimating the con-
fidence intervals and the number of degrees of freedom, be-
cause the overlapping variances are not independent. How-

ever, this does not mean that we cannot use it for improving
our estimate of the true two-sample variance, because the es-
timators are positive and unbiased [77]. When studying the
asymptotic behavior of Sy(f ), to characterize drift and noise
in time series signals most frequently the τ -overlap estimate
is used as a trade-off between statistical independence and a
smooth σ/τ plot. As a summary the different estimates for
the two-sample variance are illustrated in Fig. 2 and can be
calculated as

σ 2
y no(τ ) = 2

M

M/2∑

i=1

(y2i+1 − y2i )
2

2
non-overlap

σ 2
y τo(τ ) = 1

M − 1

M−1∑

i=1

(yi+1 − yi)
2

2
τ -overlap

σ 2
y mo(τ ) = 1

M − 2k + 1

M−2k∑

i=1

(yi+k − yi)
2

2
max-overlap

(19)

With the definitions and relationships derived above the vari-
ance of time series data can be analyzed in cases where the
classical variance cannot be applied anymore. The combina-
tion of the moving average low-pass filter L(f ) with the first
order derivative high-pass filter H(f ) forms a band-pass fil-
ter B(f ) and the two-sample variance can be expressed as
the variance of the output of band-pass filters applied to the
signal under study y(t). The variation of the integration time
forms a band-pass filter with different bandwidth, which in
signal processing is called a filter bank. This analysis is simi-
lar to a multi-resolution wavelet analysis [78] using the Haar
mother wavelet [79]. A wavelet is defined as a set of func-
tions ψa,b(t) derived from a function ψ(t) by dilation and
translation [80],

ψa,b(t) = 1√|a|ψ
(

t − b

a

)
a 
= 0, a, b ∈ � (20)

where a is a scale parameter used to control the dilation, b is
a shift parameter used to control the translation, and ψ(t) is
called the mother wavelet function. The wavelet transform
is defined as the projection of a signal y(t) on the wavelet

Wψ(a, b) ≡ 1√|a|
∫ +∞

−∞
y(t ′)ψ

(
t ′ − b

a

)
dt (21)

This can be seen as a convolution of the wavelet ψa,b(t) with
the time series y(t). In 1910 Haar has described an orthogo-
nal system, which in wavelet analysis is now called the Haar
wavelet [81]

ψHaar(x) =

⎧
⎪⎨

⎪⎩

+1 0 ≤ x < 1
2

−1 1
2 ≤ x < 1

0 elsewhere

(22)
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If we substitute x = t ′−b
a

we obtain on intervals [b, b+a]

ψHaar

(
t ′ − b

a

)
=

⎧
⎨

⎩

1 b ≤ t ′ < b + a/2

−1 b + a/2 ≤ t ′ < b + a

0 elsewhere

(23)

The computation of the Allan variance can be seen as of
a convolution of the signal y(t) by a Haar wavelet if we
substitute in (23) a = 2τ and b = t and we obtain for the
Haar wavelet coefficients

WψHaar(a, b) = 1√|a|
∫ +∞

−∞
y(t ′)ψHaar

(
t ′ − b

a

)
dt ′

(23)= 1√|a|
[∫ b+a/2

b

y(t) dt ′ −
∫ b+a

b+a/2
y(t) dt

]

(2)=
√

τ

2

[
ȳ(t) − ȳ(t + τ)

]
(24)

The wavelet variance can be defined as the average of the
squared wavelet transform (21) over the translation index b

for constant dilatation index (scale) a as

σ 2
Haar(a) = 〈

W 2
ψHaar

(a, b)
〉
b

= τ · 1

2

〈(
ȳ(t + τ) − ȳ(t)

)2〉 = τ · σ 2
y (τ ) (25)

The transition from continuous to discrete coefficients
W 2

ψHaar
(a, b) → d2

j,k by substituting the scale a = τ0 · 2k and

dilatation b = j · τ0 · 2k defines on the interval [j · τ0 · 2k ,
(j + 1) · τ0 · 2k] the two-sample (Allan) variance at scale k

as

σ 2
y (k)

(25)= 1

k

1

M

M∑

j=1

d2
j,k = 2

N

N
2k∑

j=1

d2
j,k (26)

calculated from M = N/2k non-overlapping subgroups of
N time series data sampled at intervals τ0. This is an alter-
native estimator for the Allan variance and the wavelet vari-
ance at scale k turns out to be equal to half the non-overlap
Allan variance [82].

In practical applications ‘Sigma/Tau’, ‘σ/τ ’ or ‘Allan’
plots are investigated after an estimate of the two-sample
variance has been calculated. These plots provide much
more information than the analysis of noise types in fre-
quency stability analysis or the optimum averaging time de-
rived from the first minimum in the plot. Actually, some fur-
ther and in-depth information for spectroscopic applications
is contained in σ/τ plots as shown in Fig. 3a. Such a plot
can be expected from a well-designed spectrometer, when-
ever a stable calibration gas is supplied. The fundamental
contributions from white noise and drift can be observed
in the lower curve, while in the upper curve flicker noise
is included. The origin of the drift and other characteristic

features of the σ/τ plot will be discussed in the following
sections in detail and the discussion here is limited to the
typical time constants. The minimum in the σ/τ plot is an
estimate for the stability time and it is important to men-
tion that this is the maximum time available for a complete
measurement cycle. This means that all necessary measure-
ments must be completed within this time interval, which
includes exchange times of gases when switching between
calibration gas, zero air for background measurements and
the ambient air sample. As a consequence the effective time
available to improve the precision of the measurement is less
than half of the maximum integration time τmax determined
from the first minimum of the σ/τ plot [11]. The under-
lying assumption is that, in order to remove drift effects,
differences of the sample spectra minus background spectra
have to be calculated. It is obvious that both spectra should
have the same signal-to-noise ratio and therefore require the
same signal averaging time. When random noise dominates
the measurements the plot will follow the 1/τ slope as in-
dicated by the dashed line. As long as the variance stays
on this line, the two-sample variance is equal to the white
noise variance of the mean (18). In this case the precision
gets better (lower) while the accuracy remains constant. As
soon as the two-sample variance deviates from this line due
to flicker noise or drift influence the precision improves less
than expected but in turn the accuracy gets worse because
the deviation between the measured and the true value in-
creases. If accuracy is the issue, then τacc defines the limit
for signal averaging, while τmax determines the final limit
for the precision that can be reached. In general τacc � τmax

and it can be seen from the two traces in Fig. 3a that flicker
noise has a severe influence on the stability of the accu-
racy, but not on τmax. The choice of the appropriate sta-
bility time depends critically upon the application and the
measurement requirements in terms of precision and accu-
racy.

There are cases where hard- or software signal condi-
tioning is applied during the measurement process. The σ/τ

plot in Fig. 3b illustrates the effect of low- and high-pass
filtering, which usually are investigated in the frequency
domain, but can be observed in the time domain as well.
A typical low-pass filter characteristic can be obtained elec-
tronically, by software signal smoothing or caused by a
damping effect of fast concentration changes or fluctua-
tions due to limitations in the gas sampling system [83, 84].
The equivalent effect of high-pass filtering can be caused
by ac signal coupling or a ‘trend removal’ procedure [74].
Fig. 3c shows a ‘shoulder’ as another characteristic fea-
ture, which can be found in σ/τ plots when alternating
signal/background measurements or gas concentration dif-
ference measurements under optimized measurement cy-
cles have to be used in high sensitivity applications [11].
The need for comparable signal-to-noise ratios when mak-
ing difference measurements as described above introduces
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Fig. 3 A typical σ/τ plot from a calibration (a) with contributions
from drift and white noise. The upper curve includes additional flicker
noise, which affects the stability of the accuracy τacc, but not the lo-
cation of the minimum at τmax. (b) The two-sample variance from a

high-pass/low-pass filtered time series and (c) from difference mea-
surements with the characteristic ‘shoulder’ due to a duty cycle ef-
fect [27]. (d) Instrument uncertainty can be expressed as a range of
α/τ plots, recorded under different environmental conditions.

duty cycle effects as discussed by Werle et al. [27]. Tak-
ing differences from successive measurements requires at
least twice the averaging time. Therefore the dashed white
noise line and correspondingly the expected minimum are
shifted in the vertical direction (if a dead time due to switch-
ing can be neglected) compared to non-differential mea-
surements. The ‘shoulder’ located at the end of the sam-
pling time for the first of the two measurements can also
be found in typical ‘delta’ measurements in stable iso-
topes infrared spectroscopy [44, 47]. For continuous mon-
itoring applications under changing ambient conditions it
is more realistic and reliable to specify a range [43] rather
than a single σ/τ curve and it is advisable to check the
system stability status to be within these specifications
on a regular basis. A typical range of σ/τ plots from a
non-optimum scenario to best performance is shown in
Fig. 3d.

3 Optical fringes and long-term stability

In practice most laser spectrometers suffer from an un-
wanted etalon effect frequently called fringing. The effect
comes from plane-parallel surfaces in the laser beam, which
may act as a frequency filter through the interaction of multi-
ple reflections from the partially reflecting surfaces with re-
flectivity R forming a resonator. The multiple output beams
differ in phase δ due to the different path lengths traversed
by each of the beams. The transmission of an etalon (Fig. 4a)
is described by the Airy formula

IT = 1

1 + 4R

(1−R)2 · sin2( δ
2 )

(27)

The elementary theory of the Fabry–Pérot etalon is de-
scribed in detail in the literature [85]. This brief summary
will describe how the etalon acts as a simple filter for chang-
ing optical frequency into transmitted intensity. If we as-
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Fig. 4 (a) Airy function for different reflectivity of the cavity surface
(b) A fringe drift causes a time dependent background change when
the free spectral range (FSR) is greater than the half width at half max-
imum (HWHM) of the spectral line under investigation. (c) For a FSR
comparable to the HWHM a time dependent variation of the true signal
amplitude can be observed

sume normal incidence to simplify the discussion, the op-
tical phase δ acquired by the light during one round trip
through the etalon is given by δ = 4π · n · d/λ where λ is
the wavelength of the laser, d is the distance of the surfaces
forming the etalon, n is the index of refraction. The trans-
mission peaks of the etalon described by the Airy formula
have a maximum when the phase difference for a round trip
δ = 2π ·2 ·n ·d/λm = 2π ·m is an integer multiple m of 2π .

Expressing the maximum condition in terms of frequency
gives a more useful expression for the location of transmis-
sion peaks νm = m · c/2 · n · d . With the frequencies of the
maximum transmission peaks known, the frequency separa-
tion between successive peaks can be calculated. The peak-
to-peak separation in frequency is known as the free spectral
range (FSR)

FSR = νm+1 − νm = c

2 · n · d (28)

At normal incidence, the frequency spacing between max-
imum transmission peaks in an ideal etalon depends in-
versely on the index of refraction, n, times the thickness,
d . The product of these two values, n · d , is the optical path
length, which determines the peak locations for a given fre-
quency, while the reflectivity of the etalon determines the
shape of the peaks. The higher the resonators reflectivity is
the narrower is the observed peak. The shape of the etalon
transfer function is commonly characterized by the finesse
F = π

√
R/(1 − R). A finesse of F = 100 requires a reflec-

tivity of 97%. Jennings proposed that such an etalon cav-
ity might also be used as a sample chamber to increase the
effective optical path through the sample and found to en-
hance line absorptions by a factor of 20 [86]. If a single-
mode laser is tuned to the slope of a high-finesse etalon any
frequency deviation will lead to a change in the transmit-
ted signal, which in turn can be used in a feedback loop
to stabilize the laser frequency. With this scheme it is also
possible to lock a laser to an external cavity for precision
tuning in high-resolution molecular spectroscopy [87, 88].
While these applications require high-finesse etalons, usu-
ally in most spectroscopic systems unwanted etalons can be
observed.

When looking at the design of typical spectrometers for
field applications it is found that resonators may exist at dif-
ferent scales, from the laser crystal dimension of hundreds
of microns up to about 100 m between the laser and the
detector for systems using optical multi-pass cells. A laser
beam may interact with the first window of its housing or
focusing optics or with any parallel surface of transmissive
optical elements in the laser beam path. Due to many pos-
sible resonator geometries the corresponding free spectral
ranges may cover a wide range. With a refractive index of
1.49 for a 2 mm BaF2 window we obtain a FSR of 50 GHz
or 1.22 nm at 2.7 µm (1.6 cm−1) while for an air spaced
etalon with reflecting surfaces separated by 20 cm we cal-
culate a FSR of 750 MHz (0.025 cm−1). Resonators corre-
sponding to the typical path-length of 10 to 100 m in op-
tical multi-pass cells have free spectral ranges of 15 and
1.5 MHz (0.005 . . .0.0005 cm−1). The free spectral range of
the possible etalon structures spans over 5 orders of magni-
tude. In contrast to the high-finesse etalons, these unwanted
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resonators usually have a very low finesse due to lower re-
flectivity R and, therefore, appear as a sine function when
they can be observed during a spectral scan as fringes.

For trace gas sensing applications a selected absorption
line is monitored by applying sensitive detection techniques
to measure the absorption in the optical path and depending
on the application the detection limits are ranging from 10−4

down to 10−6. A reflectivity of 0.1% (F = 0.1) results in a
peak-to-valley variation of the etalon transfer function from
1 to 0.996 or 4×10−3 and any variation in the transfer func-
tion of the etalon can have a significant impact on the system
performance. In general any spectroscopic instrument can-
not be considered as perfectly stable and we may observe
time dependent changes of surface reflectivity R(t), laser
wavelength λ(t) and resonator separation d(t). It is obvious
that an instrument for field measurements outside the well
defined laboratory conditions can be much more influenced
by such effects. The reflectivity many change due to the
contact with ambient air and such a “pollution effect” may
lead to a unidirectional long-term trend in the etalon trans-
fer function. Variations in the laser wavelength with time
depend on the quality of the line locking, the laser driver
electronics and aging. Variation of the spectrometer temper-
ature due to heating or an air condition system modulate the
resonator separation d and, therefore, may lead to a bidirec-
tional modulation of the transfer function similar to thermal
effects with daily, seasonal or annual cycles. While fringes
corresponding to very short resonators have a large FSR or
periodicity in the spectral domain, fringes originating from
longer optical structures appear as high-frequency interfer-
ence to the desired signal. Fortunately, these interferences
can be attacked by appropriate low-pass filtering. As critical
remain the fringes with broad structures (Fig. 4b) or with
a free spectral range in the order of the linewidth (Fig. 4c).
Depending on the relative position of the spectral feature un-
der investigation to the transmission peaks of the etalon an
apparently linear looking, positive or negative slope or even
a curved baseline may be superimposed to the undisturbed
measurement signal. In addition fringes in general do not
show a constant spacing due to non-linear tuning curves of
semiconductor lasers. Finally, several independent etalon in-
duced effects can be superimposed and lead to complex and
time dependent interference fringes.

Many attempts have been published to cope with the
fringe challenge. In principle the unwanted background
fringe structure could be recorded and subtracted from the
subsequent spectral scans before the spectra are further an-
alyzed [89]. This requires detailed knowledge about the rel-
evant time scales for essential changes in the fringe pat-
tern and obviously depends on the magnitude of interfer-
ing fringes relative to the absorption line used for the mea-
surement. It turns out that the signal-to-fringe ratio is more
important for the system performance than the signal-to-
noise ratio. In order to define the calibration timescale for

efficient fringe suppression [11], the two-sample variance
can be used to describe system stability in the presence
of optical fringes. There are many sources of noise and
drifts in a laser spectrometer. The fundamental random noise
contributions like detector thermal noise and shot (quan-
tum) noise [90, 91] are not the key issue with the elec-
tronic components available, and as they usually are band-
limited and have a frequency independent white spectrum
they can easily be averaged down with time and are related
to the instrument’s precision. Detector noise and laser wave-
length drift can be reduced by cooling and careful selection
processes and line-locking [3]. More cumbersome for field
applications are non-random noise contributions which in-
clude opto-mechanical drifts due to ambient pressure and
temperature changes, which in turn generate time depen-
dent fringes. As mentioned before, in cases when the time-
varying background has a similar structure as the spectral
absorption line under investigation fringes are difficult to
suppress. Fringe background structures can be found in all
spectrometers using multi-pass cells and cavity ring down
systems [92] and cannot be eliminated by simple filtering. If
etalons were stationary they could be subtracted and would
simply represent an offset in the total absorption measure-
ment. However, since they can vary during averaging time
scale they will be interpreted as signal change as their am-
plitude and/or phase changes (Fig. 4b/c). The challenge of
suppressing etalon fringes was recognized decades ago and
many hardware and software attempts have been made since
then to reduce the impact of fringes [93–95]. Careful opti-
cal design and alignment are a prerequisite to avoid exces-
sive etalon effects. Anti-reflection coatings, the use of re-
flective as opposed to transmissive optics, tilted or wedged
optics may help to keep etalon fringes to a minimum. Astig-
matic optical multi-pass cells have been developed [96, 97]
and matching the input beam to the cell mode ensures a
minimal beam size within the cell and gives low levels of
interference fringes [98]. Frequent calibrations for in-situ
measurements in cells are also used to minimize the ef-
fect of drifts. Mechanical approaches to cope with fringes
like the Brewster plate spoiler try to smear out the fringes
and reduce the coherence by vibrating an optical element
[99]. For a single dominant fringe whose structure does
not change significantly over time this approach can be
very useful. Software methods apply digital signal process-
ing to filter to suppress fringes. Digital filters [11, 100–
102] can be effective in reducing the effect of fringes how-
ever they do have their limitations as an unwanted back-
ground structure usually includes several fringes with dif-
ferent dependence on temperature, pressure, and other fac-
tors.

The power spectral density of a single optical fringe
observed in a spectrometer can be described as Sy(f ) =
δ(f − fFringe) and is shown in Fig. 5a. For comparison
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Fig. 5 (a) Analysis of a time series signal with equivalent contribu-
tions from white noise and a fringe at fF = 1/100 Hz compared to
(b) a factor of 10 lower fringe amplitude (c) Half hour time series data

with a small drift of 1/14000 Hz and (d) corresponding σ/τ plot. The
lower curve corresponds to white noise plus a fringe, while in the upper
curve 1/f noise is included

in Fig. 5b a fringe with the same frequency but ten times
higher noise-to-fringe ratio is displayed in the frequency do-
main in terms of the two-sample variance together with 2
slower fringes of same amplitude. The dashed lines indi-
cate the expected behavior for a linear drift and the slow-
est fringe with a period of 10000 sec appears as such a lin-
ear drift. In practice, the laser frequency tuning is not linear
and several fringes may be superimposed to generate beat
frequencies so that the overall situation can be very com-
plicated and the fringe structure in the σ/τ plot can be less
clear than shown here. Some fringes will have a free spec-
tral range comparable to the width of the absorption profile,
which makes it impossible to filter out fringes without af-
fecting the absorption signal. Figure 5c shows half an hour
of time series concentration data with a very slow fringe of
approx. 14000 sec superimposed. Figure 5d illustrates the
corresponding Allan plot for the case of white noise and
drift (lower curve). In this case the fringe free spectral range
is large making it difficult to determine its frequency and
phase and devise an effective filter. In the presence of opti-
cal feedback [103] the upper curve with (1/f ) flicker noise
added will be observed. Finally, it should be noted that phase
noise and refractive index fluctuations in optical multi-pass

cells may also affect the overall spectrometer performance,
especially when phase sensitive detection techniques like
the high-frequency modulation technique is applied [104].
In general, there is no way to eliminate fringes in optical
systems completely. Recently Dyroff et al. [29] reported
a fringe suppression technique based on the Stark effect
in molecular spectra. A periodic high voltage modulation
has been applied to the target gas in an optical multi-pass
cell. This modulation acts only on the molecular absorp-
tion line, but does not affect the background fringe struc-
ture and therefore a fringe free signal can be obtained. This
method is a technical challenge and unfortunately works
only with selected polar molecules like formaldehyde or hy-
drogen peroxide. As a consequence for the most wanted
molecules for field measurements in atmospheric research
like CH4, N2O, H2O and CO2 isotopes for example, fringes
will continue to appear in all types of spectrometers and re-
main cumbersome when making field measurements [105].
Therefore, frequent calibration is the best choice to assure
the accuracy of gas measurements and the time scale for
the recalibration has to be determined from a σ/τ analy-
sis [11].
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4 Atmospheric turbulence and short-term stability

Integrated ecosystem-atmosphere process studies provide a
better understanding how the interacting physical, chemical
and biological processes transport matter through the land-
atmosphere interface from the cell level to a global scale.
The eddy-covariance technique [106–108] directly deter-
mines the flux of an atmospheric trace constituent through a
plane parallel to the surface. For the determination of surface
emission and deposition fluxes, the method is rigorous when
specific criteria are met and the meteorological conditions
controlling the state of the turbulence should not vary over
the course of the measurements, which is Taylor’s assump-
tion of ‘frozen turbulence’ [106, 109]. Because the eddy
correlation method measures the instantaneous upward or
downward transport of trace gases and then averaging con-
tributions to give the net flux, it must take into account the
frequency range of the turbulence for vertically transporting
the constituents in the atmosphere to avoid losses in the cal-
culation. The turbulent flow consists of vortices and the flow
in every vortex is made of smaller vortices, down the scale to
the point when the viscosity of the fluid dissipates the kinetic
energy of motion into heat. If there is no influx of energy, the
energy of the motion will eventually dissipate and therefore
it can be assumed that the energy flow is balanced [110].
The motion of a liquid is made of waves of different lengths
and Kolmogorov asked the question, what is the share of
energy carried by waves of a particular length? Among the
quantities involved, first, we have the energy flow (it is the
same as the dissipation of energy). According to the kinetic
energy K = mv2/2 of a moving particle, the dimension of
energy is mass length2/time2. It is convenient to make all
calculations per unit of mass and then the energy flow ε

has the dimension energy/(mass time) = length2/time3. If
we use the number of waves fitting into the unit of length,
the wave number κ has dimension 1/length. Then the en-
ergy spectrum E(κ) is the quantity such that, given the in-
terval �κ = κ1 − κ2 between the two wave numbers, the en-
ergy per unit of mass carried by waves in this interval should
be approximately equal to E(κ1)�κ . Hence the dimension
of E is energy/(mass wave number) = length3/time2. Kol-
mogorov made the key assumption that ‘the way bigger vor-
tices are made from smaller ones is the same throughout
the range of wave numbers, from the biggest vortices (like
a cyclone covering the whole continent) to a smaller one
(like a whirl of dust on a street corner)’. Then the energy
spectrum E, the energy flow ε and the wave number κ are
linked by an equation which does not involve anything else.
Since the three quantities involved have completely differ-
ent dimensions, we can combine them only by means of an
equation of the form E(κ) ≈ αkε

xκy . Here αk is a constant;
since the equation should remain the same for small scale
and for global scale events, the shape of the equation should

not depend on the choice of units of measurements, hence
αk should be dimensionless. Equating lengths with lengths
and times with times, we have length3 = length2x ·length−y

and time2 = time3x , which leads to two linear equations in
x and y, 3 = 2x − y and 2 = 3x. This gives us x = 2/3 and
y = −5/3 and we obtain Kolmogorov’s law for the inertial
subrange

E(κ) ≈ αkε
2/3κ−5/3 (29)

The dimensionless constant αk is called the Kolmogorov
constant and can be determined from experiments and is in
the range from 1.53 . . .1.68 [106]. The easiest way to de-
termine whether any measured spectrum has an inertial sub-
range is to plot the spectrum (S vs. κ) on a log graph. The
inertial subrange portion should then appear as a straight line
with a −5/3 slope. Such a behavior of frequency spectra has
been observed for turbulence spectra [111] up to the dimen-
sions of interplanetary magnetic fields [112]. According to
Taylor’s hypothesis of frozen turbulence frequencies are re-
lated to wavenumbers f = ū · κ , where ū is the mean hori-
zontal wind speed [106].

In order to resolve the inertial subrange in the frequency
spectrum, time series measurements at typically 10 Hz
are necessary. Therefore, the eddy-covariance technique re-
quires simultaneous fast and accurate measurements of the
vertical velocity and the concentration of the trace species
in question. Laser spectroscopy has proven to be the ap-
propriate measurement technique for field measurements
with the responsiveness and sensitivity required for direct
eddy correlation flux measurements. Historically most in-
struments used for greenhouse gas flux measurements were
research type spectrometers modified for field applications
[113–119] and measurements were conducted by the sys-
tem developers or in close cooperation. Improvements in
the quality of semiconductor lasers have finally led to the
development of a new generation of diode-laser spectrom-
eters and a growing selection of commercial instrumenta-
tion for atmospheric research and trace gas flux measure-
ments is available and increasingly being used in ecosys-
tem research for greenhouse gas monitoring and flux mea-
surements [120–127]. All these laser-optical greenhouse gas
measurements are based on commercially available laser
spectrometers for nitrous oxide, methane and carbon diox-
ide including isotopes. The standard procedure for comput-
ing eddy-covariance fluxes using a trace gas analyzer and
a sonic anemometer is a Reynolds decomposition of a time
series of the vertical wind speed w and the trace gas mix-
ing ratio c into a mean and a perturbation component as
c = c̄ + c′ and w = w̄ + w′ where the overbar denotes
block time averaging assuming a constant perturbation time
scale [106]. The flux F can be determined with the direct
eddy-correlation method by the calculation of the covari-
ance of the two measured quantities w and c of a time se-
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Fig. 6 (a) Methane concentration in ambient air recorded during
field measurements [67] with a time resolution of 10 Hz over 30 min.
(b) Kolmogorov’s −5/3 frequency dependence in the inertial subrange
can be seen in the Fourier spectrum. (c) Short-term ‘trends’ due to tur-

bulence can be observed after zooming into the time series. (d) The
σ/τ plot includes the features in of the frequency spectrum above, but
also provides information about the long-term behavior [74].

ries as 〈F 〉 = w‘c’ where the brackets denote time averag-
ing over the record length (flux averaging time scale). Ob-
viously the choice of the time scale sets an upper limit on
the range of scales included in the computed flux. To con-
trol the data quality, stationarity has to be assured during
the averaging interval. An ambient time series is shown in
Fig. 6a where atmospheric methane has been recorded at
10 Hz for about 30 min. A 300 sec moving average and a
linear slope background are superimposed to the time se-
ries data to illustrate possible trends. Trend removal in such
time series data is an issue for the Reynolds decomposi-
tion and various procedures have been discussed in the lit-
erature [107]. In this context, the two-sample variance has
been used as a tool to determine a filter time constant and

the need for an optimized calibration cycle has been dis-
cussed [71, 74]. The frequency spectrum of the time se-
ries is displayed in Fig. 6b and the expected Kolmogorov
−5/3 frequency dependence in the inertial subrange can
be seen [111] together with a very small attenuation at the
high-frequency cut-off due to an additional low-pass filter-
ing caused by the gas sampling system [83, 84]. A closer
look into a short interval of the time series resolved at 10 Hz
is shown in Fig. 6c. At this scale (non-linear and linear)
short-term ‘trends’ can be observed due to turbulence in
the inertial subrange and therefore a similar behavior with
respect to averaging can be expected as for the long-term
drift already discussed. The time-domain characterization
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based on a two-sample variance using a σ/τ -plot shown in
Fig. 6d provides the same information as the spectral char-
acteristics of turbulence in the frequency domain [74, 111].
Atmospheric turbulence is resolved for averaging intervals
below 1 sec (f −5/3 ↔ τ+2/3) and appears as a drift seen
on a time scale, which corresponds to the inertial subrange.
The small high-frequency damping can also be identified for
very short integration times. For increasing averaging times
flicker noise from the laser [91, 103] and electronic com-
ponents dominate and the two-sample variance remains at a
constant level (f −1 ↔ τ 0). White noise dominates at longer
integration time because fast fluctuations contribute less to
the variance and averaging leads to a decreasing variance.
The expected white noise (f 0 ↔ τ−1) is overlaid by a peak
for time scales of a minute and longer before the two-sample
variance approaches again the white noise limit. During am-
bient measurements such a behavior can be caused for two
reasons: The first possibility is that the stationarity of the
measurement conditions is no longer valid and a drift is su-
perimposed to a constant ambient concentration. This can
be caused for example by an optical fringe as discussed in
the previous section and illustrated in Fig. 5a/b. The alterna-
tive is a true variability in the ambient concentration, while
the system itself remains stable and does not affect the mea-
surement accuracy. Finally, any combination of both situ-
ations is possible as well and, therefore, it is important to
understand the system characteristics and there is a need to
separate instrumental effects from real sample signals. This
is a major concern not only for concentration measurements
but also for trace gas flux measurements. The increase in the
two-sample variance at larger integration times could also be
caused by coherent atmospheric structures or large eddies,
which contribute to the gas exchange between the biosphere
and atmosphere at longer time scales [107, 128, 129]. We
have seen that the two-sample (Allan) variance can be used
as an estimator for the Haar wavelet variance and vice versa
and atmospheric data have been investigated using the Haar
wavelet [130]. Taylor’s frozen turbulence hypothesis [109]
can be used to convert from time scales τ to length scales s.
An instrument installed on a fixed tower records the turbu-
lent variables as the flow passes the sensor with a mean wind
speed ū and we can convert from time increments to space
increments using s = ū · τ . Concentration fluctuations due
to such coherent atmospheric structures and optical fringes
may have the same effect on the two-sample variance and
therefore a prerequisite for the data interpretation is a peri-
odic instrument recalibration [11] because then the result-
ing segmented dataset, after concatenation, can be used for
eddy-covariance measurements [74].

5 Summary and conclusions

The two-sample variance is the square of differences of suc-
cessive averages over a time scale τ calculated from a record
of time series data. In the frequency-domain a definition can
be expressed as well, because the full information on the
statistical properties is contained in the power spectrum of
the time series data. The Allan variance can be seen as the
filtered average of the power spectral density of the time
series weighted with the filter function sin4(πf τ)/(πf τ)2.
Drift characteristics influencing a signal can be determined
by analyzing the average structure of the power spectrum
using a ‘constant Q’ band-pass filter, where the ratio of the
pass-band center frequency and width is fixed. Therefore,
the procedure can be seen as a multi-resolution scale wavelet
analysis using the Haar wavelet basis function. The two-
sample variance represents the integral information over the
power spectrum and gives a better statistical significance for
the drift behavior than a single point in the power spectrum.
In addition, it allows easy discrimination between different
contributions to the signal, such as random noise, flicker
noise and a long-term linear or periodic drift. This prop-
erty makes it useful for the analysis of drift in spectroscopic
data and double logarithmic σ/τ plots are a convenient way
to characterize the performance of a measurement system.
When random noise dominates the measurements the curve
will follow a 1/τ slope as expected for the variance of the
mean and therefore gives an estimate for the precision of the
averaged measurement. Under this condition the precision
in the sense of Gauss (standard deviation) improves with av-
eraging time, while the accuracy remains constant. When
flicker noise (for example due to optical feedback from the
laser or any drift from slow fringes) is superimposed to the
signal, the two-sample variance deviates from the expected
1/τ line. Then the precision improves less than expected,
but the deviation between the measured and the true value
increases because the measurement accuracy gets worse.
Therefore, when accuracy is an issue, the stability scale to be
considered for signal averaging is always significantly lower
than the commonly used maximum integration time τmax de-
rived from the minimum in the σ/τ plot. Flicker noise gen-
erates a constant offset to the variance and therefore has an
influence on the stability of the accuracy expressed by τacc,
but not on τmax, which determines the limit for the precision
that can be achieved. The choice of an appropriate stability
time depends on the measurement requirements in terms of
precision and accuracy for the given application and there-
fore needs some thought on how frequent the system has to
be calibrated.

The concept discussed in this paper is recommended to
characterize spectrometers in the laboratory prior to field
measurements, check instrument performance at a field site
and during campaigns and can be used to define a roadmap
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for data quality assurance. The system specification can be
documented for a range of environmental operating condi-
tions. An optimized measurement cycle gives the required
confidence about data quality and system stability and is rec-
ommended to distinguish sensor drift from true signals. As a
consequence, an assessment of the system stability requires
measuring a constant gas flow from a stable calibration gas
source connected to the system inlet. Based upon such a
characterization the influence of a modified system configu-
ration or measurement conditions can be investigated. Plots
of the two-sample variance from difference measurements
based upon successive recordings of samples (isotopes, re-
laxed eddy-accumulation) display a ‘shoulder’ effect of the
reduced duty cycle on the system performance and the first
deviation from the 1/τ slope is a duty cycle effect and not
an indicator for an accuracy problem. If the appropriate in-
tegration time and calibration cycle once has been deter-
mined for an instrument, it may be necessary to check its
value from time to time. This is important especially un-
der field operating conditions, where changes in parameters
like temperature and pressure might change the fringe struc-
ture and therefore the accuracy of the measurement by su-
perimposing artificial signals. A set of σ/τ -plots recorded
under different operating conditions allows the specification
of uncertainty for the system as a range of expected perfor-
mance. This is useful for continuous long-term control and
monitoring applications, where automated self-checks can
be utilized on a routine basis to check the system status. The
two-sample variance analysis is also a useful tool for trace
gas flux measurements using the eddy-covariance technique,
because it can be used for a time-domain characterization
of spectroscopic and micrometeorological data. The method
can be applied to optimize the high-pass filter for a trend
removal in time series data and can help to identify both, a
possible high-frequency damping effect and low-frequency
optical fringes. In the presence of atmospheric turbulence an
ideal σ/τ plot should start with an increasing two-sample
variance, indicating that turbulence is resolved and after
passing through a horizontal plateau, the two-sample vari-
ance should decrease with a slope of −1 on a log-log scale.
A periodic instrument recalibration is a prerequisite to dis-
tinguish between instrumental and atmospheric effects. If
instrument effects are suppressed, any long-term behavior
observed in the σ/τ -plot can be attributed to a change in
the trace gas concentration and may be caused by coherent
structures.

The features of σ/τ plots discussed in this paper go be-
yond the conventional analysis to determine a maximum in-
tegration time and provide additional information to spec-
tral analysis in the frequency domain. Drift analysis of spec-
troscopic time series data based upon the two-sample (Al-
lan) variance reviewed in this paper is easy to implement
and a useful tool for a routine data quality check for both

new practitioners and experts in the field. Therefore, the ap-
proach might assist to ensure data quality for many field
laser applications in industry and research.
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