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ABSTRACT We report on the design and laboratory performance
of a portable infrared absorption spectrometer for the measure-
ment of the isotopic ratio 13C : 12C in CO2. The design relies
on optical feedback cavity-enhanced absorption spectroscopy in
the 2 µm spectral region to achieve optimal performance at am-
bient CO2 concentrations. The prototype instrument measures
δ13C, relative to a standard calibration bottle, with a precision of
±0.7‰ for a 20-s integration time and with an automatic recal-
ibration every 6 min. The absolute accuracy obtained is 0.9‰.
The principal performance limitations are discussed along with
improvements currently being implemented for the second gen-
eration instrument.

PACS 42.62.Fi; 07.57.Ty; 33.20.Ea

1 Introduction

Respiratory and photosynthetic processes are
known to discriminate to characteristic degrees between the
stable carbon isotopologues of carbon dioxide – namely
12CO2 and 13CO2. For this reason, measurements of the
isotopic composition of CO2 gas can provide otherwise ob-
scure information on carbon cycling and biological activity in
ecosystems (see, for example, [1–4]). The standard method
for such measurements has long been isotope ratio mass spec-
trometry (IRMS), which is generally sufficiently accurate and
reliable for ecological research, determining δ13C in CO2 with
uncertainties of less than 0.1‰.1 The primary drawback of
IRMS is that the analysis must be performed in the laboratory,
and so samples must be collected in flasks and transported,
which strongly limits both the temporal resolution and the
overall number of samples for a field campaign. The sec-
ondary drawback of IRMS is that the analysis of each sample
must be preceded by time-consuming sample preparation.

These drawbacks have spurred a suite of research in-
to infrared spectroscopic methods for measuring δ13C in

� Fax: +39-0823-274605, E-mail: rick.wehr@unina2.it
1 The notation δnM refers to the ratio of the mass-n isotope of atom M to
the most abundant isotope of atom M, expressed as a relative difference
from an arbitrary standard.

CO2 [5–16], as well as for measuring oxygen isotope ra-
tios in CO2 (e.g., [17, 18]) and various isotope ratios in other
molecules (e.g., [19–24]). Since 12CO2 and 13CO2 each pro-
duces a distinct and well known set of infrared absorption
lines whose intensities depend on the individual isotopologue
concentration, it is possible to determine the relative (or even
absolute) abundances of 12CO2 and 13CO2 from a single high-
resolution absorption spectrum. This can be done essentially
in real-time, on site, and without sample preparation. In con-
trast to IRMS, however, isotope ratio infrared spectroscopy is
relatively immature: development continues on a range of in-
strumental strategies in order to explore the advantages and
limitations of each. The immediate goal for applied research is
usually to approach the accuracy and reliability of IRMS but
with a short measurement time (i.e., seconds or minutes). To
date two field-deployable instruments [10, 12] have made that
claim for δ13C in ambient CO2. For other applications, accu-
racies of even 1‰ suffice, and development is focused instead
on features like sensitivity. In any case, the longer term goal is
to create and test possibilities for future gains in accuracy, sen-
sitivity, time resolution, portability, robustness, ease of use,
and so on. From the point of view of fundamental science, a no
less important goal is the development of the experimental
methodologies for their own sake.

The instruments described in [10, 12] both take advantage
of the strong CO2 absorption lines found in the mid-infrared
region. Other CO2 instruments have operated instead in the
near infrared,2 where the spectral lines tend to be orders of
magnitude weaker, but where detectors and continuous-wave
lasers are available at much lower cost, and without any need
for cryogenic coolant for the laser or detector. The job of
making up for the lost sensitivity in these instruments typic-
ally falls to some optical scheme for folding a long absorp-
tion path length into a compact instrument. One method is to
use a Herriott-type multipass cell, as in [13, 15]. In this way,
a half-meter cell can contain an optical path length of 20 or
30 m. Much more dramatic increases in the optical path length
have been obtained by placing the gas inside a high-finesse
optical cavity, where the average photon makes thousands of
passes through the gas before “leaking” through the output
mirror and reaching the detector. The fundamental difficulty

2 To our knowledge, only one such instrument [14] has been deployed in
the field, for measurements of volcanic CO2 at elevated concentrations.
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with high-finesse cavities is that their transmission modes are
generally much narrower than the laser linewidth, so that most
of the laser power is filtered by the cavity and lost. Techniques
that have been used to overcome this difficulty (not neces-
sarily in CO2) include off-axis integrated cavity output spec-
troscopy (OA-ICOS) [17, 20, 21] and optical feedback cavity-
enhanced absorption spectroscopy (OF-CEAS) [22, 25, 26].
When applied to measurements of δ13C, these approaches
have not yet achieved the accuracy of IRMS (at least not at
the desired temporal resolution), but they hold great poten-
tial both for (1) practical improvements in the near future
and (2) export to other molecules and other spectral regions,
allowing for isotopic measurements at ultra-low concentra-
tions or in particularly rare gases. Export to the mid-infrared
in particular is becoming increasingly feasible as compo-
nents in that region become more readily available. In fact
the OA-ICOS technique has recently been implemented in the
mid-infrared for isotopic measurements in stratospheric water
vapor [20, 21].

Here we report on the first use of the OF-CEAS method
for measuring δ13C in CO2 at ambient concentrations. The
spectrometer features a high sensitivity for the near-infrared
region, a relatively compact (portable) design and low cost,
cryogen-free operation, and the possibility of absolute con-
centration measurements. It is our hope that the results pre-
sented might inform the development of other isotope ratio
spectrometers, whether they be using OF-CEAS or another
cavity-enhanced approach.

We begin in the next section by describing the instrument
design. We then outline the data analysis procedure in Sect. 3,
and report on the instrument’s performance in laboratory tri-
als in Sect. 4. Section 5 contains our discussion of the results,
while planned improvements to the apparatus are described
in Sect. 6.

2 Instrument design

The OF-CEAS technique has been well described
by Morville et al. [25] and additional details on the analysis
of OF-CEAS data for isotopic measurements have been given
by Kerstel et al. [22]. We provide in this section a description
of the particulars of our instrument along with some important
points from [22, 25], for the reader’s convenience.

The spectrometer’s optical setup is mounted on a 50 ×
120 cm2 breadboard and depicted in Fig. 1. The instrument
operates by measuring the transmission of a Nanoplus DFB
diode laser beam at 2.007 µm through a V-shaped3 optical
cavity with two 50 cm arms set at a 2◦ angle, while the laser
frequency is ramped quasi-linearly at a repetition rate of 10 Hz
over a spectral range of about 7 GHz. This range is just large
enough to include the R(17)e, 21112 ← 01101 line of 12CO2

at 4978.2047 cm−1 and the P(16)e, 20011 ← 00001 line of
13CO2 at 4978.0226 cm−1. This line pair has two favorable
features for isotope ratio determinations. First, the lines are
closely spaced, allowing both to be measured in a single nar-
row laser scan, effectively simultaneously, and yet they are
not so closely spaced as to overlap significantly. A narrow

3 The V geometry prevents retro-reflection from the input mirror from
returning to the laser and causing uncontrolled optical feedback.

FIGURE 1 A diagram of the optical setup. The solid black rectangles indi-
cate gold mirrors, and the hollow planar-convex or biconvex shapes represent
the corresponding antireflection-coated lenses. PD stands for photodiode and
DFB-DL for distributed-feedback diode laser

scan is desirable in order to enhance laser stability, increase
the spectral sampling density, limit the burden placed on the
piezoelectric phase control loop (see below), and reduce the
change in laser output power that accompanies the frequency
ramp (which is produced by a ramp in the laser driving cur-
rent). The second favorable feature of this line pair is that the
lines are of similar intensity after accounting for their natu-
ral abundances (4.467 ×10−23 cm−1/(molecule cm−2) for the
12CO2 line, and 7.074 ×10−24 cm−1/(molecule cm−2) for the
other), enabling a good signal-to-noise ratio (SNR) to be ob-
tained for both lines at the same gas pressure.

The optical cavity is created by three concave mirrors
with radii of curvature of 1 m and an effective (weighted
average) reflectivity of R = 99.992% at 2.007 µm, as de-
termined from the empty cavity ringdown time, 20.5 µs =
−(l1 + l2)/(2c ln R), where l1 and l2 are the lengths of the two
cavity arms and c is the speed of light. For a V-shaped geom-
etry, this reflectivity implies a cavity finesse F = πR/(1 −
R2) = 19 500, which corresponds to 12 500 (= 2F /π) passes
for the average photon and hence an effective optical path
length of 12.5 km in the absence of absorption. The mirrors
are mounted in stainless steel housings that fit (with vacuum-
tight rubber o-rings) into the three tubular ends of a ∼ 1 l glass
cell containing CO2 gas diluted in air or nitrogen. The gas is
injected into the cell through a pneumatic valve near the op-
tical outputs, and exits through another such valve near the
optical input (the folding mirror). In this way, the cell can be
used in either a static or a flow configuration. For the purposes
of these initial laboratory tests, the temperature was meas-
ured by a Pt100 precision platinum resistance thermometer
mounted on the external surface of the glass cell, and the pres-
sure was monitored (and maintained) by a pressure forward
controller (PFC) immediately before the CO2 input valve.
The Pt100 was calibrated by the Italian National Institute of
Metrological Research (INRiM) to within 10 mK. The pres-
sure gauge in the PFC is accurate to within 0.2 mbar, although
exact knowledge of the pressure is not critical for our isotope
ratio determinations.

The laser-cavity distance is an important parameter in
OF-CEAS, and in our setup is equal to the length of one cav-
ity arm (i.e., 50 cm), so that we observe both the even and
odd mode families as described in [25]. Our spectral reso-
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lution is thus equal to the free spectral range (FSR) of the total
(i.e., 100 cm) cavity, which is about 150 MHz. (The frequency
accuracy, on the other hand, is far superior, being roughly
equal to the cavity mode width, about 10 kHz.) We are able
to adjust the laser-cavity distance to within ∼ 10 µm of the
correct value using one of two gold steering mirrors before
the cavity, which is mounted on a micrometer-adjust trans-
lation stage. This precise adjustment is necessary in order to
obtain (nearly) the same shape for all the cavity modes in our
spectral scan. The second gold steering mirror is mounted on
a piezoelectric membrane for adjusting the distance still more
precisely: as in [25], the membrane is connected to an elec-
tronic feedback circuit that maintains the phase of the optical
feedback at the optimal value for constructive interference,
based on the symmetry of the individual cavity modes. This
adjustment is made in real-time, with a bandwidth of a few
tens of hertz and a range of motion of several micrometers.

Between the laser and the cavity, three additional optical
components improve the performance of the system. First,
an antireflection-(AR-)coated lens situated a few millimeters
from the laser diode focuses its beam in the center of the cav-
ity, by which we mean 75 cm from the laser, to enhance mode
matching. Secondly, a wedged window splits off 10% of the
beam and directs it through a focussing lens to the monitor
detector: an extended-wavelength InGaAs photodiode with
a bandwidth of about 100 kHz, used to correct for variations
in the cavity input power. After that, the combination of a ro-
tatable half-wave plate and a linear polarizer is used to set the
optimal optical feedback rate by attenuating the return (and
also the forward) beam.

After the cavity, a gold steering mirror sends the beam
from one of the two cavity output mirrors through a focussing
lens to the main detector: another extended-wavelength In-
GaAs photodiode but with a bandwidth of 1.5 MHz. The other
cavity output mirror is reserved for use during initial setup
and maintenance as an input for a helium neon laser alignment
beam. The signals from both the main and monitor detectors
are digitized by a National Instruments USB-6251 data acqui-
sition (DAQ) board sampling each channel at 400 kHz. The
DAQ board is also used to send, when desired, a TTL sig-
nal that activates a laser current bypass circuit, which shuts
the laser off effectively instantaneously. This shutoff circuit is
useful for measuring the detector zero level, and especially for
performing occasional cavity ringdown measurements, which
are used to calibrate the OF-CEAS spectra’s absorption scale
as described in Sect. 3.

The gas handling system begins with a pair of electric
valves to switch automatically between sample and standard
gas inlets. The chosen gas then flows through the PFC into
the cell. A small low-vacuum pump after the outlet of the cell
provides the suction that drives the flow.

3 Data analysis procedure

Although the procedure by which isotope ratios
may be calculated from OF-CEAS spectra is described in
detail in [22], we review the procedure here in order to high-
light the elements that will be relevant to our discussion in
Sect. 5. The raw spectrum obtained in OF-CEAS is a comb of
cavity transmission peaks, each broadened by the frequency

locking effect of the optical feedback to the point that the de-
tector signal never or only briefly drops to zero in between
them (see Fig. 2). This broadening of the cavity modes in time
means that, at a sampling rate of 400 kHz and with roughly
50 modes in a 0.1 s scan, hundreds of sample points describe
each mode, and 10 or 20 of those will fall close enough to
the flattened peak to contribute to a reliable calculation of
its amplitude. (In contrast, without the frequency locking ef-
fect, the temporal full-width at half maximum amplitude of
a cavity mode for the above scan parameters would be about
25 times shorter than the sampling interval.) In our case, the
root-mean-squared noise in the raw detector signal is 1 mV
while the mode peak amplitudes are around 1.5 V. The signal-
to-detector-noise ratio in our calculated cavity mode peak
amplitudes is therefore around 5000 : 1, although the overall
absorption space SNR is limited at about 1500 : 1 relative to
the peak amplitude of the 12CO2 line (or 300 : 1 relative to the
13CO2 line) by mechanical and acoustic vibrations. Once the
peak amplitudes are calculated, they are divided by the corres-
ponding signals from the monitor detector to normalize by the
cavity input and thus obtain the peak fractional cavity trans-
mission Hmax(m) for each mode m.

The interpretation of these normalized transmission peaks
is substantially more complicated in the case of OF-CEAS
than it would be for simple linear absorption, where the
Lambert–Beer law would suffice. Instead, it can be shown
that absorption by an intracavity gas with absorption coef-
ficient αm at the peak of cavity mode m leads to fractional
transmission maxima given by [25]:

Hmax(m) =
[

T exp(−αml1/2)

1 − R2 exp(−αm(l1 + l2))

]2

, (1)

where T = (TvT1)
1/2 is the effective mirror transmission co-

efficient and R = (Rv)
1/2(R1 R2)

1/4 is the effective mirror re-
flectivity coefficient mentioned earlier. The subscripts 1, 2,

FIGURE 2 The raw transmission spectrum for a single laser scan, recorded
with a digital sampling rate of 400 kHz and consisting of 58 cavity modes
(29 “even” and 29 “odd”) spaced at 150 MHz. The 12CO2 (left) and 13CO2
(right) absorption lines are clearly seen
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and v refer to the mirrors at the ends of arms 1 and 2 and at the
apex of the V, respectively.

Equation (1) can be inverted to yield, after some algebra
and two good approximations [22]:

αm + γ0

c
= γm

c
≈ T

(l1 + l2)
√

Hmax(m)
, (2)

where c is the speed of light, γ0 is the loss coefficient for the
empty cavity, and γm is the total loss coefficient at the peak
of mode m. Equation (2) implies that it is possible to find αm ,
apart from a constant offset γ0/c, knowing only Hmax(m) and
the constant calibration factor T/(l1 + l2). The latter can be
determined if one knows both Hmax(k) and γk for any single
mode k, since it follows immediately from (2) that T/(l1 + l2)

= (γk/c)
√

Hmax(k). Fortunately, γk can be measured occa-
sionally at one or even a number of modes by shutting off the
laser at the cavity mode peak (using the current bypass cir-
cuit mentioned earlier) and fitting exp(−γkt) to the observed
cavity ringdown.

The raw OF-CEAS spectrum is thus converted into a spec-
trum of αm vs. m, to which one can fit a theoretical spectrum
generated using a line shape function such as the Voigt. In our
case, a Dicke-narrowed hard collision profile [27] yields a bet-
ter fit to the data and so we use that. (The details of the line
shape function are irrelevant for our purposes provided that
it fits the measured line shapes within the noise.) A typical
spectrum with fit residual is shown in Fig. 3. From each line
shape fit, one can choose to retrieve either the absorption at
the peak of the absorption profile, α0, or the integrated area A
underneath it, both of which are directly proportional to the
number density of the corresponding isotopologue. In princi-
ple, the integrated area can be determined more robustly but
requires a knowledge of the cavity FSR in order to convert the
spectral abscissa correctly from mode number to frequency.
Fortunately that is not a limitation in practice, because if one
is interested only in isotope ratio measurements, and not in ab-
solute concentrations, then any scaling error in the abscissa

FIGURE 3 Upper plot shows a typical measured absorption spectrum
(dots) and its fitted fourth order baseline (dashed line), whose curvature can-
not be seen on this scale. Lower plot shows 100 times the corresponding fit
residual, i.e., data minus fit, obtained from a hard collision profile

will cancel in the ratio and become irrelevant. (And for con-
centration measurements, the FSR could be calibrated relative
to the absorption line separation, which is well known.) In any
case, δ13C is determined from either α0 or A in exactly the
same manner. This is generally done relative to a standard gas
(i.e., one with a precisely known isotopic ratio) by periodi-
cally replacing the sample gas in the cell with the standard and
calculating the super-ratio:

δ13C = (A13/A12)sam

(A13/A12)std
−1 , (3)

where An is the integrated area (or, alternatively, the absorp-
tion at line peak) corresponding to the mass-n isotope of car-
bon, and where the subscripts “sam” and “std” refer to the
sample and standard gases, respectively.

Because the ratio A13/A12 (or α13
0 /α12

0 ) depends on the gas
temperature via the line strengths, any difference in the tem-
peratures of the sample and standard gases will introduce an
error into (3). The apparent variation ∆δ in the isotope ratio
caused by a temperature shift ∆T can be estimated to a good
approximation by [24]:

∆δ

∆T
= ∆E

kBT 2
, (4)

where kB is the Boltzmann constant, T is the temperature,
and ∆E is the difference in the ground state energies of the
transitions associated with the 12CO2 and 13CO2 absorption
lines. The one unfavorable property of our selected line pair
is that ∆E is large, so that the ratio of the line intensities, and
hence the retrieved isotopologue ratio, depends strongly on
the temperature difference between the standard and sample
gases. In fact, in our case, ∆E = 681 cm−1 and so (4) yields
∆δ = 11.2‰/K. It is therefore necessary to measure tempera-
ture variations to within 10 mK if accuracies of 0.1‰ in δ13C
are to be achieved. In the present laboratory tests, temperature
errors were not a problem, as the cell temperature was found to
vary by less than 30 mK over 1 h. However, for field measure-
ments, the Pt100 thermistor will be suspended inside the gas
cell. Other intended improvements to the cell are discussed
in Sect. 6.

4 Testing and performance

The instrument was tested using bottled CO2 at
near-ambient concentrations. The total gas pressure was re-
duced to 80 mbar before entering the cell by the PFC. This
low pressure reduces collisional broadening of the spectral
lines to the point where they do not significantly overlap: the
half-width at half maximum intensity of each line is about
0.01 cm−1 while their peak separation is 0.18 cm−1.

The first type of test was a static fill (i.e., no flow) trial
designed to quantify the short- and long-term measurement
precision. The cell was filled once with 500 ppm CO2 in air
and then sealed. This same gas fill was used as both the sample
and the standard, so that the retrieved δ13C ought to be zero.
We treated the first 100 s of data as the standard and proceeded
to observe the behavior of the retrieved δ13C relative to that
“standard” over 1 or 2 h. This process was repeated dozens
of times between attempts to optimize the alignment, but the
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FIGURE 4 Variation in δ13C retrieved from a single static gas fill over
80 min for a 1 s integration time (black line) and a 100 s integration time
(white line). Values are relative to the isotopic ratio retrieved from the first
100 s of data

best results obtainable were always as follows. The short-term
noise for a 1-s integration time was found to be ±0.7‰ (1σ),
centered on zero. If this were the only noise present, it could
be averaged out to ±0.1‰ over 1 min, which is a very fast
temporal resolution for all but eddy covariance studies, and
which is equal to the intended temporal resolution of the in-
strument. However, slower drifts were observed over several
minutes. These drifts varied in magnitude, being sometimes
absent and sometimes present at magnitudes as large as 1‰
per minute. A typical trial result is shown in Fig. 4. We return
to the possible causes of the δ13C drifts below.

To determine the efficacy of periodic calibrations in cor-
recting for the long-term drifts, the same data acquired in
the trials just described were analyzed differently. Each data
set was divided into alternating “standard” and “sample” in-
tervals, and each standard interval was used to calibrate the
near halves of the sample intervals on either side (in this way,
the longest time between a sample measurement and its cal-
ibration is only half the length of the sample measurement
interval). A sample measurement was considered as the aver-
age of 1000 DAQ samples, or 100 s of data. Using a 5 min duty
cycle consisting of a 100 s standard gas calibration and a 200 s
sample gas interval (containing two 100 s measurements), the
measurement precision was found to be ±0.5‰ (1σ) on aver-
age, although it varied from ±0.3 to ±0.7‰ depending on the
magnitude of the drifts in a given trial. An example of these
results is shown in Fig. 5. Similar results are obtained when
using a continuous flow in place of the single static fill.

The next type of test was a continuous flow trial designed
to quantify the accuracy of the instrument. For this trial, the
cell was left open and one of two bottled gas mixtures was
flowed through it. One mixture was that used for the static
fill precision test; its isotopic ratio had been measured at
−36.33 ±0.09‰ (relative to the international PDB standard,
[13C]/[12C] = 1.12372 ×10−2) using the IRMS at the Centre
for Isotopic Research on Cultural and Environmental Heritage
(CIRCE) in Caserta, Italy. The other mixture was of 400 ppm

FIGURE 5 Retrieved δ13C for a 100 s integration time with recalibrations
every 5 min, using the same data as in Fig. 4

FIGURE 6 Transition (beginning at 0 s) of the retrieved δ13C at the switch-
ing of the source gas from standard to sample. Values are relative to a preced-
ing standard gas calibration. The integration time is 1 s

CO2 in air, with an isotopic ratio certified at −11.02 ±0.05‰
by Australia’s Commonwealth Scientific and Industrial Re-
search Organisation (CSIRO). The flow was switched alter-
nately from one bottle to the other using the electric valves
described in Sect. 2, so that the CSIRO bottle could be con-
sidered the standard and the other the sample. For this test, the
duty cycle was 120 s of standard followed by 240 s of sample.
Note that this test further enabled us to quantify the gas ex-
change time for the cell: one can see in Fig. 6 that once the gas
source is switched, the isotopic signature stabilizes at its new
value after roughly 20 s (which becomes the practical limit on
the spectrometer’s temporal resolution). To avoid transitional
effects, we therefore discarded the first 20 s of data in each
sample or standard interval. The sample intervals were then
further divided into a number of independent measurements
dependent on the desired integration time. Figure 7 shows the
delta values retrieved by this method over a period of 30 min,
using integration times of 20 and 120 s. In both cases, we find
a mean isotopic signature for the CIRCE bottle relative to
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FIGURE 7 Retrieved δ13C of the CIRCE sample gas relative to the CSIRO
standard gas, for integration times of 20 s (open circles) and 120 s (filled
squares), with 2-min long recalibrations every 6 min. The dashed line indi-
cates the accepted IRMS value, −25.6±0.1‰

the CSIRO bottle of δ13C = −24.7‰. The 1σ standard devi-
ations (i.e., the statistical errors) in the individual isotope ratio
determinations are ±0.71 and ±0.64‰ for the 20 and 120 s
integration times, respectively. Here the long-term drifting in
δ13C is clearly seen between calibrations, and is manifested in
the fact that the precision does not improve substantially with
the increased integration time. In fact, even with an integra-
tion time of only 2.5 s, the standard deviation is only ±1.0‰.
These statistical errors are consistent with the error obtained
in our static fill precision trials. Now, however, we also ob-
serve a systematic error of +0.9‰ in the average δ13C when
compared to the value calculated using the IRMS values for
each bottle: −25.6 ±0.1‰ (note that this is not a simple dif-
ference between the PDB-referred values given above).

5 Discussion

The main limitation on the instrument performance
is the drifting that occurs in the retrieved isotope ratio on
a timescale of minutes; since that is the desired temporal reso-
lution of the instrument, such drifts cannot be much reduced
by averaging or by calibration. One potential cause of the
drifts is the mechanical instability of the optical setup, partic-
ularly the cavity mirrors. However, we can find no correlation
between drifts in the cavity length (observed as shifts in the
cavity modes relative to the absorption lines) and the drifting
of the retrieved δ13C, making a strictly mechanical explana-
tion for the drifts more difficult.

A second possible (and perhaps related) cause of the drifts
arises from reflections from the back face of the cavity out-
put mirror leading to the detector. The back faces of the cavity
mirrors are neither wedged nor AR-coated, and we have found
that the mirror substrate acts as an etalon, producing inter-
ference fringes with a wavenumber periodicity of just over
1 cm−1. Our usual 0.2 cm−1 scan is wide enough to see only
a fraction of one of these fringes, which therefore appears
as a curved baseline. We can account for the baseline with

a fourth order polynomial during the line shape fitting, but
the relatively large number of free fit parameters introduces
the possibility of one parameter trading off with another non-
physically without significantly affecting the fit quality. Alter-
natively, small changes in the interference fringes (due to in-
stabilities in the optical alignment) may be inducing variations
in the retrieved line parameters. Indeed we have observed cor-
relations between the high-order baseline parameters and the
retrieved line absorptions. This is one potential explanation
for the drifts that we observe in δ13C.

Aside from problems in the line shape fitting algorithm,
the interference fringes produced by the mirror substrates will
introduce an error into the retrieved isotopic ratio because they
induce a frequency-dependent loss in the cavity output sig-
nal that is (1) not seen by the monitor detector and (2) not
reflected in the cavity ringdown time, which depends only on
properties internal to the cavity. Thus our measured values of
Hmax(m) will be in error by a frequency-dependent factor, and
the calibration factor (γk/c)

√
Hmax(k) obtained from some

particular mode k will no longer be valid for every mode m.
The end result is that the mirror substrate fringes enter into the
absorption spectrum as a frequency-dependent multiplicative
scaling error. Unfortunately, the additive baseline included in
the line shape fitting algorithm to account for the empty cav-
ity loss term γ0/c can never account for this error; it would
be necessary to include simultaneously two kinds of baseline
in the fitting: one additive and one multiplicative. But it is
almost certain that some of the many baseline parameters in-
volved in that case would be strongly correlated with the line
absorptions, making reliable retrieval of α0 or A impossible.
The simpler solution to this problem would be to wedge and
AR-coat the back faces of the cavity mirrors, an improvement
currently being implemented for our next-generation instru-
ment, as discussed below. Note that inasmuch as the mirror
substrate fringe pattern is constant in time, it will contribute
a systematic error to δ13C (such as our +0.9‰ error), and
inasmuch as the fringe pattern varies, it will enlarge the statis-
tical uncertainty and/or the long-term drifts.

It is also possible that “short” fringes, with a scale approxi-
mately equal to our cavity mode spacing (or less), might be
present in the spectra; such fringes would be very difficult to
identify but could affect the retrieved line absorptions over
time if the fringes drift relative to the absorption lines. Such
fringes might be produced by spurious or diffuse reflection
from one of the photodiodes or optics.

6 Future work

The principal improvement needed for the pro-
totype instrument is the installation of cavity mirrors with
wedged and AR-coated back faces. The use of such mirrors
will eliminate the interference fringes produced in the mir-
ror substrates, flattening the spectral baseline and therefore
removing the most likely cause of systematic and statistical
error. Another possible change to the apparatus would be the
replacement of the glass cell with one of Zerodur® or stain-
less steel, to which the cavity mirrors would be permanently
fixed for robustness during transport and for mechanical sta-
bility during operation. By drilling or milling the cell out of
a Zerodur® or steel block, the cell volume can be reduced as
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well, reducing the gas exchange time and hence improving the
temporal resolution (a cell of this type is described in [22]). As
has been mentioned, a Pt100 thermistor will be suspended in-
side the cell to allow for corrections to the retrieved isotopic
ratios based on recorded differences between the standard and
sample gas temperatures.

For the present tests at near-ambient CO2 concentrations,
there was no need to dilute the incoming gas; however, for
ecological or medical studies involving respired CO2, mix-
ing ratios ranging from ambient up to about 0.01 would have
to be adjusted to ambient levels for optimum operation. This
dilution will be performed automatically by a split-path sys-
tem before the cell, with one path containing a soda lime CO2

filter, the other path being empty, and the proportion of the
flow directed to each path adjusted in real-time by a pair of
computer-controlled proportional valves.

7 Conclusion

We have presented a portable isotope ratio infrared
spectrometer based on the OF-CEAS technique. In labora-
tory trials, the instrument measures δ13C in CO2 at ambient
concentrations with a precision of ±0.7‰ and a systematic
error of +0.9‰, given a temporal resolution of 20 s and a time
between calibrations of 6 min. These figures are expected to
be substantially improved by the installation of wedged cav-
ity mirrors, as interference fringes in the cavity mirror sub-
strates currently represent the most likely limit on instrument
performance.
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