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ABSTRACT The advantage of a new scheme for balanced de-
tection has been investigated to reduce the influence of optical
interference fringes when performing diode laser gas absorp-
tion spectroscopy employing lock-in amplifiers and pigtailed
lasers. The influence of the fringes has been reduced by com-
paring the lock-in 2 f signal due to the gas sample with that
of a reference beam. The frequency regions outside the ab-
sorption feature have been used to obtain information on the
interference fringe impact on the signal of interest. We have
demonstrated an efficient way to reduce the influence of such
fringes by employing this technique combined with non-linear
signal processing methods. The different steps of the algorithm
are presented. In the experimental arrangement presented, a re-
duction of the optical interference fringes by about 10 times is
achieved, as demonstrated in measurements on molecular oxy-
gen around 761 nm. The new technique is compared with an
analog technique for balanced detection and certain advantages
of the computer algorithm are pointed out. In particular, the
emerging field of gas spectroscopy in scattering solid media
strongly benefits from the technique presented.

PACS 42.55.Px; 39.30.+w; 42.25.Hz

1 Introduction

Diode laser absorption spectroscopy is increas-
ingly used for monitoring gases in environmental, biologi-
cal, and medical contexts [1, 2]. In many applications the gas
concentration is in the sub-ppm (part-per-million) range, i.e.
when dealing with trace-gas detection. As a result, measure-
ments are heavily influenced by noise, interfering signals, and
drifts. Different modulation techniques have been introduced
to reduce the detrimental effects of noise. These techniques
are based on imposing a high-frequency modulation signal to
the injection current of the light source. The signal is then
detected using phase-sensitive techniques at some harmonic
of the modulation frequency [2, 3]. Even though such tech-
niques may cancel out the effect of excess laser noise and
reduce background fluctuations, they do not compensate for
optical interference fringes. Seldom discussed in the litera-
ture, interference fringes constitute in practice the real lim-
itation in low-level gas analysis. Interference fringes appear
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in light being partially reflected at optical surfaces. A light
beam vertically impinging from air onto a common optical
material of refraction index n undergoes a fractional reflection
of R = ((n −1)/(n +1))2 ≈ 4%. The reflected light from dif-
ferent surfaces can interfere causing a complex pattern inten-
sity Fabry–Pérot fringes. Even if surfaces are anti-reflection
coated or tilted, residual intensity variations easily occur on
the per mille intensity scale. Clearly, this is of no concern for
substantial absorption signals, but can become critical in the
case of very weak absorptions, for which the sensitive modu-
lation techniques have been developed.

Interference fringes can originate from various parts of the
optical path between the laser and the detector. The fringes
may obscure weak absorption signals if the free spectral range
of the optical fringes is in the same order as the line width
of the absorption signal, the half width of the fringes be-
ing also in this range due to the low finesse (Imax/Imin =
((1 + R)/(1 − R))2 ≈ 1.2 for R = 4%) [4]. Several techniques
have been introduced over the years to reduce the influ-
ence of optical interference fringes. Specific examples include
signal averaging, mechanical vibration, and balanced detec-
tion [5–8]. Mechanical vibrations, however, are not applica-
ble when using a fixed-optical-surface pigtailed laser, which is
attractive for different reasons to be further discussed.

Balanced detection is commonly used to cancel out laser
intensity fluctuations such as optical interference fringes. The
general idea is to split the initial laser beam into two, where
one beam, called the sample beam, passes through the sample,
and the other beam, called the reference beam, goes directly
to a detector. The analog balanced detection techniques can be
divided into two groups. The first is based on subtraction of
small currents (µA range) from photodiodes [9, 10], while the
second is based on subtraction of voltage signals created by
two identical transimpedance amplifiers [11–14]. Both tech-
niques commonly use a feedback loop in order to minimize
the difference between the detector signals. Subtraction of
current signals should give better performance but requires
careful design and closely mounted matched detectors. In
practice this may be hard to implement and therefore solu-
tions based on subtraction of signals from transimpedance
amplifiers have been introduced. While these methods clearly
improve the signal recovery they have certain drawbacks. The
two detectors should be placed close to each other, in order to
minimize additional noise and to optimize performance. The
analog balanced detection method also frequently assumes
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that the reference beam power is larger than the sample beam
power, as well as that matched detectors and matched tran-
simpedance amplifiers are used. In many applications these
conditions are not feasible, as discussed below.

Historically, diode laser spectroscopy has been performed
on well-defined atmospheric beam paths, frequently in ab-
sorption cells, where the conditions with regard to the geom-
etry and transmission are very stable (see [14] for an extensive
review of molecular oxygen diode laser spectroscopy per-
formed under such conditions). Then the cell can be evacu-
ated allowing a subtraction of persistent fringes. In contrast,
in applications recently developed in our group [15–19], the
gas cell is replaced by a test sample that attenuates and scat-
ters light differently during the measurements or on a day
to day basis, which puts new demands on the detection- and
signal-processing systems. In [17], wood-drying processes
were studied by spectroscopic measurement of oxygen and
water vapor. It turned out that the sample beam intensity
varied by a factor of 10–100 depending on the water con-
tent. Spectroscopic measurements on pharmaceutical tablets
put similar demands due to the differences of thickness and
density of the tablets [18]. Further applications resulting in
similar demands are measurements for medical diagnostics.
In [19], spectroscopic measurements on human maxillary si-
nuses were described. It turned out that the intensity of the
sample beam varied by a factor of 20 depending on the per-
son that was studied even if the measurement procedure was
the same. Thus, it is not enough to calibrate the system for
a limited intensity range or use commonly known techniques
to suppress non-linear disturbances, fringes, etc. The situa-
tions with sample beam intensity varying by several orders of
magnitude depending on the state of the test sample is vastly
different from the conventional trace-gas measurements in an
absorption cell.

We largely use pigtailed lasers since it is not practical
to measure on solid test samples with ordinary lasers. Back-
scattered light from the sample that enters the laser, fringes
due to fibre coupling based on lenses, and handling laser heads
close to a test sample at measurement all can be problematic.
The present paper focuses on applications based on pigtailed
lasers which are easy to implement in portable measurement
systems for a variety of spectroscopic studies.

In the present paper, we describe a specific way of using
software-based balanced detection to remove optical interfer-
ence fringes in strongly varying measurement situations as
described above. Our approach is based on using parts of the
recorded signals falling in the frequency range outside the
absorption region in order to estimate imperfections of the
measurement system. In the reference beam, unaffected by
gas absorption, fringe structures are also recorded in the fre-
quency region of the gas absorption. The regions outside the
absorption can be used to estimate the fringe contribution to
the gas signal. In addition, the algorithm presented compen-
sates for possible non-linear effects in the response of the
two different detection arms as well as different offsets. This
method can be applied to any system and be combined with
other customary techniques such as mechanical vibrations to
further reduce fringes not related to the common light path.

In Sect. 2 the experimental arrangements for this study are
described. The different artifacts that occur in typical diode

laser absorption spectroscopy experiments are then discussed
together with an explanation of the presented software-based
method and a previously discussed analog method for achiev-
ing balanced detection. The procedure to evaluate the gas
content from the balanced-detection signals is then discussed.
Results from both the software-based balanced detection and
the balanced detection achieved by the electronic circuit are
then shown and discussed. Finally, conclusions are drawn.

2 Experimental arrangements

Schematic drawings of the experimental arrange-
ments used in the software-based and the analog balanced
detection approaches are shown in Fig. 1. Common for both
cases (Fig. 1a), a single-mode fibre-pigtailed thermoelectri-
cally cooled DFB laser diode (Nanoplus, Germany) was used
as a light source. The laser delivered about 4 mW at around
760 nm, where the molecular oxygen A-band is located. The
wavelength of the light was tuned across the R11Q12 absorp-
tion line by supplying a 4 Hz saw-tooth ramp to the laser driver
current. A 10 kHz sine wave was also superimposed on the
laser driver current in a wavelength-modulation scheme to
achieve sensitive detection.

The light was split 90%/10% with a single-mode fibre-
coupled beam splitter (Laser2000, Sweden) with an insertion
loss of about 5%. The fibre carrying about 10% of the light
was directly guided to a silicon detector (UDT 10DP/SB) via
an attenuation filter (×10). Thus, about 0.035 mW light en-
ters the detector, which was connected to a transimpedance
amplifier. The other fibre carrying about 90% of the output
from the laser was connected to a collimating lens package
(Thorlabs CFC-5-760). The light then travels over a certain air
distance, or an absorbing and scattering medium, before being
detected with a second identical silicon detector or a pho-
tomultiplier tube (PMT), which is connected to an identical
transimpedance amplifier as the one used for the reference de-
tector. An attenuation filter was mounted in between the fibre
and the detector for the case of a non-scattering sample. The
collimating package was mounted on a z-translator provid-
ing variable air distances. For the amplification, Hamamatsu
C7319 units were available and used.

2.1 Setup for software-based balanced detection

In the left-hand part of Fig. 1b the arrangement
to perform software-based balanced detection is shown. The
reference signal was sent to an oscilloscope via a lock-in am-
plifier (EG&G Princeton Applied Research 5209), where the
2 f signal was recorded. This signal will be referred to as the
reference signal. The signal from the sample detector was
split into two parts; one part directly was connected to the os-
cilloscope (referred to as the direct signal) while the second
part was sent via a second lock-in amplifier (EG&G Princeton
Applied Research 5209) before being connected to the oscil-
loscope where the 2 f signal was recorded. This signal will be
referred to as the sample signal.

2.2 Setup for analog balanced detection

In order to test the performance of an auto balanced
detection approach, based on differential transimpedance am-
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FIGURE 1 (a) Schematic draw-
ing of experimental arrangement
for diode laser gas absorption spec-
troscopy providing balanced detec-
tion. (b) In the left-hand part the
arrangement for software-based bal-
anced detection is shown and in
the right-hand part the arrange-
ment for analog balanced detection
is shown [11]. The following com-
ponents were used in the device: Q1
and Q5 – OP470 low-noise op-amp,
Q2 – LF356 low-noise op-amp, Q3
– INA105 unity-gain differential am-
plifier, and Q4 – 2N5457 MOSFET

plification, we implemented an electronic cancellation device,
according to [11], shown to the right in Fig. 1b. The sample
signal is buffered by Q1 and fed into a unity-gain differential
amplifier (INA105). The reference signal was connected to
the unity-gain differential amplifier via a field-effect transistor
(Q4). A feedback loop consisting of Q2 and Q5 controls the
input level of Q4 (attenuation factor), trying to minimize the
output of the differential amplifier. Thus, the output of the dif-
ferential amplifier is proportional to Usample −Ureference. The
time constant of the feedback loop (t = 0.001 s) is set by the
1 kΩ resistor and the 1 µF capacitor mounted closely to Q2.
The output of the noise cancellation circuit was led into a lock-
in amplifier of the same type as used in the software-based
balanced detection scheme, and the 2 f signal was recorded on
an oscilloscope.

3 Data analysis

In order to achieve optimal signal retrieval for weak
gas absorption signals we need to handle (a) interference
fringes, (b) laser intensity noise, (c) non-linear detector re-
sponse, and (d) different zero detector offsets.

Fringes mimicking real signals are most critical. They can
be eliminated by studying spectral regions outside the ex-
pected absorption imprint. This could in principle be done
in an exact way from the reference signal if the detection
channels (detectors, amplifiers, and lock-ins) were identical,
linear, and with a correct zero level. Since this might not be the
case – Fig. 2 – the differential behavior between the two sig-
nals is described by a set of parameters corresponding to linear
and non-linear phenomena, as discussed below.

3.1 Software-based method for non-linear artifact
suppression
As mentioned above, two outputs from two detec-

tors are measured; one detecting the light which has traveled
over the gaseous sample to be analyzed and one measuring the
reference light level. We will here denote the sample signal
psamp(ν) and the reference signal pref(ν). Ideally, psamp(ν) and
pref(ν) should be identical for ν-values outside the region of
oxygen absorption. Hence, by considering the difference be-
tween the two signals we can determine the amount of oxygen
in the measurement sample, since only effects of oxygen ab-
sorption should remain. The difference between the sample
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FIGURE 2 Schematic drawing of imperfections in detection arm response
(heavily exaggerated)

signal and the reference signal will thus give us the balanced-
detection signal, which we will denote pbds(ν). However,
there are several practical measurement effects that need to be
suppressed before constructing the balanced-detection signal.

Let w(ν) be a window function that vanishes in the neigh-
borhood of the oxygen absorption region, and goes smoothly
to 1 outside the region. We assume that data are sampled at
points ν = {νj}, and introduce column vectors psamp, pref, and
pbds, containing samplings of psamp, pref, and pbds at {νj}, re-
spectively. Furthermore, let W be a diagonal matrix with the
values of w(νj) as entries. In the case of no difference in offset
or in amplification, one would expect that

psamp(ν)w(ν) ≈ pref(ν)w(ν) . (1)

However, due to imperfections of the measurement system,
effects from various components bring degradation of the pro-
cessing. This can be accounted for by considering non-linear
effects and different background offsets in the two detectors
and the downstream processing. We account for the effects by
estimating their impact outside the oxygen absorption region.
We expect deviations from (1) due to the effects mentioned
above. Hence, we assume that

psamp(ν)w(ν) ≈
(
(l0 + l1{ν− ν0})pref(ν)

+ k0 + k1{ν− ν0}+ k2
{
(ν− ν0)

2} )
w(ν) .

(2)

The constants introduced have the following interpretation:
– l0: Amplification compensation
– l1: Non-linear response compensation
– k0: Background offset compensation
– k1: Intensity-dependent laser stray-light compensation
– k2: Residual non-linear intensity compensation

all of which are due to the differential behaviors of the two in-
dividual detectors and imperfections in the subsequent signal
handling.

We can thus estimate the parameters

h =
(

l0 l1 k0 k1 k2

)T

by minimizing the residual of the matrix equation (1 is the
column vector containing 1 as elements)

Wpsamp ≈ W
(

pref{ν− ν0} ◦ pref1{νj − ν0}
{
(νj − ν0)

2
})

h

= W A h , (3)

where ν0 is the center frequency and where ◦ denotes
the Hadamard product [20]. Note that (3) is largely over-
determined.

We solve (3) in a (weighted) least-squares sense by form-
ing and solving the normal equations:

h = (ATWA)−1 AT W psamp .

With these h-parameters at hand, we define the balanced-
detection signal as

pbds = psamp − (
(l0 + l1{ν− ν0})pref

+ k0 + k1{ν− ν0}+ k2{(ν− ν0)
2}) . (4)

3.2 Standard analog artifact suppression

The analog balanced detection device, based
on [11], is in principle a PI controller (integrator with a pro-
portional gain) that adjusts the attenuation of the signal from
the reference detector by changing the dynamic resistance
of a field-effect transistor (FET). The aim is to minimize the
output level of the device and thus suppress low-frequency
noise caused by the laser, detector, and fringes. The time con-
stant of the feedback loop is set by two components (C and R
in Fig. 1b to the right) and is on the order of 1 ms. Thus, the
feedback loop is not affected by the 2 f signal at 20 kHz that is
transferred more or less without any distortion. An additional
advantage is that the need for lock-in amplifiers with high dy-
namic range has decreased due to lower signal amplitudes in
the low-frequency range.

3.3 Gas content evaluation

The gas concentration is evaluated using the Beer–
Lambert law stating that

I(λ) = I0(λ)e−σ(λ)cL ,

where I0(λ) is the initial intensity and I(λ) is the intensity of
the light that has traveled a distance L over a sample with the
gas concentration c and the absorption cross section σ(λ) [4].
Beer–Lambert’s law also states that for low absorptions the
fractional absorption is proportional to the concentration and
the optical path length. Therefore, the balanced-detection sig-
nal must be normalized to the amount of light reaching the de-
tector (direct signal). The amplitude of the balanced-detection
signal is proportional to the gas content in the sample and is
therefore the parameter of central interest in the gas analysis.

When starting a measurement, an ideal experimental ab-
sorption profile, pi(ν), is first measured where the noise is
much smaller than the detected oxygen signal. This signal is
obtained by measuring over an air distance of several meters.
Once a clean balanced-detection signal is obtained, we can
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match it against our computed pbds(ν). In the matching pro-
cess, we compensate for drifts in the frequency scale. Thus,
we match the balanced-detection signal against the ideal func-
tion with regard to both location and amplitude. This is
done by mimicking an autocorrelation function; we convolve
pbds(ν) with pi(ν) and detect the resulting peak position, de-
noted νs. Once the peak position is known, we repeat a similar
approach as for the construction of the balanced-detection sig-
nal with the algorithm; we form

(1 − W)pi = (1 − W)
(
pbds1

)
m

= W B m , (5)

and solve it for parameters m by forming and processing the
corresponding normal equations. The global intensity param-
eter is then estimated (peak-to-peak value of the fit), which
corresponds to the gas content after calibration.

4 Results and discussion

Several measurements were performed with differ-
ent added air distances to investigate the performance of the
implemented software-based balanced detection method. To
investigate the influence of the different components in h,
(3) was solved with different h-parameter combinations. Fig-
ure 3a shows signals obtained during measurements with an
air distance of about 10 mm. This corresponds to an oxygen
fractional absorption of 2.5 ×10−4 on the R11Q12 line at
760.445 nm (vacuum wavelength). Two identical photodiodes
were used to detect the sample signal and the reference sig-
nal. In the left-hand part of Fig. 3a, the unprocessed sample
signals together with the fitted reference signals are shown.
The balanced-detection signals obtained according to (4) are
shown in the right-hand part of the figure together with the fit-
ted ideal experimental absorption profile. As can be seen in
the figure, all components of h are needed to obtain a satis-
factory balanced-detected signal. However, the influence of l1

is very small, i.e. the non-linear amplification response com-
pensation is not of great influence when using two identical
detectors in our experimental setup.

The same procedure was carried out after changing the
sample detector to a PMT. The reference signal was still
recorded by a photodiode. The influence of the different h-
parameter combinations is shown in Fig. 3b. In this figure it
can be observed that l1 is of greater influence when employing
detectors of different types to record the sample signal and the
reference signal than when two identical detectors are used.

The observations in Fig. 3 and our general experience can
be summarized in the following points:
– In the case with identical detectors it is sufficient to param-

eterize with fewer variables, while in the case of different
types of detectors all parameters discussed are significant.

– In applications where the light intensity varies widely
(large dynamic range) residual differences between simi-
lar detectors are more important and again call for more
detailed parametrization. Thus, we retain all parameters
for general purposes.
To compare the presented software-based method with

the analog method [11], measurements with both approaches
were performed with an air distance of about 6 mm (fractional

FIGURE 3 Typical curves obtained during software-based balanced detec-
tion with 10 mm of air distance. To the left: the gray curves show psamp and
the black curves the fitted pref. To the right: the gray curves show the corres-
ponding pbds and the black curves the fitted pi. The influences of the different
h-parameter combinations are presented. (a) Two identical detectors have
been used to detect the sample beam and the reference beam. (b) Two dif-
ferent types of detectors have been used to detect the sample signal and the
reference signal

absorption of 1.5 ×10−4). An attenuation filter was placed
in front of the sample detector to provide a reference beam
power 100 times the sample beam power (Pref/Psamp ≈ 100).
This was done to optimize the performance of the analog
device. In Fig. 4a obtained balanced-detection signals from
both methods are shown when using two identical detectors.
The measured unprocessed sample signal is also included. It
can be seen that when performing analog balanced detection
a large offset remains. Attempts were made to compensate
for this by adjusting the offset in the device, but no differ-
ence could be seen. An ‘ideal’ experimental absorption profile
was fitted to the software-based balanced-detection signal.
The global intensity parameter, i.e. the peak-to-peak value of
the fitted ideal experimental absorption profile, was estimated
to be 0.44 scale units. This corresponds to an air distance of
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FIGURE 4 Achieved balanced-detection signals by using the software-
based algorithm, pbds, and the analog device. The unprocessed sample signal
measured, psamp, is also shown. No collimator package was used on the sam-
ple beam. (a) About 6 mm of added air distance. Two identical detectors were
used to detect the sample signal and the reference signal (Pref/Psamp ≈ 100).
(b) About 10 mm of added air distance. Two different types of detectors were
used to detect the sample signal and the reference signal (Pref/Psamp ≈ 4).
The curve with darkest tone is an ‘ideal’ experimental curve, pi, fitted to the
data

6.3 mm (calibration information is provided in Fig. 7 in the
appendix).

Figure 4b shows signals obtained for a 10-mm air distance
when using detectors of different types. The reference signal
power was now only a factor of four larger than the sample sig-
nal power (Pref/Psamp ≈ 4). It can be seen that both methods
are able to retrieve the oxygen signal; however, the software-
based method is more successful. The peak-to-peak value of
the fitted ideal experimental absorption profile was estimated
to be 0.07 local scale units. This corresponds to an air dis-
tance of 10 mm. In Fig. 4a and b, an optical interference fringe
reduction of about 10 times by the use of the algorithm ap-
proach can be seen compared to the sample signal. In the case
of the analog method a baseline correction is needed, which
would require a software approach. Then the full computa-

FIGURE 5 Achieved balanced-detection signals with no added air distance
by using the software-based method, pbds, and the analog device. Two iden-
tical detectors were used to detect the sample signal and the reference signal.
No collimator package was used on the sample beam

FIGURE 6 Achieved balanced-detection signals by using the
software-based method, pbds, and the analog device measured through the
maxillary sinus on a human volunteer. The unprocessed sample signal
measured, psamp, is also shown. The curve with darkest tone is an ‘ideal’
experimental curve, pi, fitted to the data

tional technique put forward in the present paper rather would
come to mind.

To study the noise level remaining after performing bal-
anced detection, and thereby the limitations of the experimen-
tal arrangement together with the algorithm, measurements
were done with no air distance between the light source and
the sample detector. Ideally, this should result in a zero sig-
nal, since the sample signal should not contain any oxygen
imprint. Figure 5 shows the balanced-detection signals ob-
tained with the software-based and the analog methods when
using two identical detectors. In this figure it is again ob-
vious that the analog noise reduction device does not fully
compensate for offset differences between the sample signal
and the reference signal. A noise level of about 0.15 scale
units remains after the data are processed by the algorithm.
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FIGURE 7 Results from measure-
ments according to the standard add-
ition method. Six obtained balanced-
detection signals, pbds, from 0 mm to
60 mm of added air distance meas-
urements and the three different sen-
sitivities used of the lock-in ampli-
fier are included together with their
estimated peak-to-peak values. The
equations of the linear relationship
between the peak-to-peak values and
the added air distances for the three
sensitivities are presented. The esti-
mated unknown air distance, Aird ,
of the collimator package was esti-
mated to about 12 mm for all sensi-
tivities

This corresponds to a signal of about 2 mm of air distance
(a fractional absorption of 5 ×10−5), which is a measure of
the resolution of our experimental setup together with the
algorithm.

As a final and most critical example we present data from
a case where the sample is strongly scattering and attenuat-
ing. Here there is an unknown intensity relationship between
the sample and the reference signals. Measurements on an air-
filled human maxillary sinus cavity, located within the cranial
skeleton below the orbital floor [19], are shown in Fig. 6. The
fibre end is then placed inside the mouth on the palate and the
multiply scattered light is detected externally on the cheek-
bone by a handheld probe containing the PMT. The achieved
balanced-detection signal in the software-based approach cor-
responds to an air distance of about 10 mm. In the figure it
can clearly be seen that a larger ‘noise floor’ of the balanced-
detection signal remains in the analog approach compared

to the software-based method even though correction of the
baseline would be performed.

The calibration of the system is discussed in detail in the
appendix.

5 Conclusion

In theory, intensity perturbations from laser and fi-
bres, before the fibre coupler, should be canceled out by the
analog noise cancellation device used in the study for compar-
ison. However, due to detector channels’ imperfections with
regard to non-linearities and offsets, electronic cancellation of
noise, based on the design described in Fig. 1b, is, in practice,
imperfect. Figure 4 shows that the performance of the ana-
log device was a factor of about two worse than achieved in
the software-based approach as evaluated by comparing the
remaining ‘noise floor’ in the absence of an absorption signal.
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The new approach is, in contrast to the analog technique,
forgiving in terms of signal levels, gain settings, and offsets,
since the technique adjusts for all these factors. In particular,
it was demonstrated (Fig. 3b) that quite different detectors can
be used and still a very satisfactory balanced detection can be
achieved. However, we note that two lock-in amplifiers were
employed in the software-based method in contrast to only
one in the analog approach. Since intensity drifts due to op-
tical interference fringes can be expected to occur on a slow
time scale, the use of one lock-in amplifier sequentially for
recording the sample and the reference signals should be feas-
ible. Then, signal averaging individually for the two signals
could be performed as customarily done in, for example, dif-
ferential absorption lidar (DIAL) [21].

Clearly, the techniques presented here only compensate
for ‘upstream’ fringes generated in and close to the laser
source, while differential fringe effects in the two detector
paths remain untreated. This is also the case for the analog
approach.

However, major sources of such differential fringe gen-
eration (e.g. absorption cells) are not present in most of our
applications. Rather, we deal with cases of free-air propaga-
tion (long-path-absorption remote sensing) or gas pores or
cavities embedded in scattering media [15–19].

Our experience shows that substantial and very valuable
improved signals are observed in practical measurements.
As already mentioned, the technique described is particu-
larly useful when pigtailed lasers are employed and customary
fringe elimination by shaking is not possible. Possible fringes
between the two detectors can still be eliminated, for example
by mechanical vibration.
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Appendix

Calibration measurements

The standard addition method (see e.g. [4]) was used in order
to further investigate the algorithm presented, and to calibrate
our measured signals and thereby be able to estimate the air
distance from a recorded peak-to-peak value. The method is
based on adding known path lengths of air and measuring the
peak-to-peak value for each distance. The measured values
are then plotted as a function of added air. These values should
be linear with regard to the added air distance, since the ab-
sorption is so low that the fractional absorption is proportional
to the concentration and the distance the light has traveled.
A collimator package, described in Sect. 2, was placed on the
fibre end of the sample part. Due to the design of the pack-

age, an unknown air distance was added between the fibre tip
and the sample detector. The collimator package was moved
away from the light source, in 5-mm steps, and the peak-to-
peak values of the obtained processed signals were estimated
for the different air distances. Three different sensitivities
(1 mV, 3 mV, and 10 mV) of the lock-in amplifier were used
at each added air distance. In Fig. 7 the results can be seen.
In the figure, six obtained balanced-detection signals, from
0 mm to 60 mm of added air distances, are also shown together
with their estimated peak-to-peak values. As can be seen, the
values follow the expected linear relationship with regard to
the added air distance. The slope of the curves was estimated
and can then be used as a calibration factor (included in the
figure). The relationship between the different sensitivities
can also be seen. The peak-to-peak values from a fixed air dis-
tance for different sensitivities of the lock-in amplifier should
scale with the sensitivity of the unit. Our estimated slopes of
the curves agree with this to a high precision. The unknown air
distance, Aird , in the collimator package could be estimated
to be about 12 mm. Measurements from all sensitivities gave
approximately the same value (also included in the figure).
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