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ABSTRACT The impulsive superheating of matter by an intense,
ultrashort laser pulse drives material expansion into vacuum
(ablation) and an associated formation of nanoparticles. The un-
derlying dynamics of particle formation are complex and direct
experimental probes of the rapid material evolution are essen-
tial. Femtosecond lasers coupled to modern synchrotrons offer
an important new opportunity to probe ejecta dynamics on an
atomic lengthscale. Here, the impulsive heating of a semicon-
ductor (silicon) by an intense femtosecond laser pulse leads
to material ejection and time-resolved photoemission spec-
troscopy probes rapid solidification kinetics occurring within
the ejecta. Transient photoemission peak-shifts indicate that
material is ejected predominantly as liquid droplets and that
solidification occurs rapidly (< 50 ps). The solidification time
suggests that vacuum ejection leads to significantly enhanced
undercooling compared to what has been obtained by more
conventional quenching techniques; this may be of interest in
attempts to ‘trap’ novel material states associated with extreme
laser heating. Finally, a low fraction of vapor particles in the
ejecta supports a view that the size-distribution of ejected par-
ticles is set by an initial fragmentation process rather than by
vapor condensation.

PACS 82.60.Qr; 87.64.Lg; 62.50.+p

1 Introduction

In laser ablation a material is rapidly heated to
a point where the system’s thermal energy exceeds its cohe-
sive energy; material ejection occurs leading to rapid cooling
and an associated synthesis of particles. This process is of
considerable practical importance since ablation is used to
synthesize organic and inorganic nanoparticles, microparti-
cles and films [1–3]. As a nanoparticle synthesis technology,
ablation is attractive since it is easily applied to a range of
materials and since initial laser-heating to extreme tempera-
ture may produce novel material states which, in turn, may
survive if they can be trapped by rapid quenching. While hy-
drodynamic estimates indicate that very high quench rates
(> 1015 K/s [4]) are possible from vacuum expansion, hydro-
dynamic (i.e. continuum) models average away information
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on atomic lengthscales and are therefore of limited use in
predicting the kinetics by which nanoparticles form during
shortpulse laser ablation. Direct experimental probes of the
rapid phase transition kinetics are essential.

Experimentally, it has proven difficult to directly probe
transient material properties in the early moments of vac-
uum expansion. Material is only a few microns from the bulk
surface so absorption/reflection spectroscopes interact with
the residual surface and do not distinguish surface-dynamics
from ejected-material dynamics. Time-resolved photoemis-
sion spectroscopy is well suited to probing the early mo-
ments of vacuum expansion: one probes solely the ejecta since
the photoemission probe depth is set by the electron escape
depth (<∼ 1 nm [5]) which is short compared to typical abla-
tion depths (> 10 nm [6]). Further, core-level photoemission
spectroscopy (CPS) is a local probe well known for provid-
ing chemical sensitivity [5]; one may therefore follow the
evolving chemical state of ejected material. To date CPS has
primarily probed static chemical properties. Here CPS is ex-
tended to the picosecond time domain to probe the early-time
kinetics through which solid-phase particles form during the
vacuum expansion of an impulsively superheated semicon-
ductor (silicon).

The very earliest moments of lattice heating and vacuum
expansion are inaccessible owing to finite time resolution and
future femtosecond-time-resolved experiments are required
to answer an interesting question: can second-order metal–
insulator transitions be observed as the ejecta passes near
the liquid–vapor critical point (discussed below)? The current
experiments are sensitive to metal–insulator transitions occur-
ring on a tens-of-picoseconds timescale; in this regime one
probes first-order metal–insulator transitions which reflect the
chemical evolution of the ejecta. The observed photoemission
peak-shifts reveal rapid metal–insulator transitions and pro-
vide insight into transient chemical properties of the ejecta.
The present analysis extends beyond that discussed in a re-
cent letter [7] to address an issue relevant in attempts to trap
possibly novel material states via rapid quenching: we esti-
mate the degree of undercooling as ejecta solidify following
vacuum ejection. The undercooling is estimated in two ways:
1) a realistic equation-of-state for silicon is coupled to hydro-
dynamic simulations to estimate the degree of undercooling at
the measured solidification time and 2) the degree of under-
cooling is estimated from the experimental (solidification) nu-
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cleation rate. We find that undercooling associated with vac-
uum expansion is significantly enhanced compared to what
has been obtained by more conventional quench techniques.
Vacuum expansion, therefore, is an attractive route in attempts
to trap potentially novel material states produced by extreme
laser heating. Finally, a low fraction of vapor particles in the
ejecta supports a view that the size-distribution of ejected par-
ticles is set by an initial fragmentation process rather than
by vapor condensation. These experiments demonstrate an
ability to probe constituent species and solidification kinetics
occurring early in the vacuum expansion of an extreme mate-
rial and provide insight into how particles arise in the current
laser ablation regime.

2 Experiment & data

The experimental arrangement has been discussed
previosuly [7]. Briefly, laser-pump and X-ray-probe photoe-
mission experiments are performed at the Advanced Light
Source (ALS) using a laser system (800 nm, 200 fs, 1 kHz)
synchronized to the ALS storage ring.. A femtosecond laser
pulse (4–12 J/cm2) excites a thin surface layer of a sili-
con wafer to extreme temperature and pressure (estimated at
∼ 20 000 K and 14 GPa) producing a highly pressurized and
likely supercritical (Tcritical ∼ 5000 K) fluid which expands
into vacuum. Vacuum expansion is probed by time-delayed
synchrotron pulses (80 ps, 400 eV) with X-ray photoelectrons
in the vicinity of the Si 2p core-level collected using a hemi-
spherical analyzer. Measurements at a fixed pump–probe de-
lay reflect the spectral evolution over a time-window set by
a single X-ray pulse (∼ 80 ps). Photoemission transients last-
ing shorter than 80 ps can be observed although better noise
statistics are required for shorter transients. Current noise lev-
els (10–20%) allow one to see photoemission peak shifts last-
ing longer than ∼ 10–20 ps (10–20% of 80 ps).

At the laser excitation rate of 1 kHz, a given sample
region is exposed to multiple pump–probe cycles; the ini-
tial (unheated) material is therefore either micro-crystalline
or amorphous. While we cannot discount that single-shot-
heating of single-crystal-silicon would produce different re-
sults from those discussed below, we think it unlikely that
the vacuum expansion dynamics would be different in any
significant way for two reasons. First, the vacuum expansion
is set by the temperature/pressure of the initial solid dens-
ity fluid. Since the phase transformation parameters (heats of
transformations etc. [8]) are similar between amorphous and
crystalline silicon the initial parameters of the hot/pressurized
fluid should be similar in the two cases. Second, static spec-
tra show only a small (<∼ 0.2 eV) peak shift and no peak-
shape-distortion between a ‘fresh’ silicon surface and a laser-
exposed surface. Therefore, relative to the large (∼ 1 eV)
shifts discussed below, differences in even the solid-phase
pristine vs. damaged sample-regions are modest.

A temporal sequence of X-ray photoelectron spectra is
shown in Fig. 1 (inset) and indicates a transient photoelec-
tron peak shift; an initial shift to lower binding energy (200
to 0 ps) following by a subsequent return back towards higher
binding energy (0 to −160 ps). The timescale of the photoe-
mission transient is determined by measuring electron counts
in the vicinity of the spectral shift as a function of pump–

FIGURE 1 Inset: Temporal sequence of Si 2p photoemission spectra at
specified pump–probe delays. Positive delay indicates that the X-rays probe
before arrival of the laser pump. A reference spectrum at +240 ps is also
shown (dashed line). Main Figure: Photoemission spectra when X-ray probes
well before laser excitation (240 ps, crosses, 1.7 eV FWHM photoemission
peak-width), well after laser excitation (−160 ps, circles, 1.7 eV peak-width),
and simultaneous with laser excitation (0 ps, bow-ties, 2.7 eV peak-width).
The broadened peak is decomposed into two Gaussians of width 1.7 eV:
a ‘perturbed’ peak (dashed curve at 98.7 eV with amplitude 115) and an
‘unperturbed’ peak (100 eV with amplitude 115). The sum of these two Gaus-
sians is also shown (solid curve)

probe delay. This measurement, a convolution of the X-ray
pulse duration and the material transient timescale, is found
to be resolution limited by the ALS pulse duration (80 ps) and
from error bars on the correlation we place an upper limit
of 50 ps on the timescale of the transient spectral modifica-
tion. Significantly, since the spectrum is perturbed for a time
(< 50 ps) less than the X-ray duration, a temporal deconvolu-
tion of the (perturbed) photoemission spectrum is necessary.
This is to say that a (perturbed) spectrum at a fixed delay
must contain at least two peaks: one corresponding to tran-
siently perturbed material and another to unperturbed material
(which, depending on delay, is either recovered or not yet ex-
cited). The temporal deconvolution is shown in Fig. 1 (main
figure).

Here spectra corresponding to X-ray probe times well be-
fore and well after laser excitation are shown (and are similar)
while the spectrum corresponding to simultaneous arrival of
X-ray and laser pulses is lowered, broadened, and shifted. The
modified (i.e. perturbed) spectrum has been deconvolved as-
suming the simplest (i.e. two peak) deconvolution: one peak at
the original position (unperturbed material) with the original
width and a second peak of the same width but with adjustable
position and height (perturbed material). A good fit to data is
obtained for Gaussians of approximately equal amplitude and
a photoelectron peak shift of ∼ 1.3 eV. While better time and
energy resolution are required to demonstrate the uniqueness
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of this deconvolution, the shifted peak position is consistent
with a fluid phase of silicon (discussed below).

As an additional point, the temporal deconvolution can be
used to further specify the timescale of the transient material
response. Specifically, the transient duration can be estimated
since the ratio of shifted-to-unperturbed (deconvolved) peak
amplitudes (Fig. 1) is approximately equal to the ratio of the
X-ray pulse duration to the lifetime of the spectral transient
(note that the shifted-peak amplitude will go to zero as mate-
rial response becomes increasingly short compared to X-ray
pulse duration). This ratio (∼ 1/2) indicates a transient dura-
tion of ∼ 40 ps, consistent with the 50 ps upper limit discussed
above. Finally, we mention that the total XPS yield is observed
to be constant (< 10% variation).

3 Analysis

CPS probes the local state-of-aggregation through
shifts in peak position which accompany a change in mate-
rial phase. The observed spectral transient is consistent with
a (transient) liquid phase of silicon. The current laser flu-
ence exceeds the threshold fluence [9] for melting silicon so
a fluid is produced following laser heating. To our know-
ledge calculations of the solid–fluid core-level peak shift in
silicon are not available; relevant estimates, however, can be
found for germanium [10]. Qualitatively, the solid–fluid tran-
sition in both silicon and germanium is an insulator (solid) to
metal (fluid) transition [11]. An X-ray core-hole is more ef-
ficiently screened by the mobile electrons of a metal than by
the immobile electrons of an insulator [5] and this difference
in core-hole screening (extra-atomic relaxation) is the princi-
ple factor causing a peak shift to lower binding energy in the
metal.

For a quantitative estimate there are three contributions
to solid–fluid peak shift: (1) change in initial state energy,
(2) change in final state energy (relaxation), and (3) possible
change in surface potential (i.e. reference level [12]). Experi-
ments and calculations on germanium indicate that final state
(extra-atomic) relaxation dominates the solid–fluid shift; the
K -absorption edge is observed to shift by 1.3–1.4 eV upon
melting and changes in final state relaxation are calculated at
∼ 1.2 eV [10]. We take this number (1.2 eV) as an estimate of
the solid-fluid shift in silicon. In doing so we assume 1) that
final state relaxation dominates in silicon as well as in ger-
manium and 2) that final state relaxation is of comparable
magnitude in silicon and germanium. The first assumption
is reasonable for insulator–metal transitions since relaxation
shifts can be large (∼ 1 eV) while initial state modification
should be comparatively small. Initial state modification re-
flects changes in the local potential due to neighbor atoms;
the solid-atom shift in silicon (reflecting presence vs. absence
of neighbors) has been calculated at ∼ 1 eV [13]. The corres-
ponding solid–fluid shift should be comparatively small since
it results from the more modest rearrangement of neighbors.
Similarly, the surface potential is small (∼ 0.2 eV [14]) and
possible solid–fluid variations are neglected. As for the sec-
ond assumption, it is reasonable to assume that relaxation,
reflecting the polarization energy between a core-hole and the
induced charge distribution [5], is comparable in silicon and
germanium. The metallic fluids have nearly identical carrier

density (2 × 1023/cc [11]) so the polarizabilities should be
similar. Further, the solids have similar dielectric constants
(ε = 11.9 for Si and ε = 16 for Ge [8]); the (macroscopic) po-
larization energy scales as (1 −1/ε) and this factor varies by
< 10%. While core-hole size differs in the Ge (1s) and Si (2p)
cases, Bechstedt [15] calculates only modest changes in relax-
ation energy with hole-size (< 10% difference in moderately
polarizable media between Si 1s and 2p holes). While detailed
theoretical calculations from the community are strongly en-
couraged, the solid–fluid shift in Ge (1.2 eV) provides a rea-
sonable estimate for the corresponding shift in silicon. Ac-
cordingly, the spectral transient of Fig. 1 reflects a solid–
fluid–solid sequence of phase transitions: material first melts
following laser heating; this should produce a solid-fluid shift
of ∼ 1.2 eV while we observe a ∼ 1.3 eV shift (deconvolu-
tion Fig. 1). Subsequently, material re-solidifies after vacuum
ejection (and associated cooling) and the photoemission peak
returns to the position characteristic of solid silicon.

We emphasize that we are probing dynamics within the
ejecta rather than at the bulk surface since both lattice heat-
ing and material ejection occur rapidly (� 10 ps); 80 ps probe
pulses render us insensitive to these very earliest moments
before material ejection. Similarly, after expulsion the ejecta
shield the underlying bulk surface (electron escape depth
short compared to ablation depth). Significantly, metallic
core-hole screening (i.e. fluid Si) is observed to persist for
< 50 ps and we take this as evidence that the ejected ma-
terial has solidified on this rapid timescale; hydrodynamic
simulations discussed below support the feasibility of such
rapid solidification following vacuum ejection. Analysis of
the time-dependent spectra therefore leads to the finding that
material is ejected initially as a metallic fluid which then un-
dergoes rapid (< 50 ps) solidification.

4 Discussion
4.1 Ejecta composition and fragmentation

Shortly following laser heating the initial fluid will
expand into vacuum and one may pose a basic yet non-trivial
question: what state-of-aggregation does expansion lead to?
Is material ejected predominantly as single atoms with larger
units formed subsequently by aggregation or is material ini-
tially ejected in larger units? Lattice heating in silicon occurs
rapidly (∼ 1 ps) so for high initial temperature atoms quickly
have energy above the cohesive energy and are loosely speak-
ing ‘unbound’. Material will be ejected in vapor form if upon
ejection the interatomic spacing is increased so that neigh-
bor atom wavefunctions cease to overlap. A condensed phase
is preserved if expansion is largely inhomogeneous, with the
average density dropping but the local density remaining high.

This basic question about the ejecta phase is not easily an-
swered. Extreme materials are often treated using continuum
models which average away information on atomic length-
scales; yet it is precisely the microscopic (local) expansion
dynamics which determine the state-of-aggregation. Signifi-
cantly, the current experiments provide insight into the crit-
ical local expansion dynamics. We find that spectral weight
is conserved in the solid–fluid (transient) peak and this indi-
cates that a condensed phase dominates the ejecta, a finding
which is supported by a second feature of the data: we find
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an absence of spectral weight at the vapor-phase position. The
atom–solid peak shift can be estimated since estimates can be
found for the initial state shift (∼ 1.4 eV [13]), the change in
(extra-atomic) relaxation (4.7 eV [15]), and the value of the
surface potential (∼ 0.2 eV [14]). Accordingly, vapor particles
(isolated atoms) should be shifted ∼ 3.5 eV to higher bind-
ing energy relative to the solid. Given the absence of spectral
weight at this location and ∼ 10% accuracy on the data we
conclude that vapor particles comprise < 10% of the ejected
material. Analysis of the time-dependent spectra therefore in-
dicates that vapor particles comprise only a modest fraction of
the ejecta. We make two comments with regard to this find-
ing. First, it indicates that the current vacuum expansion is
microscopically inhomogeneous. While the average density
drops from vacuum expansion, a high local density is pre-
served so that wavefunction overlap is maintained and a vapor
phase is largely suppressed. As mentioned above, this finding
on a basic feature of the vacuum expansion process is not easy
predicted since the continuum models often used for extreme
materials average away the relevant local information.

Before continuing on to the second point, we briefly ad-
dress an issue that has arisen in the context of a referee com-
ment. Specifically, one may ask what affect does the drop in
ejecta density have on the photoemission spectrum? A change
in the ejecta density could be due to a change in the local
density (i.e. distance between atoms), a change in (macro-
scopic) average density, or both. The possibility of an appre-
ciable change in local density is precisely what was discussed
in the preceding paragraph. A significant drop, for instance,
would be observed as a photoemission peak shift to higher
binding energy owing to modifications in local potential and
local screening. Stated generally, changes in local density are
observable as chemical shifts of the photoemission peak lo-
cation. Next consider changes in the (macroscopic) average
density. We will assume that the local density remains high
since this is the case for our data (i.e. no appreciable vapor
phase). We then imagine a fluid initially (i.e. before expan-
sion) at solid density and we collect X-ray photoelectrons
from the top ∼ 1 nm of material. This means that an X-ray
photoelectron has a high probability of passing by N atoms
without suffering an energy-loss collision; N is equal to solid-
density times 1 nm (considered in 1-D for simplicity). Next,
consider a later time: material has expanded to reduce the
average density and one can imagine a collection of fragments
of local high density. The drop in average density has no ob-
servable affect on the spectrum. The photoelectron can pass
by a given number of atoms and it does not matter whether
the ‘fragments’ are compressed together (before expansion)
or dispersed (after expansion). This is equivalent to saying
that core-level photoemission is sensitive to the local dens-
ity and that changes in macroscopic density are comparatively
unimportant. To make one final point: if one waits a very long
time then the ejecta would move far away from the underlying
Si surface; X-rays would then strike the underlying surface
rather than the ejecta and we would no longer be probing the
ejecta. This never happens in the current (0–1 ns) experiment
and we offer two supporting statements. First, the underly-
ing silicon surface is known to stay molten for a time much
longer than 1 ns [16]; the fact that we see rapid (<50 ps) so-
lidification therefore supports a view that the ejecta shields

the underlying surface. Second, the ejecta expansion velocity
is estimated at ∼ 10 µm/ns; accordingly for all time delays
the ejecta is very close to the underlying bulk and therefore
shields the underlying bulk.

Next, as a second comment relevant to finding a small
fraction of vapor particles, we note that this finding offers
important insight into the underlying mechanisms of particle
formation. The low fraction of vapor particles indicates that
in contrast to longpulse ablation [17] particles do not arise by
condensation of a dilute vapor. In longpulse ablation material
is ejected into an intense laser field and it is likely that sec-
ondary laser–ejecta interactions (photo-fragmentation, colli-
sional processes, etc.) contribute to the production of vapor
particles. In shortpulse ablation secondary laser interactions
are eliminated and this ensures that the nascent particle-size-
distribution is determined by the vacuum expansion process.
The sudden vacuum expansion of energetic matter is of inter-
est to a number of scientific disciplines and simulations have
established that strain associated with gradients in the local
expansion velocity leads to material fracture and an associated
size-distribution of ‘fragments’ [18, 19]. We therefore expect
the nascent particle-size-distribution in shortpulse ablation to
be determined primarily by an initial fragmentation process;
recent simulations have probed the role of fragmentation in
shortpulse ablation [19].

4.2 Rapid solidification and undercooling

Finally, we discuss the implications of rapid so-
lidification. Rapid solidification suggests a highly non-
equilibrium phase transition. (Quasi) equilibrium phase tran-
sitions occur via nucleation and growth [20]. We estimate that
such a transition would take ∼ 25 ns given the measured so-
lidification interface velocity (25 nm/ns [21]) and estimates
of our probe volume (109 nm3) and size of a critical nucleus
(∼ 1 nm [20]). This time is nearly three orders of magnitude
greater than the observed solidification time and suggests that
the solid phase nucleates throughout a substantial fraction
of the probe volume on a < 50 ps timescale. Phase transi-
tion by homogeneous nucleation (rather than by interface
propagation) has been referred to as phase explosion [22] and
signatures a highly undercooled material phase. Efficient un-
dercooling may allow one to trap novel material states and
we next estimate the degree of undercooling in two ways:
1) by hydrodynamic simulation and 2) through use of classical
nucleation theory.

Hydrodynamic estimate of undercooling. As discussed above
solidification is observed to occur ∼ 40 ps after laser heat-
ing. We first estimate the degree of undercooling through hy-
drodynamic estimates of the ejected material temperature at
40 ps. We model the hydrodynamics using a similarity pro-
file [23] coupled to a realistic equation-of-state for silicon
(global equation-of-state model QEOS [24]). Since heat con-
duction is negligible during the initial moments of vacuum
expansion we adopt the common assumption of isentropic
vacuum expansion.

Before estimating the degree of undercooling associated
with the observed first-order phase transition from liquid
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droplets to solid particles, we discuss the timescale rele-
vant for a possible second-order phase transition which could
occur in the vicinity of the liquid–vapor critical point. Since
a second-order phase transition would occur at much higher
temperature (i.e. near the critical point) it will occur much
more rapidly following laser excitation. We note that (second-
order) metal–insulator phase transitions occurring in the
vicinity of a critical point are of fundamental interest from
the perspective of correlated-electron physics. Experimen-
tal study of these expanded liquid metals, however, has been
severely hampered because the critical temperature/pressure
of most materials is too high to access under steady state
conditions. A transient laser heating technique is, therefore,
of interest as a possible route for placing nearly any ma-
terial (transiently) in the vicinity of a critical point. With
adequate time resolution one may then probe possible metal–
insulator transitions as the material rapidly evolves through
phase space. Here we use the hydrodynamic simulations to es-
timate the required time-resolution. QEOS is used to calculate
isentropes at initial lattice temperatures ranging from 1–5 eV
(critical temperature for silicon ∼ 5000 K, ∼ 0.5 eV).The
isentropes are then coupled to the hydrodynamic model to
estimate the time to cool to the vicinity of the critical point.
We find that material reaches the critical-point-vicinity after
expanding into vacuum for a time on order of 1 ps. Further,
that material cools at a rate exceeding 3000 K/ps and will
therefore rapidly move through the critical-point-vicinity. Ac-
cordingly, subpicosecond time resolution is likely needed to
view possible second-order phase transitions near a critical
point. Owing to our finite time resolution we are sensitive
to peak-shifts lasting longer than ∼ 10–20 ps. Accordingly
we are insensitive to the very earliest moments of lattice
heating and vacuum expansion; in particular, to any possible
metal–insulator transitions near the critical point. Higher time
resolution is required to assess whether or not these early-time
phase transitions occur.

Instead, we are sensitive to phase transitions occurring
on a timescale of tens of picoseconds. On this timescale we
observe a first order metal–insulator transition which probes
the kinetics by which a solid phase emerges upon rapid so-
lidification of ejected liquid droplets. We adopt the follow-
ing procedure to estimate the degree of undercooling associ-
ated with the observed rapid solidification. First we assume
an initial lattice temperature ranging from 1–5 eV (we esti-
mate the initial lattice temperature at 2 eV). Next we perform
calculations for a series of possible solidification tempera-
tures determining, for each, the fraction of probe-region atoms
passing through the candidate solidification temperature in
40 ps. If too few (� 1/e2) or too many (∼ 1) probe-region
atoms passes through the candidate solidification temperature
in 40 ps then this candidate temperature is rejected. The so-
lidification temperature is taken as that temperature through
which 1/e2 of the probe-region atoms pass in the measured
40 ps solidification time. Figure 2 shows that the estimated so-
lidification temperatures are 850 K, 1440 K, 1950 K, 2460 K,
2900 K for initial lattice temperatures ranging from 1–5 eV
respectively. Accordingly, the initial lattice temperature must
be below 3 eV in order to produce an ejecta temperature
which is below the melt temperature (1685 K) in 40 ps. Ac-
cordingly, hydrodynamic estimates of the undercooling range

FIGURE 2 Estimated solidification temperature as a function of initial lat-
tice temperature. Solidification temperature is estimated as the temperature
through which 1/e2 of the probe-region atoms pass during the measured so-
lidification time of 40 ps. The inset shows the time-dependent fraction of
probe-region atoms passing through 1440 K, the estimated transition tem-
perature corresponding to an initial lattice temperature of 2 eV. The evolution
of the system is calculated using the hydrodynamic model discussed in the
text

from ∼ 245 K to 835 K for initial lattice temperatures of 2 eV
and 1 eV respectively.

Nucleation rate estimate of undercooling. Finally, we esti-
mate the degree of undercooling using nucleation theory.
The nucleation rate is known to depend exponentially on
the degree of undercooling and Turnbull (quenching sili-
con at ∼ 10 K/s) obtained a maximum undercooling of ∼
240 ◦C with an associated (solidification) nucleation rate of
∼ 104 /cm3 s [25]. At this low nucleation rate less than one
critical nucleus would be produced within our probe region
in 50 ps indicating that rapid cooling accompanying vacuum
expansion leads to significantly enhanced undercooling com-
pared to that obtained in quasi-static experiments. Quantita-
tively, the observation of solidification in ∼ 40 ps is associated
with a nucleation rate (R) of R ∼ 1030 s cc given an estimated
probe volume of 1 nm3 and ∼ 1 nm as the size of a critical nu-
cleus. We next estimate the degree of undercooling associated
with this nucleation rate.

From classical nucleation theory [20], the nucleation rate
(R) can be written as:

R = A exp[−W/KT ] (1)

W = (16π/3)(T/∆T)2η (2)

η = (γ 3/H2) (3)

where A is a (weakly temperature dependent) constant typic-
ally ranging from 1035–1040 cc s [20], T is the temperature,
∆T specifies the amount temperature T is below the melt tem-
perature, γ is the surface tension (e.g. J/m2), and H is the
heat of fusion (e.g. J/m3). We calculate a range of nucleation
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FIGURE 3 (Solidification) Nucleation rate as a function of undercooling as
predicted by classical nucleation theory (see text, (1)–(3)). Dashed curve A =
1040 cc s, η = 0.0125 eV; solid curve A = 1035 cc s, η = 0.01076 eV. ‘A’ is
a numerical prefactor while η is the ratio of the surface tension cubed to the
heat of fusion squared (see text)

rates by considering two values of A (A1 = 1035 cc s and A2 =
1040 cc s) and determining the value of η which yields the nu-
cleation rate measured by Turnbull (104 cc s at 240 ◦C under-
cooling). The associated values of η are η1 = 0.01076 eV and
η2 = 0.01250 eV. These values can be compared with a direct
calculation of η (0.138 eV) from (3) given the surface ten-
sion (0.73 J/m2 [8]) and heat of fusion (4.194 ×109 J/m3 [8])
of silicon. The direct calculation of η is approximately an
order of magnitude larger than the value(s) necessary to ob-
tain Turnbull’s nucleation rate and adjustment of the constant
A over a reasonable range cannot correct for this discrep-
ancy. We note, however, that the values η1,2 can be obtained
with either a factor of 2 decrease in γ , or a factor of 3 in-
crease in H , or correspondingly more modest adjustments
to γ and H . Such adjustments are not unreasonable since
(1)–(3) are approximate expressions neglecting, for instance,
strain energy associated with changes in volume during phase
change [20]. More refined expression for the nucleation rate
are complex and beyond the scope of the present work. For
instance, the calculation of strain energy has been carried out
for only a few elementary geometries with many simplifying
assumptions [20]. Putting aside a priori estimates of η, the
variation of nucleation rate with undercooling as calculated
from (1) indicates (Fig. 3) a nucleation rate of ∼ 1030 cc s for
undercooling in the range ∼ 500 K–740 K. This range is more
restrictive than the range (< 835 K) obtained from hydrody-
namic simulations and further suggests that the rapid cooling
associated with vacuum expansion leads to significantly en-
hanced undercooling compared to what has been obtained
more conventional quench techniques [25].

5 Summary and conclusions

In summary, the current experiments demonstrate
an ability to probe transient material states and metal–
insulator transitions occurring early in the vacuum expansion
of an extreme material. Solidification is observed to occur
rapidly (< 50 ps) following laser excitation, indicating that
extreme undercooling drives simultaneous solidification over
an appreciable fraction of the ejected fluid volume and that
enhanced undercooling can be obtained by vacuum ejection.
This may prove useful in attempts to trap potentially novel
material states associated with extreme laser heating. Finally,
the spectra suggest a low fraction of ejected vapor particles,
indicating that semiconductor microparticles do not arise via
aggregation of a dilute vapor phase. Instead, we reason that
strain associated with gradients in the local expansion vel-
ocity leads to fragmentation of the ejecta and an associated
particle-size-distribution.
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