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ABSTRACT The efficiencies of direct lidars operating at 355,
532, 1064 and 1540-nm radiation wavelengths for early forest
fire detection were compared. For each wavelength, the range
for reliable smoke-plume detection was estimated on the ba-
sis of a computer simulation plume using a one-dimensional
“top-hat” gas dynamic model for the calculation of the backscat-
tering and extinction-coefficient profiles within the plume. The
agreement between the predicted signal-to-noise ratio (SNR)
and experimental results for 532 and 1064-nm wavelength ra-
diation is good. The decrease of the signal-to-noise ratio with
distance is maximum for 355 nm and minimum for 1064 nm.
At 1540 nm, the decay of SNR with distance is slightly faster,
but the SNR is higher than for other wavelengths, leading to the
highest detection efficiency for the same energy of the probing
laser pulse. For a burning rate of 2 kg/s and a laser beam di-
vergence of 2.5 mr, the maximum distance for reliable detection
varies between 6 and 12 km, depending on the wavelength.

PACS 42.68.Wt; 92.60.Mt

1 Introduction

Lidar is an active detection method, based on the
analysis of the radiation backscattered from a target. Previous
experimental and theoretical investigations have shown that
lidar has considerable potential as a technique for detecting
the tenuous smoke plumes produced by forest fires at an early
stage of development [1–5] and presents considerable advan-
tages for early forest fire detection in comparison with passive
methods of fire surveillance based on images from the fire site
or hot smoke plume, obtained in the visible or near-infrared
ranges [6, 7].

Lidar detection instrumentation must be usable in inhab-
ited areas, and the laser radiation must be eye-safe. Since the
maximum permissible exposure for wavelengths in the range
400 nm < λ < 1400 nm is approximately three to four orders
of magnitude lower than outside this range [8, 9], lidar for-
est fire detection is preferably carried out using radiation with
a wavelength λ < 400 nm or λ > 1400 nm. The third harmonic
of a Nd:YAG laser (355 nm) and radiation with a wavelength
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in the vicinity of 1540 nm (produced by Er:glass lasers or
Nd:YAG lasers with an optical parametric oscillator (OPO))
are promising candidates, since they combine the advantages
of being eye-safe and high atmospheric transparency [3, 5, 8,
10, 11]. From the viewpoint of overall power efficiency, ro-
bustness and availability, lidars based on the first and second
harmonics of a Nd:YAG laser (1064 and 532 nm, respectively)
are also of great interest provided that the lidar can be made
eye-safe. For these wavelengths, eye-safety conditions can be
met by expanding the laser beam until the irradiance becomes
lower than the safety threshold and/or by using low laser-
pulse energy. Operation with lower-energy pulses provides
opportunity for increasing the pulse repetition rate, which al-
lows compensation for the loss of sensitivity by accumulating
more lidar returns per unit time.

In this paper, which develops previous work [20], a com-
parative analysis of forest fire detection efficiency using lidar
with different radiation wavelengths is performed, based on
theoretical as well as experimental investigations. A numeri-
cal model of the interaction between the laser beam and smoke
plume similar to the model previously described [20] was
used to calculate the detection efficiency. The model was val-
idated by comparison with the results of experiments carried
out using the second harmonic of the Nd:YAG laser (532 nm).

2 Smoke-plume model

Calculation of the laser radiation power backscat-
tered from a smoke plume requires a model of the smoke
plume that describes the spreading of the wood-burning prod-
ucts in the atmosphere. In the present work, the smoke plume
was simulated on the basis of a one-dimensional gas dynamic
model. The wind influence was neglected.

By analogy with [1, 3, 5], it is assumed that the source term
represents a circular fire site of radius Rf, with constant burn-
ing rate. The experimental data for particle size distribution
(PSD) of Stith et al. [12] were used (see detailed discussion in
Sect. 4).

The thermochemical aspects of the model were presented
and discussed by Vilar and Lavrov in previous publications [3,
5]. Morton’s “top-hat” approximation [15] is used to describe
the distributions of velocity, temperature and smoke concen-
tration in the hot plume of burning products over the fire site.
The plume is assumed to possess axial symmetry with respect
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to the z-axis, drawn in the vertical direction through the fire
site centre. This is the result of neglecting wind. The velocity,
temperature and particle concentration radii of the plume are
assumed to be equal, and the velocity in the vertical direction
U , temperature T and plume density � are averaged over this
radius Rp = Rp(z),

U(z) = 2

R2
p

Rp∫
0

U(r, z)rdr , (1a)

T (z) = 2

R2
p

Rp∫
0

T(r, z)rdr , (1b)

�(z) = 2

R2
p

Rp∫
0

�(r, z)rdr , (1c)

where r is the coordinate in the radial direction. The “top-hat”
approximation also implies that the molar mass of the gas of
the hot plume is equal to that of air, and pressure equilibrium
is achieved, so within the framework of the ideal-gas equation
of state one can write

� T = �aTa , (2)

where the index a denotes the corresponding values for ambi-
ent air. This enables a normalised temperature parameter to be
defined as

θ(z) = �a −�

�
g = T − Ta

Ta
g , (3)

where g is gravitational acceleration. As a result, the plume
parameters for a steady-state combustion process are defined
by the system of ordinary differential equations
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where E is the entrainment coefficient. According to Morton
et al. [15, 16], E is defined by the quasi-empirical equation

E = 0.12
�

�a
. (5)

For given values of the fire site radius Rf and burning rate,
which identify the initial values of velocity and temperature
(see Lavrov and Vilar [3, 5]), the system of (4) can be solved
using an explicit finite-difference scheme. The solution yields
the density and cross-section radius distributions (�(z) and
Rp(z), respectively) over the plume height. In the subsequent
treatment, these values are used for the definition of the dis-
tribution of the smoke particle concentration over the plume
volume, required to calculate the extinction and backscatter-
ing coefficients.

FIGURE 1 Variation of the smoke plume radius R, velocity U and relative
ash density C with the distance from the ground z. Burning rate 0.05 kg/s and
fire radius 0.5 m (1c) and burning rate 2 kg/s and fire radius 2.5 m (2)

The variation of the smoke-plume radius, particle velocity
and relative ash density as a function of the distance to the
ground for two values of the burning rate is presented in Fig. 1.
As a result of the strong buoyancy forces near the ground [15],
where the plume density is a minimum, a maximum in the
velocity and a minimum in the smoke-plume radius occur.

The influence of wind was neglected in the calculations.
The error in the smoke-plume radius and particle concen-
tration resulting from this simplification was evaluated by
comparing the model predictions with experimental data of
Askari et al. [17]. These authors found experimentally that,
for a jet of CH4 with a radius of 0.075 m and a wind velocity of
5.5 m/s, the plume radius and relative particle concentration
at a distance to the ground of 4.8 m were 1.4 m and 0.107, in
moderately good agreement with the prediction of the model
(1.19 m and 0.081, respectively) This result confirms that the
influence of wind can be neglected.

3 Calculation of signal-to-noise ratio

Calculations were performed for radiation with
355, 532, 1064 and 1540-nm wavelengths in order to investi-
gate their suitability for forest fire detection. From the view-
point of detection efficiency, photomultipliers (PMTs) are the
most advantageous detectors for lidars operating at 355 and
532 nm, while avalanche photodiodes (APD) are more effi-
cient for 1540-nm detection. Both types of detector may be
used for a 1064-nm lidar, but, in practice, photomultipliers in
general are used. For this reason, a PMT detector was chosen
for this wavelength in the calculations. The power collected
by the lidar receiver is given by the lidar equation [18]:

P = El
cπD2

8R2
τrecτtr exp

(
−2

R∫
0

α(R′)dR′
)

〈β(R)〉 , (6)

where El is the laser pulse energy, c the speed of light, D the
diameter of the receiver’s entrance pupil, R the distance, τrec
and τtr the receiver and transmitter efficiencies, α the extinc-
tion coefficient, and 〈β〉 the mean smoke-plume backscatter-
ing coefficient. According to Andreucci and Arbolino [1, 2]
and Measures [18], the equation for the signal-to-noise ratio
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Distance to fire (km) 3.9 3.9 3.9 4.7 4.7 4.7 4.7 6.5 6.5
Wavelength (µm) 1.064 0.532 0.532 0.532 0.532 1.064 0.532 0.532 0.532
SNR′ experiment 90 70 130 23 32 8 89 49 160
SNR′ calculation 65 40 58 7 10 13 114 21 49

TABLE 1 Comparison between
calculated and experimental [20]
values of SNR′

for a PMT detector is

SNRp = IsigG√
2eG2 FB(Isig + Ibgnd + Idark)

, (7)

where B = (2td)−1 is the effective bandwidth, td is the inte-
gration period (time during which a single point of the lidar
signal is measured [18]), Isig = ηP is the PMT signal cur-
rent corresponding to the received radiation power P, η is the
detector responsivity, G is the photomultiplier gain, e is the
electron charge, Ibgnd = ηPb is the noise current defined by the
received background solar radiation of power Pb, Idark is the
anode dark current, and F is a noise factor associated with the
gain. For most photomultipliers F ≈ 1, and this factor can be
omitted [18].

According to Vilar and Lavrov [3, 5], Youmans et al. [10],
and Overbeck et al. [19], the expression for the signal-to-noise
ratio of a detector based on an avalanche photodiode takes the
form

SNRA = Psig

PT + Pamp + Pdark + Pshot + Pbgnd
, (8)

where Psig is the power of the output electric signal, PT the
thermal noise power, Pamp the power of the electronic ampli-
fier noise, Pdark the power of the detector noise due to dark
current, Pshot the signal shot-noise power, and Pbgnd the back-
ground illumination shot-noise power. Explicit equations for
the terms in the denominator of (8) were presented in previous
publications [3, 5].

Smoke plumes resulting from forest fires are compact tar-
gets, which manifest themselves in a lidar signal by narrow
peaks. As a result, the most appropriate measure of the de-
tection efficiency is the ratio between the peak signal value
and the background noise in the vicinity of the peak [20]. To
underline the difference between this ratio and the SNR de-
fined by (7) or (8), the former ratio will henceforth be denoted
by SNR′. The value of SNR′ can be theoretically estimated
within the framework of the above considerations for SNR by
calculating the denominator of (7) and (8) for the background
signal level only. With this aim, the background signal was
calculated on the basis of the atmospheric-aerosol backscat-
tering coefficient, which, in turn, was estimated based on the
extinction coefficient values. The ratio of the extinction coeffi-
cient to the aerosol backscattering coefficient, S, was assumed
to be 30 sr on the basis of experimental [21] and numeri-
cal [22] data. This estimation corresponds to a minimum but
realistic value that allows the calculation of a maximum for
the Mie aerosol backscattering coefficient and minima for the
signal-to-noise ratio and for the distance of reliable detection.
In general, the actual detection range will be larger.

Despite the wide variability in smoke-particle shape, in
the computation of optical scattering they were considered to
be spheres, as suggested by Martins et al. [24]. Accordingly,
Mie theory was applied. To evaluate the model, the calculated

values of SNR′ were compared with experimental data [20]
using the percentage of wood that is transformed into particles
in the combustion process (WTP) as a fitting parameter. Ac-
cording to Stith et al. [12] and Patterson et al. [23], WTP varies
in the range 0.2 to 2%. In the present work, the minimum
discrepancy between theoretical and experimental values was
achieved for WTP = 0.3% (Table 1). This value was used in
the numerical calculations.

4 Detection of plume by a 0.532-µm lidar and
estimation of smoke-particle concentration

The experiments required to validate the model
were carried out using a lidar whose parameters are listed in
Table 2. The fireplace was a 0.75-ha square of shrub land with
a height of vegetation of about 1 m. The distance between the
plume and the lidar was about 2.5 km.

The distribution of the extinction coefficient along the
beam propagation direction in the smoke plume was calcu-
lated from the lidar signal using Klett’s inversion method [25].
To perform the calculations, the background must be elim-
inated from the lidar signal. It is also necessary to know
the extinction coefficient, αfin = α(Rfin), at the farthest point,
R = Rfin, of the segment to be processed. The backscattering
coefficient is assumed to be proportional to αk , k = constant,
and the profile of the extinction coefficient along the prob-
ing laser beam is restored from the logarithmic range-adjusted

Parameter Notation Units Value

Q-switched Nd:YAG laser
Repetition rate used Hz 12
Pulse duration tp ns 10
Beam divergence – mr < 0.5
Operating wavelengths λ nm 532
Maximm pulse energy El mJ 30
Total transmitter efficiency τT % 90

Receiver
Cassegrainian telescope,
lens diameter 30 cm,
focal length 156.2 cm
Effective area Ar m2 0.0678
Full angle of field of view γ mr 0.9
Efficiency τR % 64
Bandwidth Bf nm 4.8

Photomultiplier
Dark current Idark A 4×10−7

Gain G – ∼ 105

Photocathode responsivity η mA W−1 0.7

Data acquisition system
Distance km 1–30
Detection length ctd

2 m 6
On-board data buffer kbytes 64

Background solar radiance W m−2 sr−1 µm−1 120

TABLE 2 Characteristics of the lidar set-up and background solar radia-
tion
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FIGURE 2 Variation of the extinction coefficient α along the laser pulse
trajectory R in the smoke plume, calculated from a lidar signal using the
Klett inversion method. The boundary value of the extinction coefficient is
2.5×10−4 m−1

signal S(R) = ln
(

R2 P(R)

R2
fin P(Rfin)

)
as follows:

α(R) = exp(k−1S(R))

α−1
fin +2k−1

∫ Rfin
R exp(k−1S(R′))dR′ . (9)

The main contribution to the extinction and backscattering
coefficients in the plume comes from smoke particles. As
a result, both β and α are proportional to the particle concen-
tration in the smoke, and in the dependence β ∼ αk, the choice
for k is unity.

Background correction was performed by subtracting
a constant background calculated by averaging the values of
the last 50 points of the raw lidar signal to all points in the
signal [26]. According to Klett’s inversion method [25], the
initial value of the extinction coefficient must be taken at
a point located in a smoke-free area behind the plume. This
corresponds to the extinction of a clear atmosphere and was
estimated as 2.6 ×10−4 m−1 on the basis of Nilsson’s compu-
tations for a visibility of 15 km [27]. The distribution of the
extinction coefficient in the smoke plume, calculated from the
lidar signal, is shown in Fig. 2. The smoke plume is located
in the segment between 2510 and 2680 m and the maximum
value of the extinction coefficient is αmax ≈ 4 ×10−3 m−1.

Reference Mean radius Operating wavelength (nm)
(nm) 355 532 1064 1540

Backscattering coefficient (m−1 sr−1)

Stith et al. [12] 60 1.1×10−2 6.6×10−3 2.5×10−3 2×10−3

de Vries and den Breejen [13] 90 3.5×10−3 3.1×10−3 2.2×10−3 1.5×10−3

Hueglin et al. [14] 260 1.2×10−2 9.7×10−3 8×10−3 4.4×10−3

TABLE 3 Mean particle radii
and corresponding backscatter-
ing coefficients

Fire duration Fire area Fuel load Area burned Radius Fuel burned Estimated relative Smoke plume radius
(s) (m2) (kg/m2) per unit time of equivalent per unit time ash density in the area in the site of

(m2/s) circle (m) (kg/s) of laser beam (with respect intersection with
to the plume base). zb = 330 m laser beam (m)

900 6970 1.5 7.7 1.6 11.6 0.01 98

TABLE 4 Main parameters of the fire and the smoke plume. zb is the height at which the laser beam illuminates the smoke plume

The point corresponding to the maximum of the extinction
coefficient, (i.e. the maximum of the smoke particle concen-
tration), is shifted towards the lidar direction with respect to
the middle of the smoke distribution interval because during
the experiment the wind was blowing from the lidar to the fire
site. As mentioned in the literature [28], the highest particle
concentration zone in the smoke plume is located upwind. The
variation of αfin within a range of ±25% causes a variation of
αmax within a range ±20%. Such a dramatic dependence of
αmax on αfin results from the fact that the optical depth of the
smoke plume under consideration in the probing region is not
too large [29].

To estimate the particle concentration corresponding to
an extinction coefficient αmax ≈ 4 ×10−3 m−1, the Wiscombe
Fortran code for Mie scattering calculations [30] was used.
The particle size distribution in wood-burning smoke was
measured by Stith et al. [12], de Vries and den Breejen [13],
and Hueglin et al. [14]. The experimental mean particle radii
and the backscattering coefficients for different wavelengths
are given in Table 3. The values of the backscattering coef-
ficient calculated using the results of Stith et al. [12] turned
out to be intermediate between those calculated using de Vries
and den Breejen [13] and Hueglin et al. [14] data, and were se-
lected as the input for the following calculations. A value of
n1 ≈ 3.7 ×1011 m−3 was obtained for the maximum particle
concentration. This value can be compared with an estimation
based on the one-dimensional gas dynamic model developed
in Sect. 3.

In the field experiments, the instantaneous fire front and
area present a complicated shape, which depends on the fuel
load, wind direction, ground profile and other factors. To sim-
plify the problem, a circular fire spot with the same area and
constant fuel load as the experimental fire was used for the cal-
culations. According to Viegas et al. [31], Fernandes [32], and
Cruz and Viegas [33], the fuel load of shrub in the experimen-
tal fire site was about 1.5 kg/m2.

The estimated fire and plume parameters (fire area, fire
duration, fuel load, area burned per unit time, radius of the
smoke-plume equivalent circle and relative particle density at
the intersection point with the probing laser beam) are pre-
sented in Table 4. The laser beam crossed the plume at a height
of 330 m. The calculations developed on the basis of (4) show
that the plume diameter at 330 m was about 100 m, which is
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in agreement with the value calculated from the lidar signals
(120 m). The smoke particle concentration, calculated on the
basis of (4), is n2 ≈ 2.6 ×1011 m−3. This value agrees rea-
sonably well with the value n1 obtained by processing of the
experimental lidar signal.

5 Choice of lidar, plume, and atmosphere
parameters for numerical investigation

The parameters used in the calculations were found
in the literature or result from previous work [3, 5, 20]. The li-
dar, plume and atmosphere characteristics used are presented
in Table 5. The plume backscattering coefficient for various
wavelengths was calculated on the basis of the particle size
distribution measured by Stith [12], using a program for the
calculation of Mie backscattering developed by Lavrov and
Vilar [3, 5].

To achieve maximum lidar efficiency, a radiation detec-
tor with the required responsivity must be selected. For li-
dars operating at 355, 532, and 1064 nm, the best perform-
ance is achieved using PMTs with bialcali, multialcali, and
Ag-O-Cs photocathodes, respectively. For 1540-nm lidar, the
best choice of detector is an InGaAs APD with a gain of 20
and a noise excess factor of 10 [10, 19]. The extinction coeffi-
cients were estimated on the basis of Nilsson’s [27] numerical
results for a visibility of 15 km. This visibility is typical in
Mediterranean regions during the summer and dry weather,
when forest fires are likely to occur [34].

The background solar radiance was estimated on the basis
assumed data of Youmans et al. [10] and Pratt [35]. For lidars
operating at 1064 and 1540 nm, the pulse energy was taken to
be 100 mJ. Following Althausen et al. [21], it is assumed that
for this energy at the fundamental wavelength, the laser pulse
energies at 532 and 355 nm will be 30 and 10 mJ, respectively.

Parameter Operating wavelength (nm)
355 532 1064 1540

Transmitter:
Energy at main harmonic (mJ) 100 100 100 100
Efficiency of conversion of wavelength of radiation (%) 10 30 – –
Laser energy (mJ) 10 30 100 100

Receiver:
Detector type PMT PMT PMT APD
Photocathode material of PMT Bialcali Multialcali Ag-O-Cs –
Detector responsivity, A/W 0.04 0.04 0.0004 1
Detector gain 5×106 5×106 2×106 20
PMT anode dark current, A 10−7 10−7 8×10−7 –
APD dark current, A – – – 10−7

Detector noise factor 1 – – 10
APD load resistance (Ω) – – – 50

Solar radiance, atmosphere and plume parameters:
Plume backscattering coefficient (m−1 sr−1) 1.1×10−2 6.6×10−3 2.5×10−3 2×10−3

Background solar radiance (W m−2 sr−1 µm−1) 30 120 50 22
Rayleigh scattering coefficient (m−1) 8×10−5 1×10−5 ≈ 0 ≈ 0
Aerosol extinction coefficient (m−1) 3×10−4 2.5×10−4 1.5×10−4 1×10−4

Total extinction coefficient (m−1) 3.8×10−4 2.6×10−4 1.5×10−4 1×10−4

Maximum permissible single-pulse exposure and eye-safe distance:
Maximum permissible single pulse exposure (J/m2) 60 0.005 0.03 100
Eye-safe distance (m) γ = 2.5 mr 6 1100 820 14

γ = 10 mr 2 280 210 4

TABLE 5 Lidar parameters used in the calculation

To minimise scanning time, the solid angle covered with
one laser pulse must be maximised. For better detection effi-
ciency, the diameter of the laser beam on the target must be
approximately equal to the target diameter. This is why, to
test the influence of the divergence of the laser beam, diver-
gences of 2.5 mr (narrow-scan mode) and 10 mr (wide-scan
mode) were selected. For an Nd:YAG laser this requires the
use of a variable beam expander, because even the narrow-
scan mode has a larger divergence than the natural divergence
(≈ 0.5 mr). Experimental data of Georgiou, Musset and Bo-
quillon [36] and Wu, Myers, and Myers [37] show that the best
currently available 1540-nm Er:glass lasers have a divergence
of about 10 mr. We assume that a divergence of 2.5 mr will be
achieved in the near future.

Independently of the type of laser, the following values
were used: receiver optics diameter: 0.2 m, transmitter and re-
ceiver efficiencies: 0.9 and 0.8, respectively, receiver optical
bandwidth: 2 nm. The receiver field of view corresponds to
the laser beam divergence. Table 5 also presents data for max-
imum permissible single-pulse exposure [8, 9] and eye-safe
distance for the wavelengths of interest. It should be empha-
sised that for 532 and 1064 nm, the eye-safe distance is large.

6 Results of calculations

Based on previous experimental results [20], it was
assumed that for reliable detection, the signal-to-noise ratio
(SNR′) should not be less than five. The dependence of SNR′
on distance for lidars of various wavelengths and for various
operating conditions is shown in Figs. 3 to 5. When a PMT
is used for detection, the slope of the curve SNR′(R) is larg-
est for λ = 355 nm and smallest for λ = 1064 nm. This is due
to the fact that the equation for the power collected by the li-
dar (6) includes the product of the extinction and the distance
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in the exponent. Since the air extinction is less for greater
wavelengths (Table 5), the slope of SNR′(R) increases. For
a lidar with an APD, the slope of the SNR′ curve is larger
than the slope of the SNR′ curve for a lidar with a PMT as, in
this case, SNR′ is a quadratic function of the received optical
power [3, 19].

The relative positions of the SNR′ curves depend on detec-
tion parameters such as the air extinction coefficient, smoke-
plume backscattering coefficient, and detector responsivity.
The backscattering coefficient itself is defined by the par-
ticle concentration, which depends strongly on the height zb
at which the laser beam illuminates the smoke plume. Calcu-
lations were carried out for zb = 0 (intersection immediately
above the ground), 15 and 100 m, the latter situation being
typical of fire-detection applications. The particle concen-
tration, average smoke-plume backscattering coefficient and
power collected by the lidar receiver decrease with increasing
zb while all other factors remain similar.

The lidar spatial resolution is limited by the effective laser
pulse length ctp/2 (equal to 1.5 and 3 m for Nd:YAG and
Er:glass lasers, respectively), and as the minimum reasonable
value for the integration period td is equal to tp, the effective
detection length, ctd/2, is also equal to 1.5 or 3 m. Analy-

FIGURE 3 Variation of SNR′ with
distance. Laser beam divergence
2.5 mr, burning rate 0.05 kg/s, fire ra-
dius 0.5 m. In variants shown in a,
b and d, the integration period coin-
cides with the pulse duration, while
for c and e, the integration period is
30 and 160 ns, respectively. zb = 0,
15 and 100 m for a, b and c, and d
and e, respectively

Fuel burned Plume diameter (m)
per unit time (kg/s) zb = 0 zb = 15 m zb = 100 m

0.05 1 4.6 29
2.0 5 6 30

Diameter of the laser beam (m)
γ = 2.5 mr γ = 10 mr

R = 2 km R = 8 km R = 2 km R = 8 km
5 20 20 80

TABLE 6 Plume and laser beam parameters used in the calculations

sis of the detection geometry shows that when the smoke
plume is wider than the effective detection length, the integra-
tion period is longer than the pulse duration. The calculated
plume diameters for the situations of interest are presented
in Table 6. Except for a burning rate of 0.05 kg/s and zb = 0,
the plume diameter exceeds 3 m. Consequently, if the integra-
tion period increases but the effective detection length does
not exceed the plume diameter, the β of the smoke plume,
the power collected by the lidar and the nominators in the
two SNR equations (1c) and (2) do not change. Simultan-
eously, the corresponding denominators diminish because the
integration period increases and the effective bandwidth de-
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FIGURE 4 Variation of SNR′ with
distance. Laser beam divergence
2.5 mr, burning rate 2 kg/s, fire ra-
dius 2.5 m. In variants shown in a,
c and e, the integration period coin-
cides with one laser-pulse duration.
In variants shown in b, d and f,
the integration period equals 20, 40
and 160 ns, respectively. For variants
shown in a and b zb = 0 m, for c and
d zb = 15 m, for e and f zb = 100 m

creases, leading to an increase in values of SNR and SNR′.
To illustrate the influence of the integration period on the
SNR′(R) curve, calculation results for td in the interval from
20 to 160 ns are shown in Figs. 3c, 3e, 4b, 4d, 4f, 5c, 5e, and
5g. The increase in the integration period extends the detec-
tion range by 0.5 to 2 km, while an increase in the burning
rate from 0.05 to 2.0 kg/s causes an extension of the detection
range by 1 to 5 km, depending on the wavelength and operat-
ing conditions. This is connected with the fact that a 40-fold
increase in the burning rate, provided that the fire square in-
creases 25 times, causes an increase in the particle concen-
tration in the plume and, consequently, a rise in the power
collected by the lidar receiver. The results shown in Figs. 3
and 4 were obtained for a laser beam divergence γ = 2.5 mr.
In fire surveillance applications, the choice of γ is defined by
a trade-off between sensitivity and scanning speed. If γ in-
creases, the lidar covers a larger solid angle with a single shot,
decreasing surveillance time. However, for compact targets,
a wider laser beam yields a lower backscattered radiation in-
tensity, so the lidar sensitivity also decreases. The results of
calculations of SNR′(R) for γ = 10 mr and various values of
operational parameters are shown in Fig. 5. Comparison of
these data with the curves of Figs. 3 and 4 shows that the re-

liable detection range for γ = 10 mr diminishes by 2 to 6 km,
depending on other parameters. The explanation for this fact
becomes clear after analysis of the relationship between the
diameters of the plume and the laser beam at the intersection
point, which is presented in Table 6. For example, at a dis-
tance of 8 km, the diameter of the area illuminated by the
laser beam for γ = 2.5 and 10 mr is equal to 20 or 80 m, re-
spectively, while the plume diameter for zb = 100 m is only
30 m. This means that for γ = 10 mr, the fraction of radiation
that will miss the smoke plume is several times larger than
for γ = 2.5 mr and, consequently, SNR′ decreases, provided
that all other factors are similar. The previous results were ob-
tained assuming that no multiple scattering occurs, because an
estimation of the influence of multiple scattering, using the re-
sults of Monte Carlo calculations carried out by Ackermann
et al. [38], showed that it does not significantly affect the final
results.

7 Conclusion

Using a one-dimensional “top-hat” gas dynamic
model for calculation of the smoke particle concentration and
the backscattering and extinction coefficient profiles within
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FIGURE 5 Variation of SNR′ with
distance. Laser beam divergence
10 mr. In a, b and c, the burning rate
0.05 kg/s and the fire radius 0.5 m. In
d, e, f and g, the burning rate is 2 kg/s
and the fire radius is 2.5 m. In a, b,
d and f, the integration period coin-
cides with one laser-pulse duration.
In c, e and g, the integration period is
160 ns. For a, d and e zb = 0 m, for b,
c, f and g zb = 10 m

the plume, a comparison of 355, 532, 1064 and 1540-nm
wavelengths was made, and on this basis the efficiency of
early forest fire detection was estimated. Processing of the
experimental lidar signal allowed the profile of the extinc-
tion coefficient within the plume to be restored and the
smoke particle concentration along the laser beam path to
be estimated. The results of the calculations show that the
maximum distance for reliable forest fire detection (corres-
ponding to SNR′ = 5) varies in the range between 1 and
12 km, depending on the operating parameters. The decrease
of the signal-to-background-noise ratio with distance (using

a PMT as the radiation detector) is maximum for λ = 355 nm
and minimum for λ = 1064 nm. Detection at λ = 1540 nm
(using an avalanche photodiode) shows slightly faster decay
of SNR′ with distance. However, for all sets of the parame-
ters used in calculations, detection at 1540 nm demonstrates
higher values of SNR′ and, correspondingly, higher efficiency
for the same energy of the probing laser pulse than detec-
tion at 1064 nm. For a burning rate of 2 kg/s and a laser
beam divergence of 2.5 mr, the maximum distance for reli-
able detection varies between 6 and 12 km, depending on the
wavelength.
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